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Intrinsically	  Disordered	  Proteins	  

example, 2382, 1960, and 370 papers were published con-
cerning different aspects of amyloid-beta peptide, tau pro-
tein, and !-synuclein, respectively.

The current list of different natively unfolded proteins
includes more than 100 entries, with information on 91 of
them presented in our recent work (Uversky et al. 2000a)
and Table 1. Only full-length proteins or domains with
chain length greater than 50 amino acid residues have been
considered. This list would probably be doubled if shorter
polypeptides 30 to 50 residues long were included. Finally,
the set of 100 proteins described in the literature as “na-
tively unfolded” have at least 250 homologs, which are also
expected to be natively unfolded. Additionally, a large num-
ber of proteins and protein domains have been predicted to
be disordered based on the results of the analysis of amino
acid sequences using the neuronal network predictors
(Dunker et al. 1998, 2001; Romero et al. 1998b). All this
shows that polypeptides without ordered structure under
physiological are common, rather than exceptions.

How is unfoldedness encoded in a
protein amino acid sequence?

The existence of at least three different disordered equilib-
rium conformations, molten globule (MG), premolten glob-
ule (PMG), and unfolded (random coil-like, U), has been
established for typical globular proteins (Uversky and
Ptitsyn 1994, 1996a; Ptitsyn 1995; Uversky 1997, 1998).
Apparently, the ability of a protein to adopt different stable
conformations is an intrinsic property of a polypeptide
chain. Although the correct folding of a protein into its rigid
biologically active conformation is thought to be deter-
mined by its amino acid sequence (Anfinsen et al. 1961), the
absence of rigid structure in natively unfolded proteins may
be reflected in specific features of their amino acid se-
quences.

In an attempt to understand the relationship between se-
quence and disorder, Dunker and coauthors have developed
several neuronal network predictors (Romero et al. 1997,
1998a, 1998b, 2001a; Dunker et al. 1998, 2001; Garner et
al. 1998; Li et al. 1999, 2000). They assumed that if a
protein structure has evolved to have a functional disordered
state then a propensity for disorder might be predictable
from its amino acid sequence and composition. The results
of such analysis were impressive. It was established that
disordered regions shared at least some common sequence
features between many proteins, and that more than 15,000
proteins in the Swiss Protein database were identified as
having long regions of sequence that shared these features
(Romero et al. 1998b). Interestingly, the Top 20 proteins
(i.e., proteins with the highest scores) were shown to have
low sequence complexity, as defined by Wootton (1993,
1994; Wootton and Federhen 1996). In other words, se-
quences of natively unfolded proteins may be essentially

degenerate. Figure 2A illustrates this idea, comparing the
s-antigen from Plasmodium (which was shown to be at the
head of the Top 20) with that of human serum albumin (a
rigid globular protein of similar molecular mass) in terms of
their amino acid composition scaled according to McCaldon
and Argos (1988). Interestingly, it was later established that
the distributions of the complexity values for ordered and
disordered sequences overlapped (Romero et al. 2001b),
suggesting that low sequence complexity did not represent
the only characteristic feature of intrinsically disordered
proteins. However, some general sequence peculiarities of

Fig. 2. How the unfoldedness is encoded in protein amino acid sequence.
(A) Comparison of sequences of rigid globular protein, human serum al-
bumin (top) and intrinsically disordered protein s-antigen from Plasmo-
dium, which was shown to be at the head of the Top 20 proteins with
highest disorder scores estimated by neuronal network predictors (Romero
et al. 1998b) (bottom) in terms of their composition scaled according to
McCaldon and Argos (1988). (B) The unique property of natively unfolded
protein sequences is a combination of low overall hydrophobicity and large
net charge. Comparison of the mean hydrophobicity and the mean net
charge for a set of 275 folded (black circles) and 102 natively unfolded
proteins (open circles). The solid line represents the border between in-
trinsically unstructured and native proteins calculated using equation 1.
Data for this plot are taken from Uversky et al. (2000a).
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tracts. In polyampholytic variants, electrostatic interactions
between oppositely charged side chains provide an additional
source of stabilization for globules. (iii) Strong polyampholytes,
where fþ and f− are large and approximately equal. In such
sequences, electrostatic interactions between solvated side chains
of opposite sign make important contributions to globule stability
(50). This effect is reminiscent of work by Makhatadze and cow-
orkers who showed that through-solvent electrostatic attractions
between opposite charges on protein surfaces play an important
role in stabilizing globular structures of water-soluble proteins
(51, 52). To test the validity of the strong polyampholyte classi-
fication, which was not represented in the protamine inventory,
we performed simulations for eight polyampholytic sequences. As
expected (50), strong polyampholytes are strong globule formers.
Analysis presented in the SI Appendix shows that electrostatic
interactions between oppositely charged, surface-exposed side
chains can contribute to the collapse of strong polyampholytes.

Connection to Theories for Polyelectrolytes and Polyampholytes in
Poor Solvents.Ha and Thirumalai (53) developed a self-consistent
variational theory (54) to describe how sizes of individual
polyelectrolyte chains vary in a poor solvent as a function of
the net charge per monomeric unit. Their theory yields a compact
expression for a quantity Xeff that measures an effective excluded
volume. For a homopolymeric chain of length N, Xeff ¼
½−k1jω2jþ k2 Z2u

ðκbÞ2&N
1∕2; Here, k1 and k2 are numerical constants

and jω2j is the magnitude of the effective two-body interaction in
the absence of electrostatics. This term is negative in a poor
solvent. Z is the net charge, κ−1 is the Debye screening length,
b is the radius of each monomeric unit, and u ¼ lB∕b, where lB
is the Bjerrum length—the length scale at which intermonomer
electrostatic interactions equal thermal energy. If the net charge
per monomer is small and Xeff < 0, then the chain prefers
collapsed states because the term −k1jω2jN1∕2 dominates. Within
a narrow range of net charge values, Xeff approaches zero. The
value of the net charge per monomer for Xeff ¼ 0 corresponds to
the theta point for the polyelectrolyte in a poor solvent. For
Xeff > 0, the chain expands and accesses the coil state that is con-
gruent with the state accessed by the uncharged polymer in a
good solvent. This state is distinct from the rod-like state because
entropy opposes the effects of electrostatic repulsion, preventing
the maximal extension necessary to attain a rod. Additionally,
Xeff increases gradually with increased net charge per monomer,
causing an increase in chain dimensions vis-à-vis the random coil
state. The theory is also applicable to the case of weak/strong
polyampholytes because the balance between collapsed and
swollen states is dictated by the interplay between the first
and second terms of Xeff . All aspects of our results seem to be
congruent with these theoretical predictions, thereby providing
a coherent explanation for our observations.

Toward a Sequence-Space Phase Diagram for Proteins. Rooney et al.
(55) noted that, although protamine sequences vary rapidly
through evolution, their overall arginine content is conserved.
This feature should lead to similar values for the types of proper-
ties quantified in Figs. 2–6, and might be relevant for mainte-
nance of physiological function despite evolutionary pressures.
Our results motivate a speculative generalization, which if valid
would enable the prediction of polymeric phase behavior of
proteins from simple sequence characteristics. Fig. 9 depicts a
schematic phase diagram that summarizes the findings from
previous studies (19, 21, 23–25) and those from the current inves-
tigation. The three axes denote hHi, fþ, and f−, respectively, and
each of these parameters varies between zero and one. The line of
Uversky et al. (21) is a plane separating folded proteins from
IDPs. Contrary to previous assumptions (16), the phase diagram
is not featureless below this plane. Sequences with low overall
hydrophobicity can either be swollen coils or compact globules

and the net charge per residue determines the preferred phase.
An anonymous reviewer notes that the aggregation propensities
of the protamines studied here decreases with increasing net
charge per residue, suggesting a role for electrostatic interactions
in promoting IDP solubility. These propensities may be calcu-
lated using the Zyggregator program available at http://
www-vendruscolo.ch.cam.ac.uk/zyggregator.php.

The results shown in Figs. 2, 4, and 7 illustrate small yet
statistically significant differences between polyelectrolytes and
polyampholytes, even for cases where the net charge per residue
is identical. This suggests that the phase boundaries depicted in
Fig. 9 may vary with fþ and f− individually rather than being a
function of the net charge per residue alone.

Testing predictions of the proposed phase diagram requires
quantitative studies of conformational characteristics for a wide
range of IDPs. This should be tractable in light of the computa-
tional efficiency of simulations based on implicit solvation models
such as ABSINTH. Indeed, the protamine simulations would
not have been feasible without ABSINTH—a point underscored
by comparisons between simulations using explicit and implicit
solvent models for a polyarginine sequence at different salt
concentrations (see SI Appendix).

Materials and Methods
Sequence Selection. Protamine sequences were obtained from the National
Center for Biotechnology Information Protein and UniProt Knowledgebase
databases (June 20, 2008). An artificial polyarginine sequence of length 34
was also included. Details regarding the selection procedure may be found
in the SI Appendix.

Simulations. Markov chain Metropolis Monte Carlo simulations using the
ABSINTH implicit solvation model and the OPLS-AA/L charge set were
performed in the canonical ensemble (T ¼ 298 K). Each capped sequence
was enclosed in a spherical droplet of radius of at least 70 Å. We modeled
explicitly represented Naþ and Cl− ions sufficient to neutralize the net poly-
peptide charge and mimic a 125 mM salt solution. All other details regarding
the choice of sequences for simulations, the design of simulations, assess-
ments of convergence, and the analysis of simulation results are described
in the SI Appendix.

Peptide Preparation for Experiments. Peptides were purchased from Yale
University’s Keck Biotechnology Center. Each peptide has a cysteine at the
N terminus to allow fluorescent labeling. Upon purification, two sets of

Fig. 9. Proposed schematic phase diagram for the single chain phase beha-
vior of unbound, single domain proteins. The three-dimensional sequence
space is defined by fþ, f−, and mean hydropathy. The space is a pyramid
instead of a cube because high hydropathy and high fractions of charged
residues are mutually exclusive. The boundary separating folded proteins
from IDPs is a three-dimensional rendering of the results from Uversky
et al. (21). Within the intrinsically disordered region, the boundaries separ-
ating disordered globules from swollen coils are extrapolated from the
results of the present study.
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Factoids:	  
•  Not	  folded	  (usually!)	  
•  Low	  sequence	  complexity	  
•  ~1/3	  of	  eukaryo8c	  proteome	  
•  Oien	  involved	  in	  signalling,	  

e.g.	  	  Transcrip8on	  factors	  

Challenges	  
•  Rela8on	  between	  sequence	  

proper8es	  and	  func8on?	  
•  Challenging	  for	  conven8onal	  

structural	  biology	  techniques	  
•  Can	  molecular	  simula8ons	  

help??	  



Intrinsically	  Disordered	  Proteins	  

Intrinsically disordered protein (IDP) motifs typically have a
strong bias in their amino acid sequences. These proteins and
other proteins that are highly enriched in a small number of
amino acids are referred to as low complexity sequences (LCSs).
LCSs in proteins, such as that in the protein FUS, have emerged
as potentially important motifs in driving phase transitions un-
derlying RNP body assembly (16–18). However, LCS domains
have been reported to undergo phase transitions into solid gels,
which contrasts with the liquid-like behavior of intracellular RNP
bodies. Because solid-like gel phases are expected to slow or
inhibit molecular dynamics, while liquid-like droplet phases should

facilitate molecular dynamics, these studies raise important
questions about the viscoelastic properties of LCS/IDP phases.
However, measuring these rheological properties represents a
formidable challenge, due to the small size and transient nature
of RNP bodies. Elucidating the precise nature of these material
properties is nonetheless an essential step toward understanding
their impact on biological function (19).
Here we show that the DDX3 family RNA helicase LAF-1

plays a key role in promoting C. elegans P granule formation by
driving liquid–liquid phase separation. We find that LAF-1 can
phase separate in vitro into liquid droplets resembling P granules,
as well as impact P granule assembly in the early embryo. To
measure the material properties of these micrometer-sized drop-
lets, we adapt a microrheology technique that uses Brownian
motion of probe particles to extract their viscoelastic properties.
Together with fluorescence recovery after photobleaching (FRAP)
and single molecule experiments, our experiments reveal a role for
the disordered arginine/glycine-rich (RGG) domain of LAF-1 in
driving phase separation and promoting dynamic protein–RNA
interactions. We show that electrostatic interactions give rise to
droplets with tunable physical properties and protein dynamics. We
further demonstrate that RNA can modulate droplet viscosity and
dynamics, suggesting that the viscosity of P granules and other RNP
bodies may be modulated to achieve diverse biological functions.

Results
LAF-1 Phase Separates into Condensed Liquid Droplets in Vitro. Pre-
vious work has shown that the C. elegans protein LAF-1 is essen-
tial for germ-line development, with a potential role in regulating
sex determination (20). To quantify LAF-1 localization within
C. elegans embryos, we developed an antibody that specifically
recognizes LAF-1 (Fig. S1). Consistent with a previous report using
a GFP-tagged LAF-1 construct (21), we find that endogenous
LAF-1 exhibits a high degree of colocalization with PGL-1, the
founding P granule protein (Fig. 1A).
To study LAF-1 using a bottom-up biochemical approach, we

sought to purify recombinant LAF-1. During the course of these
studies, we found that upon lowering the salt (NaCl) concen-
tration of solutions of purified LAF-1, the solution became
cloudy. On further inspection under the microscope, we find that
this solution turbidity is the result of condensed, highly spherical
droplets of LAF-1 (Fig. 1B). By direct microscopic imaging, we
mapped the protein and salt concentrations at which LAF-1
condenses out of solution (Fig. 1C). To rule out the possibility
that residual RNA may be bound to LAF-1 and responsible for
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Fig. 1. LAF-1 colocalizes to P granules in vivo and phase separates into
droplets in vitro. (A) Confocal images of two-cell embryo posterior immu-
nostained for LAF-1 (Upper Left) and PGL-1 (Upper Right). In the dividing P1
cell, LAF-1 localizes to PGL-1–marked P granules; DAPI-stained nucleus is
included in the merged image. (B) DIC image of phase separated LAF-1
droplets. (C) Protein/NaCl concentrations scoring positive (green circles) or
negative (red squares) for optically resolvable droplets are plotted, resulting
in a phase boundary (line drawn to guide the eye). (D) The protein con-
centration in the dilute phase (●) is plotted for varying total protein con-
centrations (○) at three different salt concentrations. For all conditions, the
concentration of the dilute phase falls directly onto the LAF-1 phase boundary
from C (solid line).
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Fig. 2. LAF-1 droplets are homogeneous fluids with
salt-dependent viscosity. (A) Confocal image sequence
showing LAF-1 droplet fusion. (B) Fusion events
are well fit by an exponential decay, which is used
to determine fusion timescale τ. (C ) Decay time vs.
length scale for LAF-1 droplets prepared in 125 mM
NaCl. The linear slope represents the inverse capil-
lary velocity, η=γ ≈  0.12 s/μm. (D) Confocal image of
red fluorescent beads embedded inside a large LAF-1
droplet. (E ) Probability distribution of bead dis-
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homogenous environment. (F) Mean squared dis-
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Coupled	  folding-‐binding	  

energy transition state (31). Kinetic, time-resolved experiments,
in combination with site-directed mutagenesis andΦ-value analysis
(32), have been applied successfully to describe these transition
states (33, 34). With carefully chosen mutations, the distribution of
Φ values (classically between 0 and 1) offers an average picture of
the interactions formed at this critical stage of the folding reaction,
at residue-level resolution. This picture, in conjunction with other
evidence, can offer invaluable insights into the mechanisms of
folding (35, 36).
We have previously reported the kinetics of a model coupled

folding and binding reaction (37, 38); the BH3 motif of PUMA (an
IDP) can associate with the structured protein MCL-1 and fold to
a single contiguous α-helix (39). The solvent and temperature de-
pendence of the association reaction suggested that this reaction is
limited by a free energy barrier, or transition state (TS) (37). Here
we systematically make structurally conservative mutations to the
IDP and the partner protein, apply Φ-value analysis, and describe
the transition state for binding. Molecular dynamics simulations
using a coarse-grained, topology-based model of the binding process
are consistent with our experimental results. We bring together all
available evidence to propose a mechanism of binding.

Results
The IDP System. We have previously shown that a peptide construct
of PUMA (similar to that found in the NMR structure, with mu-
tation M144I) self-associates at concentrations >2 μM (37), but that

the mutant M144A does not (38); thus, in all these studies, we use
this peptide as the pseudo wild-type into which other substitutions
are made. This PUMA–MCL-1 system behaves in an apparent two-
state manner so that the equilibrium dissociation constant, Kd, can
be determined from the ratio of the association and dissociation
rate constants (Kd = k−/k+). Because PUMA binds so tightly (Kd =
0.181 ± 0.017 nM) (38), ITC data are unreliable, but we have shown
for a destabilizedmutant of PUMA, that theKd determined from ITC
and that determined from kinetics are the same within error (38).

Position of the Transition State. In the study of monomeric protein-
folding, the position of the TS along one reaction coordinate can be
estimated using the denaturant dependence of folding and unfolding
rate constants (40). A similar approach was applied to the folding
and binding of PUMA–MCL-1. Stopped flow was used to rapidly
mix solutions of the proteins, the change in intrinsic fluorescence was
followed, and the resulting trace fit to determine the rate constant
for association (k+) (37, 38). Increasing concentrations of the de-
naturant urea resulted in slower association [lower k+, even when
taking viscosity into account (37)] (Fig. 1 B and C). Similar to the
barrier-limited folding of monomeric proteins, and unlike a purely
diffusion-limited reaction (37), ln(k+) decreased linearly with con-
centration of urea, with a gradient referred to as an m value, m+ =
−0.55 ± 0.01 M−1 (37, 41) (Fig. 1C).
Dissociation was accelerated in the presence of urea and ln(k−),

where k− is the rate constant for dissociation, was also linear with
concentration of denaturant, m− = 0.60 ± 0.04 M−1 (Fig. 1D). The
magnitude of thesem values can be used to estimate the position of
the TS, with respect to burial of solvent accessible surface area, by
calculating a β Tanford (βT) value (40, 41) (Eq. 1). For the asso-
ciation of PUMA and MCL-1, βT = 0.48 ± 0.02, which is lower than
the values generally seen in monomeric protein-folding, which are
typically in the range 0.6–0.95 (42), suggesting that this TS is
comparatively early.

Selection of Mutations in the PUMA IDP. To apply Φ-value analysis,
it is important to make structurally conservative mutations (32).
To probe side-chain interactions at the protein–protein interface,
the five large hydrophobic residues of PUMA, which make up the
majority of the protein–protein interface with MCL-1, were mu-
tated to the smaller residue alanine (with one exception, W133F)
(SI Appendix, Fig. S1A). To probe helix formation, solvent-
exposed PUMA residues were first mutated to alanine and sub-
sequently mutated to glycine. The alanine mutant could then be
used as an appropriate pseudo wild-type during analysis. These
alanine–glycine (Ala–Gly) scanning mutations have been shown to
specifically destabilize helical secondary structure (43, 44) and
have been used to probe helix formation in protein folding (45)
and coupled folding and binding reactions (15, 18, 20). Eight
positions along the solvent-exposed side of PUMA were subjected
to Ala–Gly scanning (SI Appendix, Fig. S2A).

Mutation Has Small Effects on Residual Helicity. Circular dichroism
(CD) has previously been used to show that wild-type PUMA
peptide has ∼20% helical content in the absence of its binding
partner (38). CD was used to estimate this residual helicity for
the mutant PUMA peptides. Mutations to alanine (and W133F)
led to either no change or a small increase in the residual helicity
(SI Appendix, Figs. S3 and S4). As expected, mutations to gly-
cine, in every case, led to a drop in overall helicity compared with
the corresponding alanine mutant.

Binding of Mutant IDPs. The rate constants for mutant PUMA
peptides binding wild-type MCL-1 (k+, k−) (SI Appendix, Figs. S1 B
and C and S2 B and C) and the equilibrium dissociation constant
(Kd = k−/k+) were calculated in each case (SI Appendix, Table S1).
Ala–Gly mutations were uniformly destabilizing across the center
of the PUMA binding site (SI Appendix, Fig. S5), and the changes
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Fig. 1. PUMA–MCL-1 binding. (A) Cartoon of binding mechanisms. IDP
PUMA (blue) can undergo coupled folding and binding with structured MCL-1
(white) to form a single, contiguous α-helix. Structures based on PDB 2ROC (39)
and 1WSX (58). Unbound PUMA and encounter complex built using Chimera
(University of California, San Francisco). Figure prepared using PyMol. (B)
Representative fluorescence stopped-flow traces for binding. Increasing the
concentration of urea from 0 to 3.5 M (in 0.5-M increments) slows association.
(C) The urea dependence of the natural log of the association rate con-
stant (k+) for the wild-type PUMA peptide used in this study. (D) The urea
dependence of the dissociation rate constant (k−). k− was determined by
preforming the PUMA–MCL-1 complex at micromolar concentrations and
manually diluting to nanomolar concentrations to induce dissociation. The
resulting kinetic trace was fit to a reversible model, fixing k+ from the asso-
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values discussed in the main text. A, B, and C adapted from ref. 37.
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Small-Angle X-ray Scattering and Single-Molecule FRET
Spectroscopy Produce Highly Divergent Views of the
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The results of more than a dozen single-molecule Förster resonance energy
transfer (smFRET) experiments suggest that chemically unfolded poly-
peptides invariably collapse from an expanded random coil to more
compact dimensions as the denaturant concentration is reduced. In sharp
contrast, small-angle X-ray scattering (SAXS) studies suggest that, at least
for single-domain proteins at non-zero denaturant concentrations, such
compaction may be rare. Here, we explore this discrepancy by studying
protein L, a protein previously studied by SAXS (at 5 °C), which suggested
fixed unfolded-state dimensions from 1.4 to 5 M guanidine hydrochloride
(GuHCl), and by smFRET (at 25 °C), which suggested that, in contrast, the
chain contracts by 15–30% over this same denaturant range. Repeating the
earlier SAXS study under the same conditions employed in the smFRET
studies, we observe little, if any, evidence that the unfolded state of protein
L contracts as the concentration of GuHCl is reduced. For example,
scattering profiles (and thus the shape and dimensions) collected within
∼4 ms after dilution to as low as 0.67 M GuHCl are effectively
indistinguishable from those observed at equilibrium at higher denaturant.
Our results thus argue that the disagreement between SAXS and smFRET is
statistically significant and that the experimental evidence in favor of
obligate polypeptide collapse at low denaturant cannot be considered
conclusive yet.

© 2012 Elsevier Ltd. All rights reserved.
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Introduction

Imagine you have in your test tube a simple,
single-domain protein lacking disulfide bonds or
other cross-links. If you were to unfold this protein
at high levels of chemical denaturant (e.g., above
6 M guanidine hydrochloride, GuHCl), it would
likely expand to the dimensions expected for an
unstructured, random-coil homopolymer (e.g., Refs.
1 and 2). If you were to then gradually reduce the
concentration of denaturant, more and more of the
molecules in your test tube would fold. But what
happens to the (increasingly poorly populated) set
of molecules that remain unfolded? Do they also
contract as the denaturant concentration is reduced,
or do they remain expanded across a broad range
of denaturant concentrations? Resolution of this
simple—if fundamental—question in protein physics,
a question that speaks directly to both the
thermodynamics and kinetics of protein folding,
remains mired in controversy. Specifically, the two
experimental approaches that perhaps most directly
and quantitatively speak to this question, single-
molecule Förster resonance energy transfer (smFRET)
and small-angle X-ray scattering (SAXS), produce
highly discordant answers to this seemingly simple
question.
The controversywe are addressing revolves around

the behavior of the unfolded states of single-domain
proteins in response to changing levels of chemical
denaturant.3 To date, at least a dozen reported
studies have employed smFRET to monitor such
unfolded states, the results of which are universally
interpreted in terms of a significant, monotonic
contraction of the unfolded state as the concentration
of chemical denaturant is reduced (e.g., Refs. 4–15).
Corroboration of these studies is provided by
ensemble FRET studies, including, for example,
equilibrium FRET studies of simple (Gly–Ser)N
polymers16 and time-resolved FRET studies of
unfolded protein L prior to refolding,17 both of
which also suggest that their respective unfolded
states contract significantly as the denaturant con-
centration is reduced. In clear contradiction to this
picture, however, equilibrium SAXS experiments
find that the dimensions of the unfolded baseline
observed in equilibrium chemical melts are almost
always independent of denaturant concentration
(e.g., Refs. 18–27; for a rare potential counterexam-
ple, see Ref. 18). A series of time-resolved stopped-
flow SAXS experiments likewise suggest that, for
many single-domain proteins, the dimensions of the
transient state formed upon rapid dilution to low
denaturant are also indistinguishable from those
seen at higher denaturant.22,24,27 A significant
disagreement thus exists between SAXS, which, for
many proteins, fails to “see” significant contraction
of the unfolded state as the level of denaturant is
reduced, and smFRET studies, which universally

suggest a significant, steady contraction with de-
creasing denaturant.
The difference in the unfolded state behaviors

observed by smFRET and by SAXS is both real and
scientifically significant. That is, although much of
the discrepancy could simply reflect variations in the
behavior of different proteins, protein L, the single
protein that has been investigated by both SAXS and
smFRET, produces highly discordant results via the
two approaches (Fig. 1). In the first study of this
protein, Baker et al. employed SAXS to argue that the
unfolded-state dimensions of protein L are invariant
over a wide range of GuHCl concentrations.22
Specifically, they reported that, at 27.1±1.6 Å, the
radius of gyration (Rg) of the unfolded ensemble of
protein L transiently populated prior to refolding in
1.4 M GuHCl is experimentally indistinguishable
from the 26.0±0.3 Å Rg observed at equilibrium in
5 M GuHCl. More recently, however, Sherman and
Haran used smFRET to argue that the Rg of unfolded
protein L contracts from ∼24.5 Å to 18 Å as the
denaturant concentration is reduced over this same

Fig. 1. The dimensions of unfolded protein L have
been studied using both smFRET and SAXS. The results
of these studies, however, are highly discordant.
Specifically, time-resolved (open squares) and equilibri-
um (filled squares) SAXS studies by Baker et al.,
conducted at 2.5 °C and 5 °C, respectively, suggest
that the radius of gyration of the unfolded ensemble
transiently populated prior to refolding in 1.4 M GuHCl is
experimentally indistinguishable from the dimensions
observed at equilibrium at higher denaturant.22 In
contrast, smFRET studies by Sherman and Haran8 and
Eaton et al.9 suggest that, at least at 20 °C, unfolded
protein L contracts significantly upon being transferred
from high denaturant to lower denaturant. Here, we
explore this discrepancy in greater depth by performing
more detailed SAXS studies under solution conditions
mimicking those employed in the smFRET studies at both
5 °C and 20 °C. Of note, while the two smFRET data sets
differ quantitatively, perhaps due to differences in the
parameters used in the data analysis or due to a one-
residue difference between the two constructs employed
(see analysis in Ref. 28), both argue in favor of significant
collapse at low denaturant concentrations.

227Dimensions of the Low-Denaturant Unfolded State

•  FRET	  (and	  DLS):	  collapse	  at	  
low	  [GdmCl]	  

•  SAXS:	  no	  collapse!	  	  
	  
Problem:	  hard	  to	  study	  unfolded	  
proteins	  at	  low	  [GdmCl]	  

Protein	  L	  

Exemplifies	  challenges	  of	  obtaining	  structural	  informa8on	  on	  
IDPs	  or	  unfolded	  proteins	  
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Implications	  

•  Uncertainty	  over	  “correct”	  result	  because	  
experimental	  outcomes	  differ.	  Problem	  for	  
studying	  IDPs?	  

•  Denatura8on	  mechanism:	  standard	  model	  of	  
“binding”	  of	  denaturant	  to	  protein	  appears	  to	  
contradict	  SAXS	  outcome	  qualita8vely.	  How	  
do	  denaturants	  work?	  



Small-‐Angle	  X-‐ray	  Scattering	  

two-state folding proteins20−24 and for an IDP.25 For larger
proteins, collapse upon denaturant dilution has been observed
in time-resolved SAXS experiments, but in those cases the
presence of stable folding intermediates modulating the
observed Rg cannot be excluded.26−28 In contrast,
FRET11,29−35 and contact-based quenching experiments34,36

show an increase in the average distance between labeled sites
with denaturant, and NMR,20 DLS,15,37 1- and 2f-FCS,38−40 as
well as analytical size exclusion chromatography studies41

provide evidence for an increase in hydrodynamic radius (Rh)
with increasing denaturant concentration. Such an expansion
would be consistent with improved solvation by the denaturant
solution,33,42,43 currently understood to be the mechanism by
which chemical denaturants destabilize folded proteins.33 The
increase in average distance observed by FRET is accompanied
by an increase of the polymer scaling exponent for the unfolded
state.40 However, even the fractal dimension (the inverse of the
scaling exponent) measured by SAXS has been reported to be
denaturant independent for several IDPs or the unfolded state
of two-state proteins,23,25 although a urea-dependent fractal
dimension has been found for reduced RNase A.44 Thus, while
the analysis of each type of experiment appears internally
consistent, the outcomes from SAXS and FRET experiments
have led to qualitatively different conclusions. Indeed, for the
single protein that has been investigated by both methods so far
(protein L21,31,45), very different results have been obtained
from SAXS and FRET experiments. The discrepancy persisted
in recent follow-up efforts on protein L, in which the
experimental conditions in SAXS were matched to FRET,23

as well as in a study on the effect of denaturant on the Rg of
polyethylene glycol (PEG) monitored by SANS and FRET22

(as for proteins, both urea and guanidinium chloride are known
to associate favorably to PEG46). In contrast, changes in the Rg
of unfolded proteins upon variation in pH or reduction of
disulfide bridges have been unequivocally identified by SAXS,
illustrating its fundamental suitability for identifying changes in
unfolded state dimensions.47,48 Therefore, a reconciliation of
the observations from SAXS and FRET in denaturant is still
lacking. Clearly it is critical to resolve this issue, because it
implies that at least one of the experiments is being incorrectly
interpreted, with implications for their application to other
problems related to unfolded and intrinsically disordered
proteins. Furthermore, the absence of denatured-state
expansion would contradict common theories for the
mechanism of chemical denaturation33,49,50 and would overturn
our understanding of this important process.
Here, we set out to understand the origin of this

disagreement. To do so, we have chosen to systematically
study two different proteins by a broad array of experimental
and computational techniques using identical solution con-
ditions and samples across the different types of experiment. As
much as possible, the same protein constructs were used for all
experiments, apart from the addition of donor and acceptor
chromophores for FRET and a single dye for 2f-FCS. For the
proteins, we selected a destabilized mutant of the spectrin R17
domain (R17 C66A/L90A or R17d) and the intrinsically
disordered activator for thyroid hormone and retinoid receptors
(ACTR).51,52 This choice was motived by the desire to capture
different sequence properties, since ACTR lacks a stable fold
whereas R17 folds into a three-helix bundle, as well as a
difference in size (by 39 residues, sequences in Table S1).
Importantly, both proteins can be studied over a wide range of
denaturant concentrations, because ACTR does not fold in the

absence of a binding partner,51−53 and R17d is completely
unfolded even at low denaturant concentration (note, however,
that the collapse behavior is not affected by the destabilizing
amino acid exchange in R17d and is very similar to other
spectrin domains54). Therefore, there is no need to separate out
a folded-state population, otherwise a major complication for
ensemble-averaged experiments. Furthermore, previous work
has shown ACTR to have only low helical content in water,51,55

and residual helical structure was not detected for unfolded
R17.56 Therefore, these proteins should also not have an
unusual predisposition toward collapse in water due to
secondary structure formation. Both proteins are highly soluble,
so that potential aggregation problems occurring at relatively
high protein concentrations required for SAXS and DLS are
minimized. We study each protein in both of the most
commonly used chemical denaturants, urea and guanidinium
chloride (GdmCl).
We investigated the degree of unfolded-state expansion via

four different experimental techniques that probe directly either
intramolecular distances or hydrodynamic radii (Figure 1). In
the first class are single-molecule FRET experiments, which
probe distance distributions between individual pairs of
residues, exploiting the Förster relation between the FRET
efficiency and the distance between pairs of fluorophore-labeled
residues57 (Figure 1a). The resulting average intramolecular

Figure 1. Schematic illustration of the different types of experiments
used. (a) FRET efficiency, E, reports on the interchromophore
distance, r; R0 is the Förster radius. (b) SAXS intensity, I(q), is related
to the radius of gyration, rg, for small values of momentum transfer, q.
(c) 2f-FCS measures the translational diffusion coefficient (D) from
the fluorescence intensity cross-correlation of a molecule diffusing
through two partially overlapping confocal laser foci separated by a
distance δ and generated by orthogonally polarized pulsed interleaved
beams of width w. (d) DLS measures D from the time correlation
function of light scattering intensity fluctuations caused by changes of
the mutual positions of molecules. Lower case r and rg indicate the
inter-dye distance and the radius of gyration of an individual
conformation, respectively, as opposed to their capital counterparts
signifying a value averaged over multiple conformations. Equations
beneath figures are only meant to convey the important quantities
evaluated in each technique and a general idea of how these
observables are then used for data analysis.
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FIG. 1. (Color online) SAXS and WAXS intensities from ex-
periment (black lines, error bars) and all-atom explicit-solvent
MD simulations (top to bottom: lysozyme, green; ubiquitin, red;
GB3, blue; backbone structures at right). Arrows indicate additive
constants correcting intensities for dark currents, possible differences
in the electron-density contrast between experiment and MD, and
uncertainties in buffer scaling [11]. The latter alone, within the
experimental range, account for the magnitude of the constants (see
text). Intensities of GB3 and ubiquitin are scaled by 0.01 and 0.1 for
clarity.

where the double sum extends over all pairs of particle species i
and j with form factors fi(q) and fj (q), respectively. The latter
are the distinguishing property of the different particle species
present in the solvent, the macromolecule, or both. !Iij (q)
is the partial intensity difference between macromolecular
solution and pure solvent. The excluded-volume (v) term
vIij (q) minimizes bulk solvent contributions by adding bulk
solvent scattering intensity oversubtracted in !Iij (q) (see
Sec. III C).

Iij (q) = δijρi + ρiρj 4π

∫ ∞

0
r2[gij (r) − γij ]

sin(qr)
qr

dr (2)

are partial bulk solvent intensities. For large distances, the
radial distribution functions gij (r) of pure solvent approach
constants γij that can deviate slightly from one for finite
simulation systems. ρi is the particle number density of species
i in the pure solvent and δij is the Kronecker symbol. The
partial scattering intensity differences satisfy

!Iij (q) = δij!Ni +
∫ 2R

0
!Hij (r)

sin(qr)
qr

dr, (3)

with !Ni = Ni − ρiV and Ni the average number of particles
of species i in an observation sphere of radius R and volume
V = 4πR3/3 centered on the macromolecule (R sphere).
Equation (3) is Debye’s formula [16], rewritten here using
the difference distribution functions !Hij (r) of interparticle
pair distances between the macromolecular solution and pure
solvent.

We perform MD simulations of a macromolecule in solution
and calculate the partial interatomic distance histograms
Hij (r)dr of particles in the R sphere, and the partial histograms
hi(x)dx of their distances x from its center. For the reference
buffer, we only have to calculate ρi and gij (r) from a
pure solvent simulation. The difference distance distribution

functions then satisfy

!Hij (r) = Hij (r) − 2ρi

∫ R

0
hj (x)SR(x,r)dx

− [gij (r) − 2]ρiρjV
2pR(r), (4)

where SR(x,r) is the surface area of a sphere of radius r
contained within the R sphere at a center distance x and pR(r)
is the PDDF of a structureless R sphere (see Appendix A).
Equations (3) and (4) are based on the same scattering theory
that also underlies the methods of Oroguchi et al. [14,17], and
of Park et al. for spheres [15], and in this sense the methods
for the calculation of I (q) are physically equivalent. In
Eq. (1), we additionally include the excluded volume term,
which is important in the wide-angle regime (see Sec. III C).

By using distance histograms we can directly calculate the
PDDF

p(r) =
∑

i,j

[!pij (r) + vpij (r)], (5)

where

pij (r) = δijρicii(r,0)

+ ρiρj 4π

∫ ∞

0
r ′2[gij (r ′) − γij ]cij (r,r ′)dr ′ (6)

is the excess bulk-solvent partial PDDF per unit volume that
also contains intraparticle contributions, and has the ideal-gas
4πr2 contributions subtracted.

!pij (r) = δij!Nicii(r,0) +
∫ ∞

0
!Hij (r ′)cij (r,r ′)dr ′ (7)

is the partial PDDF difference between macromolecular
solution and pure solvent. The cij (r,r ′) =
2π−1

∫ ∞
0 fi(q)fj (q) sin(qr) sin(qr ′)r/r ′dq are electron

PDDFs of two particles of species i and j , whose
centers are separated by a distance r ′. Atomic radial
electron densities ϱi(r) determine the x-ray form factors
fi(q) = 4π

∫ ∞
0 r2ϱi(r) sin(qr)/(qr)dr and in turn c(r,r ′). For

the five-Gaussian approximation [18], analytical expressions
for cij (r,r ′) simplify the calculation of p(r) (see Appendix B).

B. Derivation

The distance distribution function of the infinite system
is given by H∞

ij (r) = ⟨
∑′

α ̸=β δ(r − rαβ)⟩, where the prime
indicates that the sum extends over all distinct pairs of particles
α of species i and β of species j , each pair counted exactly
once. rαβ is the particle distance, δ(r) is Dirac’s delta function,
and ⟨· · ·⟩ indicates an ensemble average. We break up the
distribution into contributions coming from inside the R sphere
(II), outside the R sphere (OO), and between inside and
outside (IO), H∞

ij (r) = H
(II)
ij (r) + H

(OO)
ij (r) + 2H

(IO)
ij (r). We

evaluate these terms first for the bulk solvent and then for the
macromolecule in solution. In the difference, the (OO) terms
cancel exactly and we obtain Eq. (4), as shown in the following.

For a homogeneous and isotropic system, H∞
ij (r)dr can be

determined by counting particles of species j in a spherical
shell of radius r , thickness dr , and surface area 4πr2 centered
at a particle of species i. The expected number of particles
within this shell is given by ρj 4πr2drgij (r). We divide the

052712-2

I(q) = 4π P(r) sin(qr)
qr0

∞

∫ dr
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Förster	  Resonance	  Energy	  Transfer	  

Single-‐Molecule	  FRET	  
PNAS,	  92,	  6264	  (1996)	  

E =
nA

nA+nD

two-state folding proteins20−24 and for an IDP.25 For larger
proteins, collapse upon denaturant dilution has been observed
in time-resolved SAXS experiments, but in those cases the
presence of stable folding intermediates modulating the
observed Rg cannot be excluded.26−28 In contrast,
FRET11,29−35 and contact-based quenching experiments34,36

show an increase in the average distance between labeled sites
with denaturant, and NMR,20 DLS,15,37 1- and 2f-FCS,38−40 as
well as analytical size exclusion chromatography studies41

provide evidence for an increase in hydrodynamic radius (Rh)
with increasing denaturant concentration. Such an expansion
would be consistent with improved solvation by the denaturant
solution,33,42,43 currently understood to be the mechanism by
which chemical denaturants destabilize folded proteins.33 The
increase in average distance observed by FRET is accompanied
by an increase of the polymer scaling exponent for the unfolded
state.40 However, even the fractal dimension (the inverse of the
scaling exponent) measured by SAXS has been reported to be
denaturant independent for several IDPs or the unfolded state
of two-state proteins,23,25 although a urea-dependent fractal
dimension has been found for reduced RNase A.44 Thus, while
the analysis of each type of experiment appears internally
consistent, the outcomes from SAXS and FRET experiments
have led to qualitatively different conclusions. Indeed, for the
single protein that has been investigated by both methods so far
(protein L21,31,45), very different results have been obtained
from SAXS and FRET experiments. The discrepancy persisted
in recent follow-up efforts on protein L, in which the
experimental conditions in SAXS were matched to FRET,23

as well as in a study on the effect of denaturant on the Rg of
polyethylene glycol (PEG) monitored by SANS and FRET22

(as for proteins, both urea and guanidinium chloride are known
to associate favorably to PEG46). In contrast, changes in the Rg
of unfolded proteins upon variation in pH or reduction of
disulfide bridges have been unequivocally identified by SAXS,
illustrating its fundamental suitability for identifying changes in
unfolded state dimensions.47,48 Therefore, a reconciliation of
the observations from SAXS and FRET in denaturant is still
lacking. Clearly it is critical to resolve this issue, because it
implies that at least one of the experiments is being incorrectly
interpreted, with implications for their application to other
problems related to unfolded and intrinsically disordered
proteins. Furthermore, the absence of denatured-state
expansion would contradict common theories for the
mechanism of chemical denaturation33,49,50 and would overturn
our understanding of this important process.
Here, we set out to understand the origin of this

disagreement. To do so, we have chosen to systematically
study two different proteins by a broad array of experimental
and computational techniques using identical solution con-
ditions and samples across the different types of experiment. As
much as possible, the same protein constructs were used for all
experiments, apart from the addition of donor and acceptor
chromophores for FRET and a single dye for 2f-FCS. For the
proteins, we selected a destabilized mutant of the spectrin R17
domain (R17 C66A/L90A or R17d) and the intrinsically
disordered activator for thyroid hormone and retinoid receptors
(ACTR).51,52 This choice was motived by the desire to capture
different sequence properties, since ACTR lacks a stable fold
whereas R17 folds into a three-helix bundle, as well as a
difference in size (by 39 residues, sequences in Table S1).
Importantly, both proteins can be studied over a wide range of
denaturant concentrations, because ACTR does not fold in the

absence of a binding partner,51−53 and R17d is completely
unfolded even at low denaturant concentration (note, however,
that the collapse behavior is not affected by the destabilizing
amino acid exchange in R17d and is very similar to other
spectrin domains54). Therefore, there is no need to separate out
a folded-state population, otherwise a major complication for
ensemble-averaged experiments. Furthermore, previous work
has shown ACTR to have only low helical content in water,51,55

and residual helical structure was not detected for unfolded
R17.56 Therefore, these proteins should also not have an
unusual predisposition toward collapse in water due to
secondary structure formation. Both proteins are highly soluble,
so that potential aggregation problems occurring at relatively
high protein concentrations required for SAXS and DLS are
minimized. We study each protein in both of the most
commonly used chemical denaturants, urea and guanidinium
chloride (GdmCl).
We investigated the degree of unfolded-state expansion via

four different experimental techniques that probe directly either
intramolecular distances or hydrodynamic radii (Figure 1). In
the first class are single-molecule FRET experiments, which
probe distance distributions between individual pairs of
residues, exploiting the Förster relation between the FRET
efficiency and the distance between pairs of fluorophore-labeled
residues57 (Figure 1a). The resulting average intramolecular

Figure 1. Schematic illustration of the different types of experiments
used. (a) FRET efficiency, E, reports on the interchromophore
distance, r; R0 is the Förster radius. (b) SAXS intensity, I(q), is related
to the radius of gyration, rg, for small values of momentum transfer, q.
(c) 2f-FCS measures the translational diffusion coefficient (D) from
the fluorescence intensity cross-correlation of a molecule diffusing
through two partially overlapping confocal laser foci separated by a
distance δ and generated by orthogonally polarized pulsed interleaved
beams of width w. (d) DLS measures D from the time correlation
function of light scattering intensity fluctuations caused by changes of
the mutual positions of molecules. Lower case r and rg indicate the
inter-dye distance and the radius of gyration of an individual
conformation, respectively, as opposed to their capital counterparts
signifying a value averaged over multiple conformations. Equations
beneath figures are only meant to convey the important quantities
evaluated in each technique and a general idea of how these
observables are then used for data analysis.
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FRET:	  sensi8ve	  to	  distance	  
between	  donor	  and	  
acceptor	  chromophores	  

r 

r 

r 



What	  could	  be	  cause?	  

•  S8cky	  chromophores	  in	  FRET?	  
•  Preferen8al	  denaturant	  par88oning	  affec8ng	  
SAXS?	  
	  Zheng	  et	  al.,	  JACS	  (in	  press)	  

	  
•  Details	  of	  experimental	  interpreta8on?	  
	  Borgia	  et	  al.,	  JACS	  (in	  press)	  



2.	  Interpretation	  of	  SAXS	  and	  FRET	  by	  
all-‐atom	  simulation	  

	  



Strategy	  

•  Study	  76-‐residue	  intrinsically	  disordered	  
protein	  (ACTR),	  can	  cover	  complete	  
denaturant	  range	  

•  Compute	  SAXS,	  FRET,	  compare	  with	  
experiment	  (A.	  Borgia,	  B.	  Schuler,	  A.	  Grishaev)	  

•  Inves8gate	  molecular	  origins	  of	  observed	  
signals	  –	  do	  they	  fit	  with	  experimental	  
interpreta8on?	  

Key	  requirement	  is	  to	  have	  accurate	  energy	  func8on	  (force	  field)	  



All-‐atom	  Force	  fields	  
1.	  Secondary	  structure	  bias	  

Freddolino,	  Liu,	  Gruebele	  &	  Schulten,	  Biophys.	  J.	  94,	  L75	  (2008)	  

10	  μs	  simula8on	  of	  fast-‐folding	  pin	  WW	  domain	  mutant	  with	  
CHARMM	  27	  protein	  force-‐field	  and	  explicit	  water.	  
	  

Experimental	  folding	  8me	  ~13.3	  μs.	  	  



All-‐atom	  force	  fields	  
2.	  Collapse	  of	  unfolded	  state	  

NeFels	  et	  al.	  PNAS,	  106,	  20740	  (2009)	  
Piana	  et	  al.,	  Curr.	  Opin.	  Struct.	  Biol.	  (2014)	  

	  
sically disordered protein with extremely low hydrophobicity and an
unusually large proportion of charged and polar amino acids (2, 48).
In the case of a dominant contribution of the hydrophobic effect,
we would expect a significantly less pronounced collapse for pro-
thymosin ! with increasing temperature than that for CspTm. We
introduced Cys residues at positions 2 and 56 and labeled them with
the same donor and acceptor fluorophores as CspTm. Single-
molecule FRET experiments were performed in the presence of 0.5
M GdmCl to screen electrostatic interactions, which strongly in-
fluence the dimensions of prothymosin ! at low ionic strengths due
to its large negative net charge at pH 7 (48). Surprisingly, we
observed the same degree of collapse for prothymosin ! as for
CspTm, with a reduction in Rg by !13 " 3% between 282 and 337
K (Fig. 4) compared with 13 " 2% for CspTm in 0.5 M GdmCl. A
specific effect of GdmCl can be excluded, because a collapse of the
same extent is observed for prothymosin ! in the presence of other
solutes that shield the charges by an increase in ionic strength (e.g.,
in 0.5 M sodium phosphate) (Fig. S4). These findings suggest that
the hydrophobic effect is not the main cause of temperature-
induced unfolded state collapse.

An aspect that has been implicated in the behavior of unfolded
proteins is the formation of secondary structure with increasing
temperature. Yang et al. suggested a general propensity of unfolded
polypeptides to form local extended segments at high temperatures
(49), visible in NMR (50) and as an increase in the CD signal around
222 nm (ref. 49 and citations therein). To investigate the role of this
effect for CspTm, we used a destabilized protein variant to exclude
the influence of the unfolding transition on the observed signal
change. We prepared a deletion variant lacking the five C-terminal
amino acids, resulting in complete unfolding even without dena-
turant. To eliminate problems with aggregation at high tempera-
tures and for direct comparability with the collapse data, the
experiments were performed in 0.5 M GdmCl. A comparison of the
CD spectra at 277 and 368 K (Fig. 5) shows the characteristic signal

change that indicates the formation of secondary structure (49).
The reversibility of the process and the absence of aggregates after
return to low temperatures show that aggregation is not involved,
as also observed in previous studies (49, 51). Even though the
temperature dependence of the increase in secondary structure
content extends over a broader temperature range than the collapse
observed by FRET (Fig. 3C), it is suggestive of a connection
between chain collapse and secondary structure content.

Simulations. To investigate further the microscopic origin of tem-
perature-induced collapse, we performed replica exchange molec-
ular dynamics simulations of unfolded CspTm in explicit water over
a temperature range from 275 to 352.5 K (32 replicas) with different
force fields and water models. Given that the experimental recon-
figuration time of the unfolded state ranges between !20 and 80 ns
under these conditions (26, 52) (Fig. S2), we can expect significant
sampling of conformational space in the simulation time of 100–150
ns per replica (Fig. S5). Interestingly, we find that the results
strongly depend on the force field and water model used. The
AMBER ff03* protein force field (53) in combination with the
TIP4P-Ew water model (54) resulted in a decrease of Rg by !6%
over the entire temperature range (Fig. 6A), in qualitative agree-
ment with the experimental result (Fig. 3C), but with TIP3P water
(55), Rg increased by !14% (Fig. 6A). This difference may be
related to the more accurate temperature dependence of the
properties of pure water given by TIP4P-Ew compared with those
given by TIP3P (54). Simulations with the OPLS-AA/L protein
force field (56) also showed a slight collapse with temperature (Fig.
6A) but were less well converged (SI Materials and Methods and Fig.
S6). In all cases, the mean Rg in the simulations (1.24–1.56 nm) was
considerably lower than that observed experimentally [!2.2–2.4
nm, corrected for the lengths of dyes and linkers (16)] These
observations stress the importance of the subtle balance between
protein and water energy functions (57), which is particularly critical
for simulations of unfolded proteins.

Analysis of the backbone conformations (Fig. S7a) indicated an
increase in the population of the ! region of the Ramachandran
map; the polyproline II content decreased with temperature, similar
to NMR results for a short alanine peptide (50). A DSSP (58)
analysis (Fig. S7b), which is largely based on hydrogen bonding

Fig. 4. Temperature-induced collapse of the intrinsically disordered protein
prothymosin !. The apparent Rg calculated from #r2$ of the labeled protein
segment is plotted. (Insets) Corresponding FRET efficiency histograms at 282
and 337 K are shown as examples. An empirical fit used for interpolation is
shown as a dashed line.

Fig. 5. Secondary structure content of unfolded CspTm increases with
temperature. Circular dichroism spectra of CspTm destabilized by C-terminal
truncation in 0.5 M guanidinium chloride at 277 K (blue) and 368 K (red).
(Inset) Change in ellipticity at 222 nm is shown as a function of temperature.

Fig. 6. Results on unfolded CspTm from replica exchange molecular dynam-
ics simulations using AMBER ff03*/TIP4P-Ew water (black), AMBER ff03*/TIP3P
water (red), and OPLS/AA-L/TIP3P water (green). (A) Radius of gyration (Rg) is
shown as a function of temperature. Empirical fits used for interpolation are
shown as dashed lines. The blue dashed line indicates Rg of the folded protein.
Average numbers of intramolecular hydrogen bonds (B) within unfolded
CspTm and (C) between protein and water molecules as a function of tem-
perature are shown.
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sically disordered protein with extremely low hydrophobicity and an
unusually large proportion of charged and polar amino acids (2, 48).
In the case of a dominant contribution of the hydrophobic effect,
we would expect a significantly less pronounced collapse for pro-
thymosin ! with increasing temperature than that for CspTm. We
introduced Cys residues at positions 2 and 56 and labeled them with
the same donor and acceptor fluorophores as CspTm. Single-
molecule FRET experiments were performed in the presence of 0.5
M GdmCl to screen electrostatic interactions, which strongly in-
fluence the dimensions of prothymosin ! at low ionic strengths due
to its large negative net charge at pH 7 (48). Surprisingly, we
observed the same degree of collapse for prothymosin ! as for
CspTm, with a reduction in Rg by !13 " 3% between 282 and 337
K (Fig. 4) compared with 13 " 2% for CspTm in 0.5 M GdmCl. A
specific effect of GdmCl can be excluded, because a collapse of the
same extent is observed for prothymosin ! in the presence of other
solutes that shield the charges by an increase in ionic strength (e.g.,
in 0.5 M sodium phosphate) (Fig. S4). These findings suggest that
the hydrophobic effect is not the main cause of temperature-
induced unfolded state collapse.

An aspect that has been implicated in the behavior of unfolded
proteins is the formation of secondary structure with increasing
temperature. Yang et al. suggested a general propensity of unfolded
polypeptides to form local extended segments at high temperatures
(49), visible in NMR (50) and as an increase in the CD signal around
222 nm (ref. 49 and citations therein). To investigate the role of this
effect for CspTm, we used a destabilized protein variant to exclude
the influence of the unfolding transition on the observed signal
change. We prepared a deletion variant lacking the five C-terminal
amino acids, resulting in complete unfolding even without dena-
turant. To eliminate problems with aggregation at high tempera-
tures and for direct comparability with the collapse data, the
experiments were performed in 0.5 M GdmCl. A comparison of the
CD spectra at 277 and 368 K (Fig. 5) shows the characteristic signal

change that indicates the formation of secondary structure (49).
The reversibility of the process and the absence of aggregates after
return to low temperatures show that aggregation is not involved,
as also observed in previous studies (49, 51). Even though the
temperature dependence of the increase in secondary structure
content extends over a broader temperature range than the collapse
observed by FRET (Fig. 3C), it is suggestive of a connection
between chain collapse and secondary structure content.

Simulations. To investigate further the microscopic origin of tem-
perature-induced collapse, we performed replica exchange molec-
ular dynamics simulations of unfolded CspTm in explicit water over
a temperature range from 275 to 352.5 K (32 replicas) with different
force fields and water models. Given that the experimental recon-
figuration time of the unfolded state ranges between !20 and 80 ns
under these conditions (26, 52) (Fig. S2), we can expect significant
sampling of conformational space in the simulation time of 100–150
ns per replica (Fig. S5). Interestingly, we find that the results
strongly depend on the force field and water model used. The
AMBER ff03* protein force field (53) in combination with the
TIP4P-Ew water model (54) resulted in a decrease of Rg by !6%
over the entire temperature range (Fig. 6A), in qualitative agree-
ment with the experimental result (Fig. 3C), but with TIP3P water
(55), Rg increased by !14% (Fig. 6A). This difference may be
related to the more accurate temperature dependence of the
properties of pure water given by TIP4P-Ew compared with those
given by TIP3P (54). Simulations with the OPLS-AA/L protein
force field (56) also showed a slight collapse with temperature (Fig.
6A) but were less well converged (SI Materials and Methods and Fig.
S6). In all cases, the mean Rg in the simulations (1.24–1.56 nm) was
considerably lower than that observed experimentally [!2.2–2.4
nm, corrected for the lengths of dyes and linkers (16)] These
observations stress the importance of the subtle balance between
protein and water energy functions (57), which is particularly critical
for simulations of unfolded proteins.

Analysis of the backbone conformations (Fig. S7a) indicated an
increase in the population of the ! region of the Ramachandran
map; the polyproline II content decreased with temperature, similar
to NMR results for a short alanine peptide (50). A DSSP (58)
analysis (Fig. S7b), which is largely based on hydrogen bonding

Fig. 4. Temperature-induced collapse of the intrinsically disordered protein
prothymosin !. The apparent Rg calculated from #r2$ of the labeled protein
segment is plotted. (Insets) Corresponding FRET efficiency histograms at 282
and 337 K are shown as examples. An empirical fit used for interpolation is
shown as a dashed line.

Fig. 5. Secondary structure content of unfolded CspTm increases with
temperature. Circular dichroism spectra of CspTm destabilized by C-terminal
truncation in 0.5 M guanidinium chloride at 277 K (blue) and 368 K (red).
(Inset) Change in ellipticity at 222 nm is shown as a function of temperature.

Fig. 6. Results on unfolded CspTm from replica exchange molecular dynam-
ics simulations using AMBER ff03*/TIP4P-Ew water (black), AMBER ff03*/TIP3P
water (red), and OPLS/AA-L/TIP3P water (green). (A) Radius of gyration (Rg) is
shown as a function of temperature. Empirical fits used for interpolation are
shown as dashed lines. The blue dashed line indicates Rg of the folded protein.
Average numbers of intramolecular hydrogen bonds (B) within unfolded
CspTm and (C) between protein and water molecules as a function of tem-
perature are shown.
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Force	  field	  fixes	  
Secondary	  Structure	  bias:	  
•  Corrected	  by	  adjus8ng	  torsion	  angle	  parameters	  against	  
experimental	  data	  on	  pep8des	  in	  water	  
	  Garcia,	  Sanbonmatsu,	  PNAS,	  99,	  2782	  (2002)	  	  
	  Best,	  Hummer.	  J.	  Phys.	  Chem.	  B,	  113,	  9004	  (2009).	  
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Protein	  Collapse:	  
•  Empirically	  adjus8ng	  protein-‐water	  interac8ons	  against	  

experimental	  data	  
	  Ashbaugh	  et	  al,	  J.	  Chem.	  Phys,	  132,	  124504	  (2010)	  
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Piana	  et	  al.	  JPCB,	  119,	  5113	  (2015)	  

•  Adjus8ng	  Amide	  Lennard-‐Jones	  parameters	  (??)	  
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Denaturant	  force	  field	  

GROMOS	  protein/KBFF	  urea/SPC	  water	  
Horinek	  and	  Netz,	  JPC	  A,	  115,	  6125	  (2011)	  
	  
Urea-‐protein	  binding	  is	  too	  8ght	  in	  most	  force	  
fields	  	  



How	  to	  parametrize	  urea	  /	  GdmCl?	  
•  Protein-‐water	  interac8ons	  good	  (ff03ws)	  
•  KBFF	  model	  for	  urea	  accurate	  in	  TIP4P/2005	  
•  Need	  to	  test/op8mize	  protein-‐denaturant	  interac8on	  

KBFF:	  Weerasinghe	  and	  Smith,	  JPCB,	  107,	  3891	  (2003)	  
Solubility:	  Robinson	  and	  Jencks,	  JACS,	  87,	  2462	  (1965)	  

Target	  data:	  solubility	  of	  capped	  
tetraglycine	  in	  denaturant	  
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0 

250 Urea I VI 
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based upon the convention that the activity coefficient 
of the solute in pure water is 1.0.l8 This is different 
from the convention adopted by Nozaki and Tanford,6 
but leads to the same conclusions regarding free energies 
of transfer, for a given concentration scale. Self- 
interaction effects of the peptides are assumed to be 
negligible because the final concentration of the un- 
charged peptides was always less than 0.02 M ,  except 
for Cbz-gly-NHz, which was less than 0.06 M .  

Urea and guanidine hydrochloride cause a 
large increase in the solubility of ATGEE (Table I). 
Urea (8 M )  and 7 M guanidine hydrochloride cause a 
3.2- and 7.5-fold increase in solubility, respectively. 
The increase in solubility (or decrease in activity coeffi- 
cient) is approximately linear with respect to the con- 
centrations of these compounds (Figure 1). The effect 
of urea on ATGEE decreases with increasing tempera- 
ture over the range 0-40'. 

ATGEE. 

the solubility of ATGEE. Similarly, 1,1,3,3-tetrameth- 
ylguanidine hydrochloride causes a decrease in ATGEE 
solubility. The small solubilizing effect of simple 
amides is also reversed by substitution of methyl groups 
for hydrogen on the amide nitrogen atom. 

Simple organic solvents which do not contain aro- 

and tetrahydrofuran, have little effect on ATGEE solu- 
bility. Ethylamine hydrochloride causes a decrease and 
acetic acid causes an increase in solubility. 

The effects of several 
solvents on the solubilities of carbobenzoxydiglycine- 
amide (Cbz-gly2-NH2), toluene, and benzyl alcohol are 

matic or N-H groups, such as dioxane, ethanol, acetone, 

Carbobenzoxjiglycine Peptides. 

Table I. 
Hydrochloride Solutionsa 

Solubility of Peptides in Urea and Guanidine 

- ATGEE at -Cbz-gly2-NH~ 
Solvent M 0" 25 a 40" at 25" 

Water - 0.26  0 .78  1 .65  1 .18  
Urea 2 0 .49  1 . 2 1  2 .46  1 . 9  

3 1 .43  2 . 6  
4 0 . 7 2  1 .68  3.22 3 . 2  
6 1 .oo 2.15 3.94 4 . 5  
8 2.54 5 . 9  

Guanidine 1 1 . 4  
hydro- 3 2 .8  
chloride 4 3 . 6  

5 4 . 2 b  
7 5 . 9  

a Solubility expressed in g./L of solution. Each number is the 
average of two determinations. * Single determination. 

The solubility of ATGEE in a number of other sol- 
vents at 25" is shown in Table 11. Alkyl substitution 
progressively decreases the solubilizing effectiveness of 
urea, and tetramethylurea actually causes a decrease in 

(18) F. A. Long and W. F. McDevit, Chem. Rev . ,  51, 119 (1952). 

little effect or increases their solubilizing effectiveness. 
Furthermore, dioxane and ethanol also increase the 
solubility of Cbz-gly2-NHz. 

The effect of 8 M urea on the solubility of a series of 
carbobenzoxyglycine derivatives is shown in Table IV. 
An increase in the number of glycyl groups in the mole- 
cule from one to three has very little influence on the 
solubilizing effect of 8 M urea. Substitution of a free 
carboxylic acid for an amide group results in a larger 
solubilizing effect of urea. This suggests that the car- 
boxylic acid group may undergo the same type of inter- 
action as an amide group with aqueous urea, but that 
the effect is somewhat larger. 

Contribution of the Ester Group of ATGEE.  The 
effects of urea and guanidine hydrochloride on the 
solubility of ethyl acetate at 25" (Table V) are much 
smaller than on the solubility of ATGEE. This sug- 
gests that the ester group of ATGEE makes a relatively 
small contribution to the effects of these compounds on 
ATGEE. 

It is unlikely 
that any significant change in the solid phase of the 
peptides occurred during equilibration with solvents, for 
the following reasons. (1) The solubilities of ATGEE 
and Cbz-glyz-NHz increase steadily with increasing urea 
or guanidine hydrochloride concentrations, with no 
indication of the leveling off which would be expected 
upon saturation with respect to a new solid phase. In 
contrast, the solubility of diketopiperazine approaches a 
limit at high urea concentrations, associated with the 
precipitation of a urea-diketopiperazine complex. 
( 2 )  There was no change in the appearance of crystals of 
ATGEE or the carbobenzoxy peptides during equilibra- 
tion with any of the solvents. Crystals of ATGEE 
were examined microscopically in many cases. (3) The 
formation of a solid solution is rare with crystalline 
organic compounds, and usually occurs when the two 
compounds are isomorphous. l 9  

The quantitative interpretation of experiments with 
benzyl alcohol and toluene is complicated by the appre- 

Composition of the Pure Solid Phase. 

(19) J. H. Hildebrand and R. L. Scott, "Solubility of Non-electro- 
lytes," 3rd Ed., Reinhold Publishing Corp., New York, N. Y . ,  1950, p 
303. 
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fields and have proposed various remedies to the problem.18−21

Thus, the excessively strong binding of urea to the polypeptide
could clearly arise indirectly from the competition with water
being too weak. Because of our interest in the properties of
unfolded proteins in both water and chemical denaturant, we
have sought to combine the improvements in protein−water
interactions described in our recent work19 with accurate
denaturant force fields for urea and GdmCl.
Our starting point is the recently developed Amber ff03ws

force-field,19 which is a version of Amber ff03.r1,22 with TIP4P/
2005 water23 and a modified mixing rule for the protein−water
Lennard-Jones terms.19 Specifically, the Lennard-Jones ϵ for all
protein−water atom pairs is scaled by a factor of 1.10 relative to
the standard force field value (obtained from mixing rules),19

and an additional backbone torsion term has been applied to
the ψ torsion angle to match experimental helix propensities at
300 K.24,25 Amber ff03ws has been shown to yield promising
results for protein−protein interaction strengths, as well as for
the radius of gyration of unfolded and disordered proteins.19

For the denaturant model, we use the KBFF force field for both
urea12 and GdmCl.13 We have tested and optimized the
protein−denaturant binding using solubility data for a model
tetraglycine peptide in different denaturant concentrations,26

using a novel simulation methodology. We then test the
optimized denaturant force fields, denoted KBFFs, on larger
and more complex systems, finding very promising agreement.

2. METHODS
2.1. Molecular Simulation Methods. Langevin dynamics

was performed in GROMACS (version 4.6.527), using a time
step of 2 fs and a friction coefficient of 1 ps−1. Except for the
transfer free energy calculation, Parrinello−Rahman pressure
coupling28 was used for production simulations and Berendsen
pressure coupling29 for equilibration. Lennard-Jones (LJ) pair
interactions were cut off at 1.4 nm. Electrostatic energies were
computed using particle-mesh Ewald30 with a grid spacing of
0.12 nm and a real-space cutoff of 0.9 nm. The protein force
field in all cases is a derivative of Amber ff03.r1:22 either Amber
ff03w31 or Amber ff03ws.19 For simplicity, we will use ff03w
and ff03ws in the text below.
The force field for denaturant was KBFF,12,13 with the

exception that for urea the OPLS32 and Amber urea models
were also tested. The Amber urea model (denoted AmberD to
distinguish it from the protein force field) is the one provided
with the Amber simulation package33 and included in the port
of Amber force fields to GROMACS,34 with RESP charges
derived by Jim Caldwell and other parameters taken from the
Amber ff94 family of force fields.35 The combination rule for σ
between denaturant and water is geometric (σij = (σiσj)

0.5) for
KBFF and OPLS and is Lorenz−Berthelot (σij = (σi + σj)/2)
for Amber, and the combination rule of ϵ is always geometric.
For the combination of the Amber protein force field with
KBFF, the combination rule is undefined. Here, we follow the
Amber standard and use Lorenz−Berthelot for protein−urea
atom pairs.
All protein and denaturant force fields used are listed in

Table 1 for reference. The water model was always TIP4P/
2005,23 except when comparing results with the original
denaturant KBFF12 in Section 3.1, where SPC/E36 and
TIP3P37 were used. Therefore, we describe each simulation
only in terms of the protein and denaturant force fields,
separated by a dot, e.g., ff03ws·KBFFs refers to the ff03ws
protein force field and KBFFs denaturant force field.

For comparing KB integrals in different denaturant models,
we ran 30 ns simulations at constant temperature and pressure
after 200 ps equilibration. A cubic box with an edge of ∼4 nm is
used for both urea and GdmCl cases. The simulation is
recorded every 1 ps to allow sufficient data to be collected for
the calculation of the radial distribution function.
For checking the denaturing effect of urea on Trp cage mini-

protein, we ran 100 ns replica exchange simulations at constant
temperature and pressure, spanning a temperature range of
300−495 K with 32 replicas. The box size was about 4.5 nm
with a dodecahedron shape. The first 50 ns of simulation was
discarded for equilibration. The errors were estimated from a
box average with five boxes.

2.2. Calculation of Transfer Free Energy. The
experimental transfer free energy ΔFtr from denaturant solution
to water was obtained from the solubility S of the peptide under
different denaturant conditions as

βΔ = −F S Sln( / )tr 0 (1)

where S0 is the solubility of the peptide in pure water solvent
and β = 1/kBT, where kB is the Boltzmann constant and T is the
temperature. To compute the transfer free energy, we have
introduced a gradient of denaturant concentration on the z-axis
of the simulation box by applying the biasing potential Ud
shown below to the carbon atom of the denaturant molecules

π= − +
⎡
⎣⎢

⎤
⎦⎥U z k

z z
z

( ) cos
2 ( )

1d
c

max (2)

where zc is the box center, zmax is the length of the box in the z-
dimension, and k equals 2.5 kJ/mol. For equilibration of the
denaturant concentration gradient, the simulation was set up in
a 4 × 4 × 12 nm3 box (12 nm along z-axis) with Berendsen
pressure coupling and semi-isotropic scaling only along the z-
axis and with the biasing potential shown in eq 2 with zmax = 12
nm. The equilibration was run for 500 ns to get a smooth
denaturant concentration gradient. For different strengths of
protein−denaturant interaction, we saw negligible deviation
from this concentration gradient (provided that the same
denaturant model was used). This method is inspired by the
work of Luo and Roux to calculate the osmotic pressure of
sodium chloride.38 They used a similar rectangle box with a
longer z-axis than the other two dimensions and virtual wall
restraints to confine sodium chloride in the middle of the box.
The osmotic pressure was then calculated from the wall force
applied onto the sodium chloride.
Starting from a denaturant−water equilibrated configuration,

we ran a 200 ps equilibration for different protein−denaturant
models with the same Berendsen pressure coupling and semi-
isotropic scaling along the z-axis. We note that semi-isotropic
scaling was used only for historical reasons and is not needed.

Table 1. Description of Force Field Variants Used in This
Article

Protein

ff03w31 Amber ff03.r122 with fixed helical propensity
ff03ws19 Amber03w with scaled protein−water interaction

Denaturant

AmberD
33 Amber urea model provided with Amber simulation package

OPLS32 OPLS urea model
KBFF12,13 KBFF urea and GdmCl models
KBFFs KBFF model with scaled protein−denaturant interaction

Journal of Chemical Theory and Computation Article
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J. Chem. Theory Comput. 2015, 11, 5543−5553

5544

Transfer	  free	  energy	  from	  rela8ve	  
solubility:	  

Urea	  
Guanidinium	  Chloride	  
(GdmCl)	  



Calculating	  transfer	  free	  energies	  

fields and have proposed various remedies to the problem.18−21

Thus, the excessively strong binding of urea to the polypeptide
could clearly arise indirectly from the competition with water
being too weak. Because of our interest in the properties of
unfolded proteins in both water and chemical denaturant, we
have sought to combine the improvements in protein−water
interactions described in our recent work19 with accurate
denaturant force fields for urea and GdmCl.
Our starting point is the recently developed Amber ff03ws

force-field,19 which is a version of Amber ff03.r1,22 with TIP4P/
2005 water23 and a modified mixing rule for the protein−water
Lennard-Jones terms.19 Specifically, the Lennard-Jones ϵ for all
protein−water atom pairs is scaled by a factor of 1.10 relative to
the standard force field value (obtained from mixing rules),19

and an additional backbone torsion term has been applied to
the ψ torsion angle to match experimental helix propensities at
300 K.24,25 Amber ff03ws has been shown to yield promising
results for protein−protein interaction strengths, as well as for
the radius of gyration of unfolded and disordered proteins.19

For the denaturant model, we use the KBFF force field for both
urea12 and GdmCl.13 We have tested and optimized the
protein−denaturant binding using solubility data for a model
tetraglycine peptide in different denaturant concentrations,26

using a novel simulation methodology. We then test the
optimized denaturant force fields, denoted KBFFs, on larger
and more complex systems, finding very promising agreement.

2. METHODS
2.1. Molecular Simulation Methods. Langevin dynamics

was performed in GROMACS (version 4.6.527), using a time
step of 2 fs and a friction coefficient of 1 ps−1. Except for the
transfer free energy calculation, Parrinello−Rahman pressure
coupling28 was used for production simulations and Berendsen
pressure coupling29 for equilibration. Lennard-Jones (LJ) pair
interactions were cut off at 1.4 nm. Electrostatic energies were
computed using particle-mesh Ewald30 with a grid spacing of
0.12 nm and a real-space cutoff of 0.9 nm. The protein force
field in all cases is a derivative of Amber ff03.r1:22 either Amber
ff03w31 or Amber ff03ws.19 For simplicity, we will use ff03w
and ff03ws in the text below.
The force field for denaturant was KBFF,12,13 with the

exception that for urea the OPLS32 and Amber urea models
were also tested. The Amber urea model (denoted AmberD to
distinguish it from the protein force field) is the one provided
with the Amber simulation package33 and included in the port
of Amber force fields to GROMACS,34 with RESP charges
derived by Jim Caldwell and other parameters taken from the
Amber ff94 family of force fields.35 The combination rule for σ
between denaturant and water is geometric (σij = (σiσj)

0.5) for
KBFF and OPLS and is Lorenz−Berthelot (σij = (σi + σj)/2)
for Amber, and the combination rule of ϵ is always geometric.
For the combination of the Amber protein force field with
KBFF, the combination rule is undefined. Here, we follow the
Amber standard and use Lorenz−Berthelot for protein−urea
atom pairs.
All protein and denaturant force fields used are listed in

Table 1 for reference. The water model was always TIP4P/
2005,23 except when comparing results with the original
denaturant KBFF12 in Section 3.1, where SPC/E36 and
TIP3P37 were used. Therefore, we describe each simulation
only in terms of the protein and denaturant force fields,
separated by a dot, e.g., ff03ws·KBFFs refers to the ff03ws
protein force field and KBFFs denaturant force field.

For comparing KB integrals in different denaturant models,
we ran 30 ns simulations at constant temperature and pressure
after 200 ps equilibration. A cubic box with an edge of ∼4 nm is
used for both urea and GdmCl cases. The simulation is
recorded every 1 ps to allow sufficient data to be collected for
the calculation of the radial distribution function.
For checking the denaturing effect of urea on Trp cage mini-

protein, we ran 100 ns replica exchange simulations at constant
temperature and pressure, spanning a temperature range of
300−495 K with 32 replicas. The box size was about 4.5 nm
with a dodecahedron shape. The first 50 ns of simulation was
discarded for equilibration. The errors were estimated from a
box average with five boxes.

2.2. Calculation of Transfer Free Energy. The
experimental transfer free energy ΔFtr from denaturant solution
to water was obtained from the solubility S of the peptide under
different denaturant conditions as

βΔ = −F S Sln( / )tr 0 (1)

where S0 is the solubility of the peptide in pure water solvent
and β = 1/kBT, where kB is the Boltzmann constant and T is the
temperature. To compute the transfer free energy, we have
introduced a gradient of denaturant concentration on the z-axis
of the simulation box by applying the biasing potential Ud
shown below to the carbon atom of the denaturant molecules

π= − +
⎡
⎣⎢

⎤
⎦⎥U z k

z z
z

( ) cos
2 ( )

1d
c

max (2)

where zc is the box center, zmax is the length of the box in the z-
dimension, and k equals 2.5 kJ/mol. For equilibration of the
denaturant concentration gradient, the simulation was set up in
a 4 × 4 × 12 nm3 box (12 nm along z-axis) with Berendsen
pressure coupling and semi-isotropic scaling only along the z-
axis and with the biasing potential shown in eq 2 with zmax = 12
nm. The equilibration was run for 500 ns to get a smooth
denaturant concentration gradient. For different strengths of
protein−denaturant interaction, we saw negligible deviation
from this concentration gradient (provided that the same
denaturant model was used). This method is inspired by the
work of Luo and Roux to calculate the osmotic pressure of
sodium chloride.38 They used a similar rectangle box with a
longer z-axis than the other two dimensions and virtual wall
restraints to confine sodium chloride in the middle of the box.
The osmotic pressure was then calculated from the wall force
applied onto the sodium chloride.
Starting from a denaturant−water equilibrated configuration,

we ran a 200 ps equilibration for different protein−denaturant
models with the same Berendsen pressure coupling and semi-
isotropic scaling along the z-axis. We note that semi-isotropic
scaling was used only for historical reasons and is not needed.

Table 1. Description of Force Field Variants Used in This
Article

Protein

ff03w31 Amber ff03.r122 with fixed helical propensity
ff03ws19 Amber03w with scaled protein−water interaction

Denaturant

AmberD
33 Amber urea model provided with Amber simulation package

OPLS32 OPLS urea model
KBFF12,13 KBFF urea and GdmCl models
KBFFs KBFF model with scaled protein−denaturant interaction
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ABSTRACT: Chemical denaturants are the most commonly used
perturbation applied to study protein stability and folding kinetics as
well as the properties of unfolded polypeptides. We build on recent
work balancing the interactions of proteins and water, and accurate
models for the solution properties of urea and guanidinium chloride,
to develop a combined force field that is able to capture the strength
of interactions between proteins and denaturants. We use solubility
data for a model tetraglycine peptide in each denaturant to tune the
protein−denaturant interaction by a novel simulation methodology. We validate the results against data for more complex
sequences: single-molecule Förster resonance energy transfer data for a 34-residue fragment of the globular protein CspTm and
photoinduced electron transfer quenching data for the disordered peptides C(AGQ)nW in denaturant solution as well as the
chemical denaturation of the mini-protein Trp cage. The combined force field model should aid our understanding of
denaturation mechanisms and the interpretation of experiment.

1. INTRODUCTION
Determining the stability or folding rate of a protein from
ensemble data requires sufficient perturbation to cause a
detectable change in the relative populations of folded and
unfolded molecules. Adding chemical denaturants such as urea
or guanidinium chloride (GdmCl) is the most straightforward
way of doing this, since chemical denaturation is usually
reversible and does not lead to aggregation, as often occurs with
thermal denaturation. The molecular mechanism of denatura-
tion has been the subject of some debate, but recent
experimental and simulation studies have tended to favor a
mechanism involving weak binding of denaturant molecules to
the protein.1−11 There is less consensus, however, on its details,
such as the relative contributions to destabilization from
interactions of denaturant molecules with the protein backbone
versus the side chains. Molecular simulations can clearly play a
role in helping to understand this mechanism and to interpret
experiment. However, there has been some difficulty in
obtaining reliable force fields to represent this process. Even
for describing the properties of the denaturant solution alone,
standard protocols for generating force field parameters, based
on the principle of parameter transferability, have been shown
to give poor results.9,12,13 The most encouraging development
has been the parametrization of force fields based on the
Kirkwood−Buff (KB) theory of solutions,14 which associates a
number of thermodynamic observables with integrals over pair
distribution functions for the components in a solution. KB-
derived force fields (KBFF) have been shown to reproduce the
experimental solution properties of both urea and GdmCl.12,13

We have, therefore, adopted these models here.

Beyond the properties of the denaturant solution itself, the
model should be able to capture correctly the effect of
denaturants on proteins, which does not necessarily follow
from the quality of the force fields for proteins or denaturants
separately. A number of computational studies have shown
dramatic effects of chemical denaturants on protein stability2,4

as well as on the dimensions of unfolded proteins.15 However,
relatively little work has been done to evaluate the accuracy of
these protein−denaturant interactions.9,10 Recently, Netz and
co-workers calculated transfer free energies for amino acids
from water to urea solutions using different force field
combinations.10 They found a wide variation of binding
strength of urea to protein, with most force field models for
urea binding much more strongly than in experiment. The best
urea/protein force field combination in that study (KBFF urea
with SPC water16 and the GROMOS 53a6 protein force
field17) reproduced well the variations in transfer free energy
from water to urea across different amino acids, but it resulted
in net transfer free energies that were typically too favorable by
∼0.5 kJ mol−1 M−1 per residue. Such apparently small
differences can clearly sum to a very large error over a typical
single-domain protein of 50−150 residues in a high
concentration of denaturant.
A partial explanation for the urea binding being apparently

too strong lies in the solubility of proteins in water in
simulation models. Several recent studies have noted that
protein−water interactions are too weak in most current force
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KBFF·TIP3P and AmberD·TIP4P/2005 with urea in two other
figures (Supporting Information Figure S3).
Amber ff03w (without scaled protein−water interactions)

combined with KBFF and either the TIP4P/2005 or TIP3P
water model overestimates the free energy difference between
lowest and highest urea concentrations by more than 1kBT,
consistent with the work from Horinek and Netz.10 By using a
periodic homopolypeptide, they found that the transfer free
energy of the amino acids they tested was larger by ∼0.5 kJ
mol−1 per molar denaturant per residue using KBFF urea with
the GROMOS 53a617 protein force field and SPC water,16

qualitatively consistent with our results. When combining our
protein force field with rescaled water−protein interactions
(ff03ws) with KBFF, the transfer free energy of Gly4 from water
to urea solution becomes positive, which means that the
transfer free energy of Gly4 from water to urea is, in fact,
slightly unfavorable. This is probably due to the competition
from the stronger protein−water interactions. To remedy this
problem, we have chosen to rescale the protein−urea Lennard-
Jones terms in the same fashion as protein−water interaction to
balance the three-component mixtures.

Our motivation for rescaling these interactions is that the
original parametrization of the denaturant models does not
explicitly consider interactions between protein and denaturant,
with the Lennard-Jones parameters for protein−denaturant
interactions being automatically determined by combination
rules. We therefore choose to modify these interactions with a
tuning parameter, in a similar manner in which we successfully
modified protein−water interactions.19 The scaling factor for
interactions between denaturant and protein was always applied
on the Lennard-Jones (LJ) ϵ as

γϵ* = ϵ ϵ( )dp d p
1/2

(6)

where ϵd and ϵp are the LJ ϵ on the denaturant and protein
atoms, respectively, and γ is the adjustable scaling parameter.
While, in principle, the adjustment needed may vary according
to atom type, we have taken a pragmatic approach that avoids a
complete, simultaneous refitting of the many parameters in
both protein and denaturant force fields, which would not be
justified given the limited experimental data set that we are
considering. Operationally, we are effectively doing a global
parameter fit in which the solution is very strongly constrained
to be similar to the original parameters.
For urea, we find that rescaling protein−urea interactions by

a modest factor of 1.04 approximately reproduces the
experimental transfer free energy.
Similarly, we have tested the transfer free energy of Gly4 in

different GdmCl concentrations with different force fields
(Figure 4). Amber ff03w combined with KBFF underestimates

the transfer free energy substantially, contrasting with the urea
case. With ff03ws, the transfer free energy becomes even more
unfavorable, as expected, with a positive change of about 5kBT
for a 4 M increase of GdmCl concentration (Table 3). As a
consequence, we required a larger scaling factor of 1.30 to
match the experimental results for the protein−Gdm
interaction. It is worth noting that we do not rescale the

Figure 3. Computing transfer free energy of Gly4 from water to urea
solutions. A z-dependent concentration profile of urea (broken red
lines, right axis) has been built by applying a constant external
potential to the urea molecules. The symbols indicate the
corresponding free energies F(z) for individual Gly4 molecules
determined from the population density, as indicated in the legend.
The black line is interpolated from the experimental data.26

Table 3. Transfer Free Energy of Gly4 under Different
Denaturant Conditionsa

denaturant model force field transfer free energy (kBT)

Urea
KBFF ff03w·TIP3P −1.99 (0.11)
AmberD ff03w −3.03 (0.27)
KBFF ff03w −1.83 (0.08)
KBFF ff03ws 0.43 (0.10)
KBFFs ff03ws −0.81 (0.12)
experiment −0.7726

GdmCl
KBFF ff03w 2.92 (0.38)
KBFF ff03ws 5.14 (0.19)
KBFFs ff03ws −1.23 (0.16)
experiment −0.9226

aWe show, for illustration, the difference between 7 and 1.5 M for urea
and between 6 and 2 M for GdmCl, which are close to the lowest and
highest denaturant concentrations in the current simulations. Water
model, if not specified, is TIP4P/2005. Errors are shown in brackets.

Figure 4. Computing transfer free energy of Gly4 from water to
GdmCl solutions. A z-dependent concentration profile of GdmCl
(broken red lines, right axis) has been built by applying a constant
external potential to the Gdm+ molecules. The symbols indicate the
corresponding free energies F(z) for individual Gly4 molecules,
determined from the population density, as indicated in the legend.
The black line is interpolated from the experimental data.26
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where dij(x) is the distance between atoms i and j in
configuration x, dij

0 is the corresponding distance in the native
state, the factor γ = 1.8 allows for fluctuations of distance within
the native state, and β = 50 nm−1. The native contacts were
defined as when the distance between a pair of heavy atoms is
shorter than 0.45 nm, except that the contacts with the nearest
two residues were excluded from Q. The free energy projected
onto Q, F(Q), is shown in Supporting Information Figure S6.
The barrier position on Q (Q = 0.63) is used to separate the
folded and unfolded states.
To compare with experiment over the full temperature range,

we fit a thermodynamic model including a heat capacity term,
as used in interpreting the experimental data62

Δ = Δ + − Δ
− Δ + Δ

G T H T T T C
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p

p

m m

m m m (9)

in which ΔG is the free energy difference between the folded
and unfolded states, Tm is the melting temperature, ΔH(Tm) is
the enthalpy difference at melting temperature, and ΔCp is the
heat capacity change. In the experiments,62 ΔCp was
determined from the average dependence on the urea
concentration for several proteins;63 therefore, Tm and
ΔH(Tm) were the only free parameters when fitting
experimental data to eq 9. Here, we also fit ΔCp at the same
time.
As shown in Table 4 and Figure 7, Trp cage has similar

stability in water and ∼3 M urea with nonscaled KBFF,
consistent with the transfer free energy results. After scaling the
protein−urea interaction in KBFFs, we see a clear decrease of
folded state stability from water to 3 M urea, and the changes
(gap between blue and yellow lines in Figure 7) in our
simulation are in good agreement with those from the
experiment over a wide range of temperatures (gap between
red dash and dotted lines in Figure 7). Note that the slight
discontinuity of the fraction of folded state and ΔG at 330 K
using KBFFs is probably the result of statistical error, being
within the error bars and therefore not a significant overall
feature of the data.
However, even though ΔG for folding matches the

experiment reasonably well with ff03ws and KBFFs at 298 K,
the fitted values of enthalpies and heat capacities are only about
half of the experimental values in both water and 3 M urea
solution, which means that ΔG decreases much more slowly
when increasing the temperature in the simulation and suggests
that folding is less cooperative in the current force field. This
lack of cooperativity is a well-known feature of current additive
protein force fields.24,31,64

4. DISCUSSION
We have shown here that by appropriately balancing protein−
water and protein−denaturant interactions in simulations,
together with denaturant models that accurately represent the
solution thermodynamics of pure denaturant solutions, we are
able to reproduce additional data relating to the degree of
expansion of unfolded chains, the dynamics of contact
formation, and the effect of denaturants on protein stability.
Going beyond what we have presented, an obvious concern

would be that introducing multiple scaling factors for Lennard-
Jones parameters between different parts of the system may be
hard to scale to multicomponent systems with many more
types of molecules. Clearly, parametrizing all combinations of
molecule pairs would rapidly become very difficult to manage.
That may seem to be a limitation, but it should not be
necessary to perform this exercise for all components of a
simulation: while obtaining very accurate free energies of
association is essential for modeling weak binding, such as that
of denaturant molecules to proteins, there are many situations
where obtaining an accuracy of <kBT is not needed. For
example, when describing very tight binding, such as of drug
molecules to their targets, errors of this magnitude are much
less than the overall affinity and would not change the
qualitative or even (significantly) the quantitative results.
In future force field development, the aim is clearly to

produce models such that the parameters are closer to being
truly “transferable” from one molecule to another. This might
be achieved by using modern computational power to refit
Lennard-Jones parameters for all atom types using larger
experimental data sets than has been previously done (together

Table 4. Thermodynamic Parameters of Unfolding of the Trp Cage Mini-Proteina

[urea] (M) model Tm (K) ΔH (Tm) kJ/mol ΔCp (kJ/mol/K) ΔG (298 K) kJ/mol

0 ff03ws 328 (5) 32 (4) 0.12 (0.04) 2.6 (0.4)
0 experiment 314 (2) 56 (2) 0.3 (0.1) 2.6 (0.3)
3.13 ff03ws·KBFF 323 (2) 41 (2) −0.03 (0.02) 3.0 (0.3)
3.13 ff03ws·KBFFs 280 (12) 19 (7) 0.13 (0.04) −1.5 (0.7)
3.13 experiment 284 (3) 34 (5) 0.34 (0.10) −1.7 (0.4)

aErrors are shown in brackets.

Figure 7. Stability of the Trp cage mini-protein in water and 3 M urea
solution. Top: Temperature dependence of the folded fraction.
Bottom: Free energy difference between unfolded and folded states
(i.e., positive values indicate that the folded protein is more stable).
Protein force field is ff03ws.
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In 6 M GdmCl, we saw a clear expansion of Csp-M34, and
the effect is comparable to that in 8 M urea. However, there is a
weaker temperature dependence of FRET efficiency in GdmCl.
While determining the actual reason for the difference in
temperature dependence may not be straightforward, one
possible explanation involves the temperature dependence of
the denaturant solvation: the solvation free energy of the ionic
denaturant GdmCl is expected to decrease sharply with
temperature, due to the large, unfavorable entropic contribu-
tion to ion solvation. As a result, higher temperatures would
increasingly favor interactions between denaturant and protein.
The solvation free energy of the protein and of urea also
decreases with temperature, but the absolute change is much
smaller.57

In both the urea and GdmCl cases, the simulated FRET
efficiencies are slightly larger than the experimental ones. This
discrepancy can probably be reduced by using a larger
simulation box to avoid the excluded volume effects due to
the periodic image; the box size is limited by the computational
resources needed for running replica exchange simulations. The
same slight compaction due to excluded volume has been seen
in replica exchange simulation of ACTR compared with
experiment in our previous work.19 As mentioned in the
Methods section, we discard the configurations where the
distance of the protein to its periodic image is smaller than 0.3
nm. An estimate from a Gaussian chain model would suggest
about a 10% underestimation of the radius of gyration in
simulations, assuming that structures with an end−end distance
larger than the box size are discarded. It is also worth noting
that the FRET efficiency is most sensitive when the distance
between chromophores is close to the Förster radius R0 (5.4
nm).58,59 To illustrate this effect, we show in Figure 5c (dashed
lines) how much we would need to scale the distribution of
radius of gyration to match the experimental FRET efficiency
(such a scaling is justified by the scale invariance of common
polymer end−end distribution functions). As expected, a small
scaling is sufficient.
3.4. Dynamics of a Disordered Polypeptide. In addition

to testing equilibrium properties, we investigated contact
quenching experiments, which serve as a sensitive measurement
of both distance distributions and dynamics of unfolded
proteins. Our recent work has shown that the PET quenching
data for peptides C(AGQ)nW in water can be well-reproduced
by ff03ws.48 The same sets of experimental measurements have
been made in both urea and GdmCl solutions.49

In Figure 6, we show the dependence of the quenching rate
on the Trp−Cys separation in 8 M urea for three different force
fields. This rate is related to the rate of forming contacts
between Trp and Cys, as well as to how long they spend in
contact. The rate is much larger in ff03w with KBFF than in the
other two rescaled force fields, consistent with previous
observations that peptides are much more collapsed in the
current force field,18−21 and therefore the contacts are present
more frequently. After rescaling the protein−water interaction
in ff03ws with KBFF, the peptide becomes much more
expanded and therefore the quenching rate becomes much
smaller. With a second scaling of protein−urea interactions in
KBFFs, the peptide is even more expanded and the simulation
matches the experimental quenching rate reasonably well for
almost all peptide lengths. There is a slight deviation from
experiment at the smallest peptide length (n = 1), similar to
what we have seen without denaturants,48 and at the largest
peptide length (n = 6), albeit within the error bars, probably

due to the sampling difficulty when the peptide becomes
longer.
We have also applied the same test to GdmCl solutions.

However, we observed very limited contact formation between
Trp and Cys residues; therefore, we were not able to calculate
the quenching rate from simulations. We suspected that the
reason for this was the association of guanidinium ions with the
tryptophan side chain, which we confirmed by computing the
radial distribution function between the side chain of Trp and
guanidinium ions. This distribution has a larger contact peak
than that between the side chain of Trp and urea (Supporting
Information Figure S4), suggesting a stable contact between
Trp side chain and guanidinium. Such stacking may be related
to the larger scaling that was needed between the guanidinium
and protein. Nonetheless, we have also found that the
distribution of the minimum distance between the sulfur in
the cysteine side chain and the heavy atoms of the tryptophan
indole ring system is very similar in 6 M GdmCl and 8 M urea,
except at the very small values related to contact formation
(Supporting Information Figure S5). This indicates that the
effect of 6 M GdmCl on the dimensions of the peptide is very
similar to that of 8 M urea, as also implied by the similarity in
the raw quenching rates in the experiment,49 suggesting that
the KBFFs GdmCl is capturing the overall dimensions of the
peptide correctly but not specific interactions with the Trp. A
nonuniform scaling to different residue types would be one
solution to this problem. However, since the KBFFs GdmCl
force field captures the overall denaturing effect on the
dimensions of the peptide as well as its effect on Csp-M34,
we will not address this discrepancy here.

3.5. Denaturation of the Trp Cage Mini-Protein. As a
last test of the denaturant force field, we check the denaturing
effect of urea on a folded protein. We choose a mini-protein,
Trp cage, with both helical secondary structure as well as a
small hydrophobic core in the folded state.60 It is an ultrafast
folder61 and has been studied with available experimental
denaturation data.62

We run replica exchange simulations in both water and 3 M
urea solvent. In both cases, we assume that Trp cage is a two-
state folder, as observed in the experiment, and define the
folded and unfolded states by using the fraction of native
contacts Q. Q is defined as

Figure 6. Quenching rates of the tryptophan triplet state by cysteine in
the disordered peptides C(AGQ)nW using different denaturant
models. The black crosses represent the experimental data.49
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protein−Cl interaction. This is partially motivated by the
Hofmeister series, which suggests that the effect of chloride
ions on protein solubility is weak, whereas guanidinium has a
strong “salting in” effect. This choice was also motivated by
consistency, since one otherwise would have to scale all
protein−Cl interactions, even in simulations where guanidi-
nium ions were not present. The transfer free energy can be
well-reproduced for most GdmCl concentrations and starts to
deviate only at very high concentration (>6 M). This is
probably due to the excluded volume effect at high GdmCl
concentration; it is also the point at which the density of pure
GdmCl solutions with KBFF deviates from the experimental
data. Since 6 M is already close to the solubility limit of GdmCl
in water, the scaling factor of 1.30 covers the majority of the
experimentally relevant concentration range.
To understand the transfer free energy trends observed with

different scaling factors for urea and GdmCl, we can use a
highly simplified model where the effective energy ΔU for
forming a contact between protein and denaturant in solution
contains four terms

Δ = + − −U U U U UPD WW PW DW (7)

in which UPD, UWW, UPW, and UDW are, respectively, the
energies to form protein−denaturant, water−water, protein−
water, and denaturant−water contacts in isolation. The
difference between urea and GdmCl then essentially comes
down to the strength of the initial ΔU for contact formation in
ff03w, i.e., slightly favorable for urea but rather unfavorable for
GdmCl. Introducing scaled protein−water interactions (UPW)
naturally weakens the effective interaction with denaturant
molecules in both cases if the other terms remain the same. In
the case of GdmCl, this makes little difference because the
original protein−denaturant interaction ΔU is already unfav-
orable and its sign is not altered by increasing protein−water
scaling, whereas in urea, the slightly favorable ΔU can be easily
made unfavorable by the change in UPW, consequently
introducing a different trend of transfer free energy before
and after protein−water scaling.
For simplicity, we will refer to the new urea force field with

the scaling factor of 1.04 and the GdmCl force field with the
scaling factor of 1.30 as KBFFs in the discussion below.
3.3. Distance Distributions in an Unfolded Protein

Fragment. Since Gly4 is a rather small model compound
containing essentially only glycine, it was necessary to test
whether the new denaturant force field can be applied to larger
and more complex sequences. We therefore chose a 34-residue
peptide, Csp-M34, corresponding to the C-terminal half of the
globular cold shock protein CspTm.41 In contrast to the full-
length protein, this fragment simplifies extensive sampling in
simulations while at the same time representing a well-mixed
natural protein sequence whose chain dimensions can be
investigated by single-molecule FRET. Another important
distinction of this system is the presence of non-glycine
residues, compared to Gly4. The size of Csp-M34 in water from
FRET experiments has been shown to be correctly captured by
ff03ws in our previous work.19 Here, we have revisited this
protein fragment under different urea and GdmCl conditions
instead of pure water using new FRET measurements reported
here to verify the denaturant force field.
We have run a series of REMD simulations of Csp-M34, with

FRET chromophores explicitly present in the simulation, in 8
M urea or 6 M GdmCl solutions. The calculation of FRET
efficiency is, therefore, straightforward from the distance

between the two dye molecules. In Figure 5, we show the
FRET efficiency in different denaturant solutions and the
experimental data. As was shown in the previous work,19 the
simulation nicely matches the experimental FRET efficiency of
Csp-M34 without denaturants at room temperature. When
going to high denaturant concentration, Csp-M34 expands as
expected in both simulation and experiment.41

In 8 M urea, Csp-M34 experiences only slight expansion with
the nonscaled ff03ws·KBFF force field. This confirms that urea
has very weak interactions with Csp-M34: in the same force
field, we observe a positive transfer free energy of Gly4, which
means that peptides prefer to partition into water instead of
urea. Therefore, despite having different types of amino acids
and chain lengths, Csp-M34 and Gly4 both interact weakly with
urea in ff03ws·KBFF. After scaling the KBFF force field, the
agreement with the experimental FRET efficiency is much
improved in 8 M urea.

Figure 5. FRET efficiency and radius of gyration of a Csp-M34 protein
fragment (experimental data in Supporting Information Tables S1 and
S2). (a) FRET efficiency in experiment, as a function of denaturant
concentration. The values are from the average of two independent
measurements, and the errors shown here include our estimate of the
variability of measurements due to instrument calibration. (b) FRET
efficiency E in simulations and experiment. (c) Population density of
distance between chromophores from simulation. Dashed lines show
the slight shift of the distributions required to exactly match the
experimental average FRET efficiency E̅exp. Shifting is accomplished by
applying a transformation Pζ(R) = ζP(ζR), where P(R) is the initial
distribution and ζ is obtained from ∫ 0

∞E(R) Pζ(R) dR = E̅exp, with
E(R) = (1 + (R/R0)

6)−1. ζ equals 0.95 for urea and 0.92 for GdmCl.
The protein force field is ff03ws.
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Figure 1. Equilibrium properties of ACTR in Urea.  (a) Fluctuations in Rg over time at 
selected denaturant concentrations, concentration as labeled in (b). (b) Time correlation 
functions for Rg.  (c) Dependence of mean Rg from simulations (blue solid line, filled 
circles), Guinier fit of SAXS intensity with q < 0.04 Å-1 from explicit solvent calculation 
(black dash line, up triangles) and from implicit solvent calculation (black dotted line, 
down triangles). Red symbols show the data from large box simulations (see Table S1). 
(d) the dependence of the Rg included between residues i and j on the sequence separation 
| i − j |. (e) Dependence of root mean square intramolecular distances on denaturant 
concentration. Red symbols show data from large box simulations (see Table S1). (f) 
Dependence of root-mean-square distance between i and j on | i − j |. Scaling exponents 
were calculated by fitting a power law to the dependence on sequence separation | i − j | 
of either the root mean square distance between i and j in (f) or the Rg  of the chain 
included between residues i and j. Solid lines show fits to < !!"! >!/!= 2!!!!!!! and 

< !!,!"! >!/!≈ !!!!
!!!! !!!! !

!, in which !!=0.4 nm and ! = 0.38!nm35 (the expression 

for Rg is an approximation which assumes Flory scaling to hold for all i,j pairs, although 
it is only strictly valid for sufficiently large ! − ! ).  Simulation error bars are 
obtained from block averages, as described in the SI text, and refer to the standard 
error of the mean. 
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Denaturing mechanism of urea. The clear expansion of the chain in urea implies an 
improvement in solvent quality with increasing denaturant concentration (an alternative 
explanation for increased Rg might be an increase in chain stiffness, but that would not 
explain the increase of scaling exponent). The improved solvent quality could be thought 
of in terms of urea molecules “binding” to the protein, as previously inferred from 
experimental studies using NMR and X-ray scattering88; however, for such weak binding 
occurring at high denaturant concentration, it is critical to remove the contribution from 
denaturant molecules which happen to be near the protein but are not necessarily 
interacting. Therefore, in order to characterize in more detail the weak interactions 
between the protein chain and denaturant molecules, we use the formalism of preferential 
interaction coefficients. The preferential interaction coefficient ΓUP!is defined 
experimentally as ΓUP = (!!U !!P)!U, where mU and mP are the molalities of urea and 
protein, respectively89-90. That is, ΓUP measures how much urea must be added to keep the 
bulk urea chemical potential !U constant when a protein is added to the solution and is 
expected to be positive if urea interacts favourably with the protein, and vice versa.  In 
simulations, the coefficient can be estimated very simply from the heuristic relation:89-92 

ΓUP = !UP − !WP !UB
!WB

                                                   (10) 

In this equation, !UP  and !WP  are the number of urea and water molecules in a defined 
volume close to the protein, while !UB and !WB  are the corresponding numbers in the bulk 
solution away from the protein, i.e. ΓUP is the average number of urea molecules in the 
volume near the protein, in excess of what would be expected based on the bulk solution 
composition. We define the volume near to the protein by using a simple cut-off of 0.7 
nm between protein heavy atoms and the water oxygen or urea carbon, however the 
results are fairly insensitive to the choice of cutoff, as long as it is large enough (Figure 
S2). We can in addition write the total ΓUP as a sum over group contributions, by 
assigning the water and urea molecules in the protein domain to the group on the protein 
to which they are closest, corresponding to a Voronoi tessellation of the domain 
surrounding the protein.93-94 The groups we have chosen are the backbone and side-chain 
heavy atoms of each residue.  
 In Figure 2, we show the decomposition of the preferential interaction for 
backbone and side-chains for each residue type. We see that urea interacts favourably 
with the backbone of all residue types, although there is some residue to residue 
variation. While we have presented the average ΓUP for each residue type, we note that its 
value is relatively independent of the sequence context, with similar results being 
obtained for all residues of a given type (Figure S3). This supports one of the 
assumptions of the commonly used additive schemes for decomposing protein-denaturant 
interactions,1, 9, 95 for example the decomposition of protein folding m-values as a sum 
over independent contributions from different functional groups in the polypeptide 
chain.9  On the other hand, the association with glycine, which is often used as a 
model for the protein backbone in decomposition schemes, is notably higher than 
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(right axis) were approximated from ΓUP using Δ!tr ≈ −!"ΓUP , where R and T are the 
molar gas constant and absolute temperature, respectively.90 Transfer free energies for 
charged residues (*) are not directly comparable, because they necessarily include 
counterions. (Bottom) Preferential interaction coefficients ΓUP and transfer free energies 
Δ!tr normalized by the average surface area of each residue, !SA. Broken line is the 
average ΓUP/!SA over all charge neutral residues. Residue labels are colored according to 
residue type: hydrophobic: green, polar: blue, charged: red. Simulation error bars refer 
to the standard error of the mean, computed from block averages. 
 
  
 Since experimental preferential interaction coefficients are not available for all 
residue types, we have compared our results with per-residue transfer free energies from 
water to 1 M urea95. We estimate transfer free energies Δ!tr from preferential interaction 
coefficients using the approximate relation Δ!tr ≈ −!"ΓUP. This expression is valid at 
low denaturant concentrations and for ideal denaturant solutions90. A concentration of 1M 
is sufficiently low for the first assumption to be valid and urea solutions are known to be 
very close to ideal99 (also reflected in properties of the KBFF force field62). This 
expression also ignores any systematic changes in protein dimensions with denaturant 
concentration, which we have just shown to occur. However, given that the percentage 
increase in protein size is modest, we feel this is also a reasonable first approximation. 
The Pearson correlation coefficient of the transfer free energies between the 
simulation and experiment is 0.63 with a p-value of 0.01, suggesting the calculated 
values capture very well the overall magnitude and sign of the protein-urea 
interactions, and to a good extent the variation from residue to residue. We note that 
a direct comparison cannot be made with the charged residues, because their Δ!tr refers 
to transfer free energies for their Na+ or Cl- salts, and so may include significant 
contributions from the transfer free energies of these ions. The total preferential 
interaction or transfer free energy depends both on the size of the residue, as well as on 
its chemical identity. We can approximately normalize for the contribution from size by 
dividing by the average Connolly solvent-accessible surface area, shown in Figure 2. 
After this correction for size, the interaction coefficients from simulation are quite similar 
for most of the residues, the remaining outliers being the charged residues, and 
glutamine.  
 We have analyzed further the mechanism of action of urea with both backbone 
and side-chains, starting with hydrogen bonding, which is the easiest type of interaction 
to single out (Figure 3). We find that for most residue types, the average number of 
hydrogen bonds between the backbone and urea at 1 M denaturant is very close to the 
number of excess urea molecules, relative to bulk (given by the preferential interaction 
coefficient). This strongly suggests that hydrogen bonding is the main mode of 
interaction with the backbone, with many of the side-chains also making hydrogen-
bonded interactions with urea. In addition, however, it is clear that the hydrophobic side-
chains interact favorably without forming any hydrogen bonds. An apparently more 
puzzling result is the negative preferential interaction of some of the charged side-chains 
with urea, despite the number of hydrogen bonds to water being similar for analogous 
charged and uncharged side-chains (e.g. Asp and Asn). The most likely explanation is an 
enhanced local water density in the vicinity of the ionic side-chain, such that the average 
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Rela8on	  to	  transfer	  free	  energies:	  

the average value (compare dashed and dotted lines in Fig. 2), which may lead such 
schemes to underestimate the contributions from side-chains. This may reflect some 
of the known limitations of assuming additivity in calculations of protein-solvent 
interactions,96 although we must also concede that our decomposition of space using a 
Voronoi scheme is certainly not unique. The side-chain contributions show that urea also 
interacts favorably with almost all side-chains, the only exceptions being the anionic 
aspartate and glutamate residues, consistent with an earlier study8. Our results thus 
suggest that both backbone and side-chains contribute comparable amounts to the 
favorable solvation of the unfolded state by urea solutions, in agreement with the results 
of other recent computational studies7, 92. Note that this does not mean they contribute 
equally to folding m-values, which measure how the difference between the folded and 
unfolded Δ!tr changes with denaturant concentration. A calculation including the folded 
state (or at least, a fully collapsed state97) would be needed to evaluate the relative 
contribution of the backbone to folding m-values.98 
 

!
Figure 2. Preferential interaction coefficients ΓUP (left axis) for association of urea with 
the protein surface at 1 M urea. (Top) Decomposition of ΓUP for each type of residue into 
backbone and side-chain contributions. Broken line is the average backbone contribution 
across all residues. Dotted line is ΓUP  for glycine. (Centre) Comparison of ΓUP for whole 
residues with experimental water to urea transfer free energies.95 Transfer free energies 
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Denaturation	  mechanism	  

  
Figure 3.  Hydrogen bonding between urea and protein. In (a) and (b) are shown the 
number of hydrogen bonds per urea molecule to the backbone and side-chains 
respectively, averaged by residue type, at different urea concentrations. In (c) and (d) we 
compare the average number of hydrogen bonds with the preferential interaction 
coefficients, a measure of the number of excess urea molecules in the vicinity of each 
group, relative to bulk. Error bars refer to the standard error of the mean, computed 
from block averages. 
 
 The stronger interactions of the protein with the solvent imply relatively weaker 
protein-protein interactions, which should disrupt any local structure (native or non-
native) formed at low denaturant concentration. ACTR is known to be quite unstructured 
in water, however it does have some residual helical structure which is lost at high urea 
concentration, as probed by ultraviolet circular dichroism (CD), as well as nuclear 
magnetic resonance spectroscopy56, 104. We have computed average helix fraction as a 
function of denaturation concentration, and while the data exhibit considerable noise, 
there does appear to be a modest decrease in helix fraction with increasing denaturant 
concentration, in good agreement with the helix fraction inferred from CD, 
considering the statistical error in the simulation (Figure S10), and in accord with the 
finding that proteins populate more extended structure in denaturant than in water.105 This 
loss of helix when the protein expands at higher denaturant concentration is in contrast 
with the situation when the temperature is raised, which causes ACTR to collapse (due to 
strengthened hydrophobic effect106), but also an apparent reduction of helix content104, as 
has also been observed in all-atom simulations of unfolded proteins107. Thus there is 
not a simple connection between the collapse and the formation of helical structure, and 
collapse can be driven by the different types of interaction, depending on the conditions.   
 
Comparison of Simulations with FRET and SAXS. To validate the results of our 
simulations, we compare the raw experimental data70 with that calculated from the all-
atom simulations. In Figure 4, we show the mean FRET efficiency computed from the 
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Comparison	  with	  experiment	  

simulations using the Förster equation (Equation 3) as a function of urea concentration, 
together with the experimental results, for three different pairs of residues labeled with 
FRET donor and acceptor chromophores. There is naturally a considerable statistical 
uncertainty in our estimates, given the quantity of data available.  Especially at high 
denaturant concentration, there is a deviation of FRET efficiency between the 
simulation and experiment.  This is probably due to the limited box size affecting 
end-end distance of more expanded configuration and significantly lower viscosity 
of the solution at high denaturant concentration. We note that the simulations with 
a larger solvent box do agree better with experiment at high urea concentration. 
This may reflect an absence of interactions with the periodic image, but with the 
caveat that the simulations with the larger boxes are only 0.6 µs versus 2 µs for the 
small box simulations. Even with the deviation at high urea concentration, the 
Pearson correlation coefficient of the FRET efficiencies between the simulation and 
experiment is 0.91 with a p-value in the order of 10-7, suggesting the agreement 
between experiment and simulation is overall quite good. In Table 2, an all-vs-all 
comparison of simulation and experimental efficiencies at different concentrations shows 
that the best agreement is obtained when the concentrations in simulation and experiment 
are the same, or nearly the same, implying that the expansion we observed in simulation 
is also present in experiment. We note that, since the chromophores were not explicitly 
present in the initial set of simulations, we have accounted for the effects of the protein-
chromophore linkers by scaling the separation between the Cα of the labeled residues 
(Equation 5). In addition, we assume that the efficiency is determined only by the donor-
acceptor distance and that the FRET orientational factor !! = 2/3108. We will revisit and 
justify both of these assumptions in the next section. 
 

 

!
Figure 4: Comparison with experimental observables. Left: SAXS; Right: FRET.  
Experimental data (from Ref70) and uncertainties are represented by shaded areas and 
simulation data by solid lines.  Solid symbols show the results of simulations with a 
common box size (12 nm rhombic dodecahedron), and open symbols the results using 
larger box sizes (15 nm and 17 nm at 5 M and 7 M, respectively).  Large box 
simulations were run for 0.6 µs versus 2 µs for the small box simulations.  For 
calculating FRET efficiencies, the distance between the Cα atoms of the labeled residues 
has been rescaled by a factor [!!!! ]! as detailed in the Methods section. For FRET, 
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SAXS:	  all-‐atom	  calcula8on	  of	  scaFering	  intensity	  from	  pair-‐
distance	  distribu8on	  func8ons	  

Köfinger,	  Hummer,	  PRE,	  87,	  052712	  (2013) 	  	  
FRET:	  calculated	  (ini8ally)	  from	  CA-‐CA	  distance	  of	  labelled	  
residues	  using	  Förster	  theory,	  accoun8ng	  for	  dye	  linker	  length	  	  

T.	  Förster,	  Ann.	  Phys,	  6,	  55	  (1948)	  

SAXS Calculations. All-atom SAXS calculations were performed using the algorithm 
described by Köfinger and Hummer65, and is briefly described here.  The SAXS intensity 
!(!) is calculated by 

! ! = !! ! !! ! [!!!" ! + !!!" ! ]!,!                               (1) 
in which !!!" represents the partial intensity difference between protein with solution 
(foreground) and pure solution (background), and !! !  the form factor of species i.  The 
term !!!"(!) adds back the bulk solvent contribution oversubtracted in !!" .  This 
correction is not used in the current work, since it has been shown in the original 
literature to have limited influence on the SAXS intensity for the range of q we are 
interested in (! < 0.5!Å!!).  For each denaturant condition with SAXS calculation, two 
sets of MD simulations, with and without a protein molecule, were set up with the same 
number of denaturant molecules and ions.  The protein was replaced with additional 
water molecules in the pure solvent simulation to make the volume of the background 
simulation the same as the foreground.  !!!" can then be calculated from all-atom MD 
data by 

!"!" ! = !!"!!! +
!!!" ! !"# !"

!" !"!!
!                                  (2) 

in which !!! is the difference of the average number of particles of species ! between the 
foreground and background simulations, and !!!" are the difference distribution 
functions of interparticle pair distances between the foreground and background 
simulations, and R is the radius of the sphere in which foreground observations are made. 
 
SAXS calculations with an implicit solvent model were performed with the programs 
CRYSOL41 and FOXS66.  Here, we briefly describe CRYSOL and refer the readers to the 
original literature for more details.  The scattering intensity is calculated by three terms:  

! ! = !! ! − !!!! ! + !! − !! !! ! ! ! 

the first scattering amplitude is that of the protein in vacuo, the second is from the 
volume excluded to the solvent, and the third the one from the surface hydration layer 
with a higher density than the bulk solution.  !! and !! represent the scattering density of 
surface layer and pure solvent, respectively, and Ω an average over a uniform distribution 
of macromolecular orientations relative to the incident beam. For a conformational 
ensemble additional averaging needs to be performed over the I(q) profiles calculated for 
each ensemble member.  Since the hydration layer is empirically estimated, just protein 
coordinates are required to calculate the SAXS intensity using CRYSOL.  Here we use 
the protein coordinates only from the same all-atom MD simulation data. 
 
FRET Calculations. In most cases, FRET efficiencies E were calculated based on the 
donor-acceptor distance R, assuming that the orientational dynamics of donor and 
acceptor chromophores was fast compared to the fluorescence lifetime,67 so that the 
orientational factor !! = 2/3, and that the distance dynamics within the chain are slow 
relative to fluorescence lifetime of the donor67-68, i.e.  

! = !
!!( !!!)

!                                                           (3) 

 



Comparison	  with	  experiment	  

simulation error bars give the standard error of the mean and the shaded regions 
account for the systematic error in experiment. 
 
 
 
 
Table 2: Pairwise reduced !! between the simulation and experimental observables. 
!!"#$! =< (!sim − !exp)! (!sim! +!exp! ) > where and Esim and Eexp are the simulation 
and experimental FRET efficiencies, and !sim!  and !sim!  the corresponding variances 
and the average is over denaturant concentrations.   !!"#!! = (Isim − Iexp)!!exp!! (Isim −
Iexp), in which !!"# is the covariance matrix from 30 independent experimental 
measurements for each urea concentration, and !exp!!  its pseudo-inverse.  Rows and 
columns correspond to simulation and experimental urea concentrations, respectively, i.e. 
the lowest number in each column (in boldface) indicates the urea concentration 
(row) of the simulation which agrees best with that experiment (column). Ideally, 
the lowest numbers should be on the diagonal, or close to it, which occurs in most 
cases.  For SAXS, we show the comparison for q < 0.04 Å-1, the full range comparison 
(which is similar) can be found in Table S3.  The scattering intensity from simulation 
is scaled by a factor ! to correct for differences of magnitude of scattering 
intensities between simulation and experiment. (L) indicates the large box 
simulations at 5 and 9 M urea concentration. 
 
  Experiment 
 FRET !! 0 M 1.0 M 2.5 M 5.0 M 7.0 M 9.0 M 

Si
m

ul
at

io
n 

0.0 M 0.92 1.44 2.81 5.02 6.51 7.95 
1.0 M 1.89 1.67 3.25 6.67 9.18 11.7 
2.5 M 3.75 1.16 0.27 1.07 2.16 3.45 
5.0 M 7.26 3.65 1.29 0.28 0.26 0.52 
5.0 M (L) 37.9 24.4 13.6 6.19 3.55 2.08 
7.0 M 95.5 63.2 36.8 17.8 10.6 6.06 
9.0 M 66.3 46.2 29.7 17.2 12.1 8.43 
9.0 M (L) 8.38 5.16 2.69 1.08 0.56 0.30 
SAXS !! 1.0 M 2.5 M 5.0 M 9.0 M   
1.0 M 1.59 3.99 5.98 1.90   
2.5 M 1.53 3.26 4.79 1.54   
5.0 M 1.96 4.25 3.94 1.26   
5.0 M (L) 2.43 5.73 3.77 1.17   
9.0 M 2.71 6.67 3.78 1.16   
9.0 M (L) 3.35 9.97 4.27 1.19   

 
 
  
We have also computed SAXS scattering profiles I(q) using the all-atom 

coordinates via an established procedure65. To do this, we compute the atom-atom pair 
distance distribution functions (PDDFs) within a spherical volume around the protein 
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Is	  collapse	  induced	  by	  FRET	  labels?	  

number of extra residues !linker has been chosen to be around 9 from the literature35 and ν 
is the polymer scaling exponent (from Table 1). Since in the simulations with attached 
chromophores, we can measure both distances, we determine !linker by minimizing the 
difference between the average FRET efficiency computed using the distance between 
chromophores, and that computed using the distance between residues with the !linker-
dependent correction. The χ2 between these two estimates is shown in Figure 5(c), 
yielding a minimum at !linker ≈ 10 residues, very close to the value of 9 estimated from 
experiment.  

! !
Figure 5: Explicit and implicit treatment of dyes in FRET calculation.  (a) Rg of residue 
3-75 fragment for simulation with dyes (red) and without dyes (blue).  (b) FRET 
efficiency for simulation with dyes (red) and without dyes (blue).  For simulations with 
dyes, FRET efficiency is estimated from three different ways described in the Methods 
section, including Cα distance with a correction of linker length of 9 residues (circle), C1 
distance without the correction (lower triangle), and integration of the intensity decay 
directly.  (c) Variation of !! between the two ways of calculating FRET efficiency 
described in (b) as a function of the linker length, and the linker length obtained from the 
experiment (dash line).  (d) !! of dyes in the simulation and the value expected for 
complete rotational averaging (dash line). Error bars are the standard error of the 
mean, computed from block averages. 
 
SAXS calculations using explicit and implicit solvent models. In the above 
analysis, we have computed SAXS scattering intensities using an all-atom representation, 
including all solvent molecules65, 111. This is the gold standard, and could be important if 
there were significant solvent structure around the protein which could even affect the 
measured radius of gyration if, e.g., the solvent specifically partitioned toward the center 
of the coil rather than being uniformly distributed along its length. Whether such solvent 
structuring is significant can be elucidated via a straightforward test: comparison of the 
scattering curves from the all-atom calculations with those from an implicit uniform 
model for the surface solvent. Using the same protein configurations as for the atomistic 

-‐	  Rg	  same	  with/without	  labels	  
	  
-‐	  Same	  FRET	  efficiency	  with	  
explicit	  labels,	  and	  label	  
dynamics	  

where the averaging is over all frames of the trajectory, and R0 is the spectroscopically 
determined Förster radius69 for the donor and acceptor dyes used here, AlexaFluor 488 
and AlexaFluor 594 14. R0 is defined from the refractive index, n, and the R0 in the 
absence of denaturant, !! 0 = 5.4!nm, as69: 

!! ! = (! ! )!⋅(!! ! )!
!!

!
!,                                            (4) 

In this expression, n(0) is the refractive index at 0 M and  
! Urea = 1.3361+ 0.00841 Urea , 

in which [Urea] is the urea concentration (this curve is determined for a solution of 50 
mM sodium phosphate, 140 mM β-mercaptoethanol and 0.01% Tween 20)70. It is 
assumed that changes in the donor quantum yield and spectral overlap integral do not 
significantly change with denaturant concentration. Since the chromophores were not 
present in most of the simulations, in these cases R was calculated between the Cα of 
residues X and Y labeled in the experiment.  The distance is then rescaled by a factor of  

! = !!!linker
!

!
                                                     (5) 

in which ! is the number of bonds between the FRET dyes in the experiment, ! is the 
Flory scaling exponent determined from the scaling of internal chain distances with 
sequence separation in the simulation (Figure 1),71 and !linker is a free parameter 
representing the linker length.  It has previously been estimated empirically to be ~917, 35. 
 
For the case in which the chromophores were explicitly simulated, the FRET efficiency 
can be calculated in three different ways.  The first is to use the equation and correction 
factor described above, in which distances between Cα are used.  The second is to use the 
distances between the “C1” atoms of each chromophore as described previously64 without 
a correction factor. A more sophisticated approach, which assumes only that Förster 
theory is sufficiently accurate, can also be applied to the simulations including explicit 
donor and acceptor chromophores64, 72-74. In this case, the!transfer!rate!!ET ! !for!
configuration!x"in!the!simulation!trajectory!is!given!by!

!ET ! = !
! !D!!

! !!(!)
!!(!)                                                   (6)  

where kD is the donor fluorescence decay rate in the absence of an acceptor, and the 
orientational factor ! is given by  

! = !D ⋅ !A − 3(! ⋅ !A)(! ⋅ !D) ,                                           (7) 
where !D and !A are unit vectors in the direction of the donor and acceptor transition 
dipoles, respectively, and ! is a unit vector pointing between donor and acceptor. We 
assume that the donor and acceptor transition dipole moments are approximately aligned 
with the long axis of each chromophore system (defined by the vectors between atoms 
C11 and C12 within each chromophore), and the distance between the chromophores is 
taken to be that between the C1 atoms of each chromophore64. The decay in donor 
fluorescence intensity is evaluated by calculating the survival probability of the excited 
state with a fluctuating transfer rate, averaged over all possible time origins, t0, along a 
simulation trajectory: 

! ! = exp − (!! + !!" !! + ! )!"!
! !!

                             (8) The average FRET efficiency was obtained by integration of the intensity decay (or 
lifetime distribution) 

! = 1− !D ! ! !"!max
! ,                                          (9) 

where the maximum integration time tmax was chosen as 20 ns, by which time the 
fluorescence had essentially decayed to zero for kD = 0.238 ns-1. 
 
Results and Discussion 
 
ACTR expands in denaturant solution. To sample the configurations of the 
intrinsically disordered protein ACTR, we ran multiple unbiased, 2 µs-long, equilibrium 
MD simulations in explicit water and different denaturant concentrations (Table S1). 
Such extensive trajectories, while still posing a challenge for the large systems 
considered, are the minimum necessary to obtain a representative sampling, given that the 
experimental reconfiguration times of unfolded and disordered proteins are typically of 
the order of 0.05-0.1 µs17, 75-77 . We use force field models for protein, urea and water 
which we have recently parameterized to reproduce the balance of interactions between 
the protein, water, and denaturant components of the system44, 55. We note that using 
such a force field is essential, because recent work has shown that most existing 
force fields result in too collapsed conformations of proteins even in the absence of 
denaturant78-79, with several suggested corrections proposed55, 80-81. This would 
confound any attempt at quantitative comparison with experiment55. Although we 
consider the effects of both urea and GdmCl, in the interest of brevity, we describe only 
the results for urea in the main text (see Supporting Information for GdmCl).  
!

R1.2 

where the averaging is over all frames of the trajectory, and R0 is the spectroscopically 
determined Förster radius69 for the donor and acceptor dyes used here, AlexaFluor 488 
and AlexaFluor 594 14. R0 is defined from the refractive index, n, and the R0 in the 
absence of denaturant, !! 0 = 5.4!nm, as69: 

!! ! = (! ! )!⋅(!! ! )!
!!

!
!,                                            (4) 

In this expression, n(0) is the refractive index at 0 M and  
! Urea = 1.3361+ 0.00841 Urea , 

in which [Urea] is the urea concentration (this curve is determined for a solution of 50 
mM sodium phosphate, 140 mM β-mercaptoethanol and 0.01% Tween 20)70. It is 
assumed that changes in the donor quantum yield and spectral overlap integral do not 
significantly change with denaturant concentration. Since the chromophores were not 
present in most of the simulations, in these cases R was calculated between the Cα of 
residues X and Y labeled in the experiment.  The distance is then rescaled by a factor of  

! = !!!linker
!

!
                                                     (5) 

in which ! is the number of bonds between the FRET dyes in the experiment, ! is the 
Flory scaling exponent determined from the scaling of internal chain distances with 
sequence separation in the simulation (Figure 1),71 and !linker is a free parameter 
representing the linker length.  It has previously been estimated empirically to be ~917, 35. 
 
For the case in which the chromophores were explicitly simulated, the FRET efficiency 
can be calculated in three different ways.  The first is to use the equation and correction 
factor described above, in which distances between Cα are used.  The second is to use the 
distances between the “C1” atoms of each chromophore as described previously64 without 
a correction factor. A more sophisticated approach, which assumes only that Förster 
theory is sufficiently accurate, can also be applied to the simulations including explicit 
donor and acceptor chromophores64, 72-74. In this case, the!transfer!rate!!ET ! !for!
configuration!x"in!the!simulation!trajectory!is!given!by!

!ET ! = !
! !D!!

! !!(!)
!!(!)                                                   (6)  

where kD is the donor fluorescence decay rate in the absence of an acceptor, and the 
orientational factor ! is given by  

! = !D ⋅ !A − 3(! ⋅ !A)(! ⋅ !D) ,                                           (7) 
where !D and !A are unit vectors in the direction of the donor and acceptor transition 
dipoles, respectively, and ! is a unit vector pointing between donor and acceptor. We 
assume that the donor and acceptor transition dipole moments are approximately aligned 
with the long axis of each chromophore system (defined by the vectors between atoms 
C11 and C12 within each chromophore), and the distance between the chromophores is 
taken to be that between the C1 atoms of each chromophore64. The decay in donor 
fluorescence intensity is evaluated by calculating the survival probability of the excited 
state with a fluctuating transfer rate, averaged over all possible time origins, t0, along a 
simulation trajectory: 

! ! = exp − (!! + !!" !! + ! )!"!
! !!

                             (8) 
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two-state folding proteins 20−24
and for an IDP. 25 For larger

proteins, collapse upon denaturant dilution has been observed

in time-resolved SAXS experiments, but in those cases the

presence of stable folding intermediates modulating the

observed R
g cannot be excluded. 26−28

In contrast,

FRET 11,29−35
and contact-based quenching experiments 34,36

show an increase in the average distance between labeled sites

with denaturant, and NMR, 20DLS, 15,37
1- and 2f-FCS, 38−40

as

well as analytical size exclusion chromatography studies 41

provide evidence for an increase in hydrodynamic radius (Rh)

with increasing denaturant concentration. Such an expansion

would be consistent with improved solvation by the denaturant

solution, 33,42,43
currently understood to be the mechanism by

which chemical denaturants destabilize folded proteins. 33 The

increase in average distance observed by FRET is accompanied

by an increase of the polymer scaling exponent for the unfolded

state. 40However, even the fractal dimension (the inverse of the

scaling exponent) measured by SAXS has been reported to be

denaturant independent for several IDPs or the unfolded state

of two-state proteins, 23,25
although a urea-dependent fractal

dimension has been found for reduced RNase A. 44Thus, while

the analysis of each type of experiment appears internally

consistent, the outcomes from SAXS and FRET experiments

have led to qualitatively different conclusions. Indeed, for the

single protein that has been investigated by both methods so far

(protein L 21,31,45), very different results have been obtained

from SAXS and FRET experiments. The discrepancy persisted

in recent follow-up efforts on protein L, in which the

experimental conditions in SAXS were matched to FRET, 23

as well as in a study on the effect of denaturant on the Rg of

polyethylene glycol (PEG) monitored by SANS and FRET 22

(as for proteins, both urea and guanidinium chloride are known

to associate favorably to PEG 46). In contrast, changes in the Rg

of unfolded proteins upon variation in pH or reduction of

disulfide bridges have been unequivocally identified by SAXS,

illustrating its fundamental suitability for identifying changes in

unfolded state dimensions. 47,48
Therefore, a reconciliation of

the observations from SAXS and FRET in denaturant is still

lacking. Clearly it is critical to resolve this issue, because it

implies that at least one of the experiments is being incorrectly

interpreted, with implications for their application to other

problems related to unfolded and intrinsically disordered

proteins. Furthermore, the absence of denatured-state

expansion would contradict common theories for the

mechanism of chemical denaturation 33,49,50
and would overturn

our understanding of this important process.

Here, we set out to understand the origin of this

disagreement. To do so, we have chosen to systematically

study two different proteins by a broad array of experimental

and computational techniques using identical solution con-

ditions and samples across the different types of experiment. As

much as possible, the same protein constructs were used for all

experiments, apart from the addition of donor and acceptor

chromophores for FRET and a single dye for 2f-FCS. For the

proteins, we selected a destabilized mutant of the spectrin R17

domain (R17 C66A/L90A or R17d) and the intrinsically

disordered activator for thyroid hormone and retinoid receptors

(ACTR). 51,52
This choice was motived by the desire to capture

different sequence properties, since ACTR lacks a stable fold

whereas R17 folds into a three-helix bundle, as well as a

difference in size (by 39 residues, sequences in Table S1).

Importantly, both proteins can be studied over a wide range of

denaturant concentrations, because ACTR does not fold in the

absence of a binding partner, 51−53
and R17d is completely

unfolded even at low denaturant concentration (note, however,

that the collapse behavior is not affected by the destabilizing

amino acid exchange in R17d and is very similar to other

spectrin domains 54). Therefore, there is no need to separate out

a folded-state population, otherwise a major complication for

ensemble-averaged experiments. Furthermore, previous work

has shown ACTR to have only low helical content in water, 51,55

and residual helical structure was not detected for unfolded

R17. 56 Therefore, these proteins should also not have an

unusual predisposition toward collapse in water due to

secondary structure formation. Both proteins are highly soluble,

so that potential aggregation problems occurring at relatively

high protein concentrations required for SAXS and DLS are

minimized. We study each protein in both of the most

commonly used chemical denaturants, urea and guanidinium

chloride (GdmCl).
We investigated the degree of unfolded-state expansion via

four different experimental techniques that probe directly either

intramolecular distances or hydrodynamic radii (Figure 1). In

the first class are single-molecule FRET experiments, which

probe distance distributions between individual pairs of

residues, exploiting the Förster relation between the FRET

efficiency and the distance between pairs of fluorophore-labeled

residues 57 (Figure 1a). The resulting average intramolecular

Figure 1. Schematic illustration of the different types of experiments

used. (a) FRET efficiency, E, reports on the interchromophore

distance, r; R0 is the Förster radius. (b) SAXS intensity, I(q), is related

to the radius of gyration, rg, for small values of momentum transfer, q.

(c) 2f-FCS measures the translational diffusion coefficient (D) from

the fluorescence intensity cross-correlation of a molecule diffusing

through two partially overlapping confocal laser foci separated by a

distance δ and generated by orthogonally polarized pulsed interleaved

beams of width w. (d) DLS measures D from the time correlation

function of light scattering intensity fluctuations caused by changes of

the mutual positions of molecules. Lower case r and rg indicate the

inter-dye distance and the radius of gyration of an individual

conformation, respectively, as opposed to their capital counterparts

signifying a value averaged over multiple conformations. Equations

beneath figures are only meant to convey the important quantities

evaluated in each technique and a general idea of how these

observables are then used for data analysis.
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Figure S11. Dependence of Rg on the inner and outer radius defining the background 
region via Guinier fit within q < 0.04 Å!!.  Legend shows the outer radius tested and blue 
dashed lines the selected inner radii.  The outer radius is always selected to be 2 Å smaller 
than the box size due to the boundary effect. 
 
 

 
 
Figure S12. Decay of donor fluorescence intensity I(t) and autocorrelation functions C(t) 
of donor, acceptor and !! from simulations of ACTR labeled with Alexa 488 and Alexa 
594 in 1 M and 5 M urea. Donor and acceptor correlation functions are P2 
autocorrelations of a vector µ defined with respect to the largest conjugated ring system 
of each chromophore, i.e. ! ! = !![! 0 ∙ ! ! ] , where P2 is the second order 
Legendre polynomial. The intrinsic decay of the donor fluorescence (taken as 4.2 ns) is 
shown as a broken line.  
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number of extra residues !linker has been chosen to be around 9 from the literature35 and ν 
is the polymer scaling exponent (from Table 1). Since in the simulations with attached 
chromophores, we can measure both distances, we determine !linker by minimizing the 
difference between the average FRET efficiency computed using the distance between 
chromophores, and that computed using the distance between residues with the !linker-
dependent correction. The χ2 between these two estimates is shown in Figure 5(c), 
yielding a minimum at !linker ≈ 10 residues, very close to the value of 9 estimated from 
experiment.  

! !
Figure 5: Explicit and implicit treatment of dyes in FRET calculation.  (a) Rg of residue 
3-75 fragment for simulation with dyes (red) and without dyes (blue).  (b) FRET 
efficiency for simulation with dyes (red) and without dyes (blue).  For simulations with 
dyes, FRET efficiency is estimated from three different ways described in the Methods 
section, including Cα distance with a correction of linker length of 9 residues (circle), C1 
distance without the correction (lower triangle), and integration of the intensity decay 
directly.  (c) Variation of !! between the two ways of calculating FRET efficiency 
described in (b) as a function of the linker length, and the linker length obtained from the 
experiment (dash line).  (d) !! of dyes in the simulation and the value expected for 
complete rotational averaging (dash line). Error bars are the standard error of the 
mean, computed from block averages. 
 
SAXS calculations using explicit and implicit solvent models. In the above 
analysis, we have computed SAXS scattering intensities using an all-atom representation, 
including all solvent molecules65, 111. This is the gold standard, and could be important if 
there were significant solvent structure around the protein which could even affect the 
measured radius of gyration if, e.g., the solvent specifically partitioned toward the center 
of the coil rather than being uniformly distributed along its length. Whether such solvent 
structuring is significant can be elucidated via a straightforward test: comparison of the 
scattering curves from the all-atom calculations with those from an implicit uniform 
model for the surface solvent. Using the same protein configurations as for the atomistic 
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!  
Figure 6: Explicit (always shown by the thick curve in (a), (c) and (d)) and implicit (thin 
line) treatment of solvent in SAXS calculation. (a) Log-log plot of scattering intensity 
with legend showing the urea concentration. Dashed lines (* in legend) indicate 
simulations with a larger simulation box at 5 and 9 M urea.  (b) Relative difference 
between the scattering intensity of explicit and implicit treatment of solvent in SAXS 
calculation, |!implicit ! − !explicit(!)|/!explicit(!).  (c) Guinier plot.  (d) Kratky plot.  We 
obtain essentially identical results either from all-atom or CRYSOL calculation at low 
scattering angles (i.e. solvent structuring does not influence the measured Rg).  For all the 
comparisons, the scattering intensity from implicit treatment of solvent is scaled by a 

factor ! to minimize !! !"implicit ! − !explicit !
!
, to correct for differences of 

scattering intensities between simulation and experiment. 
 

 
 
 
Conclusions 
 

We have used unbiased microsecond atomistic simulations with a force field 
carefully calibrated against small-molecule solubility data to investigate the effect of 
denaturants on an intrinsically disordered protein. We find that increasing only the 
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Figure 6: Explicit (always shown by the thick curve in (a), (c) and (d)) and implicit (thin 
line) treatment of solvent in SAXS calculation. (a) Log-log plot of scattering intensity 
with legend showing the urea concentration. Dashed lines (* in legend) indicate 
simulations with a larger simulation box at 5 and 9 M urea.  (b) Relative difference 
between the scattering intensity of explicit and implicit treatment of solvent in SAXS 
calculation, |!implicit ! − !explicit(!)|/!explicit(!).  (c) Guinier plot.  (d) Kratky plot.  We 
obtain essentially identical results either from all-atom or CRYSOL calculation at low 
scattering angles (i.e. solvent structuring does not influence the measured Rg).  For all the 
comparisons, the scattering intensity from implicit treatment of solvent is scaled by a 

factor ! to minimize !! !"implicit ! − !explicit !
!
, to correct for differences of 

scattering intensities between simulation and experiment. 
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LiFle	  difference	  between	  	  
-‐	  Explicit	  solvent	  model	  (thick	  lines)	  	  
-‐	  Implicit	  (CRYSOL)	  solvent	  model	  (thin	  lines)	  

Rg	  from	  Guinier	  fit	  =	  true	  Rg	  

!! !
Figure 1. Equilibrium properties of ACTR in Urea.  (a) Fluctuations in Rg over time at 
selected denaturant concentrations, concentration as labeled in (b). (b) Time correlation 
functions for Rg.  (c) Dependence of mean Rg from simulations (blue solid line, filled 
circles), Guinier fit of SAXS intensity with q < 0.04 Å-1 from explicit solvent calculation 
(black dash line, up triangles) and from implicit solvent calculation (black dotted line, 
down triangles). Red symbols show the data from large box simulations (see Table S1). 
(d) the dependence of the Rg included between residues i and j on the sequence separation 
| i − j |. (e) Dependence of root mean square intramolecular distances on denaturant 
concentration. Red symbols show data from large box simulations (see Table S1). (f) 
Dependence of root-mean-square distance between i and j on | i − j |. Scaling exponents 
were calculated by fitting a power law to the dependence on sequence separation | i − j | 
of either the root mean square distance between i and j in (f) or the Rg  of the chain 
included between residues i and j. Solid lines show fits to < !!"! >!/!= 2!!!!!!! and 

< !!,!"! >!/!≈ !!!!
!!!! !!!! !

!, in which !!=0.4 nm and ! = 0.38!nm35 (the expression 

for Rg is an approximation which assumes Flory scaling to hold for all i,j pairs, although 
it is only strictly valid for sufficiently large ! − ! ).  Simulation error bars are 
obtained from block averages, as described in the SI text, and refer to the standard 
error of the mean. 
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Part	  2	  –	  Conclusions	  	  

•  An	  IDP,	  ACTR,	  expands	  as	  denaturant	  concentra8on	  
increases	  

•  This	  is	  consistent	  with	  both	  SAXS	  and	  FRET	  data	  
•  FRET	  chromophores	  do	  not	  appear	  to	  cause	  collapse	  
in	  water	  

•  SAXS	  Guinier	  analysis	  should	  faithfully	  report	  Rg	  

Is	  there	  an	  issue	  of	  experimental	  
interpreta8on?	  Inverse	  problem…	  



3.	  Interpretation	  of	  experiments	  in	  
terms	  of	  molecular	  ensembles	  



Strategy	  

•  Study	  IDP	  ACTR,	  as	  well	  as	  Spectrin	  R17	  
mutant	  by	  FRET	  and	  SAXS	  using	  both	  Urea	  and	  
GdmCl	  under	  iden8cal	  experimental	  condi8ons	  

•  Both	  proteins	  can	  be	  studied	  at	  very	  low	  
denaturant	  without	  popula8ng	  folded	  state	  

•  Do	  simplest	  analysis	  of	  each	  type	  of	  
experiment	  to	  extract	  Rg	  

•  Fit	  both	  FRET	  and	  SAXS	  data	  jointly	  to	  a	  
molecular	  ensemble	  



FRET	  

FRET	  efficiency	  decreases	  
with	  [denaturant],	  
sugges8ng	  expansion	  

R17	   ACTR	  

Inferred	  R	  and	  Rg	  increase	  
with	  [denaturant]	  

E = E(r)P(r)dr
0

∞

∫
E(r) =1/ (1+ r6 R0

6)

R = r2
1/2



SAXS	  

Guinier	  
analysis	  

Guinier	  fits	  show	  expansion	  

Strong	  sensi8vity	  of	  Guinier	  fit	  to	  
fiFed	  range	  
-‐  For	  folded	  proteins	  qmaxRg	  <	  1.3	  

is	  safe	  
-‐  For	  IDPs,	  qmax	  needs	  to	  be	  much	  

less,	  no	  more	  than	  1.1	  



Ensemble	  fitting	  
o  Rather	  than	  assuming	  a	  polymer	  model	  (FRET)	  or	  Guinier	  

approxima8on	  (SAXS)	  to	  get	  Rg,	  use	  an	  explicit	  molecular	  
ensemble	  (e.g.	  generated	  by	  simula8on)	  

o  Here	  we	  use	  ABSINTH	  implicit	  solvent	  model	  generate	  
ini8al	  ensemble	  {x1,	  x2,	  x3,	  …,	  xN}	  using	  REMC	  to	  sample.	  
Vitalis,	  Pappu,	  J.	  Comput.	  Chem.	  30,	  673	  (2008)	  

o  Reweight	  the	  ensemble	  to	  fit	  data	  (minimize	  χ2)	  by	  
assigning	  weights	  {w1,	  w2,	  w3,	  …,	  wN}	  

Other	  groups	  working	  on	  “Ensemble”	  methods:	  Vendruscolo,	  
Weare,	  Cavalli,	  Head-‐Gordon,	  Boomsma	  
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highlighted a weak protein concentration dependence of D (Figure S16c), resulting in a slight decrease 
of the measured Rh at low denaturant concentrations and an increase of similar magnitude at high 
denaturant concentrations (Figure S16d). To measure Rh values as accurately as possible, we used 
protein samples at the lowest useful concentration. R17d was measured between 0.14 and 5 mg/ml 
from 0.2 to 7.05 M GdmCl, and at 1.6 mg/ml between 0.62 M and 9.02 M urea (Figure 4a and c). 
ACTR was measured between 1.5 and 7.35 mg/ml between 0 and 6.94 M GdmCl and between 1.5 and 
3.7 mg/ml between 0 and 8.96 M urea (Figure 4b and d). The results of the protein concentration 
dependence of D as a function of denaturant concentration imply that the Rh shown in Figure 4a, b and 
c is a slight overestimate or underestimate at low and high denaturant concentrations, respectively, 
which could be the reason why the expansion monitored with DLS seems to plateau earlier than e.g. 
2f-FCS experiments. Enough data could be collected for ACTR between 0 to 8.96 M urea to 
extrapolate to infinite protein dilution (Figure 4d), which resulted in very similar values of Rh as the 
lowest protein concentrations. 
 
Ensemble fitting methods 
Explicit ensembles of structures were generated using the implicit-solvent model ABSINTH20, with the 
CAMPARI program, with the OPLS version of the model, and using a temperature-independent 
implicit solvent. While a temperature-dependent implicit solvent has been described21, in this case our 
aim was to generate a range of samples with different radius of gyration, by varying the temperature. 
To this end, temperature replica exchange Monte Carlo was run for 1.3 million steps, spanning a range 
of 280 to 2446 K with 64 replicas, starting from a fully extended configuration. At each temperature, 
the first 0.3 million steps were for equilibration, and 10,000 protein configurations were evenly 
recorded in the productive run. These configurations were fitted to the experimental data using the 
EROS procedure22, with the following target function: 

! !! = 0.5!! − !fit!( !! ) 
In this equation, 0.5!! is the negative log likelihood of observing the experimental data given the 
ensembles, if we model the error as a Gaussian function (multivariate Gaussian for correlated data set 
like SAXS intensity).  !! is also the conventional un-normalized chi-square function expressing the 
agreement between the FRET and SAXS experimental data and the results back calculated from the 
model, when a set of normalized weights !!  is assigned to the structures in the ensemble, i.e.  

!! = !!sim !! − !!expt
!

!!expt
! +

!∈FRET
[!sim !! − !expt ]TMΣ!![!sim !! − !expt ] 

In this expression, !!sim !!  are the FRET efficiencies and !sim !!  is the vector of SAXS scattering 
intensities (indexed by q) back-calculated from the ensemble, given the set of weights !! , !!expt and 
!expt  are the corresponding experimental quantities, and !!expt the experimental errors from FRET. The 

matrix Σ!! is the pseudo-inverse of the covariance matrix Σ of a set of M independent measurements of 
SAXS intensities,!!expt, whose average is !expt . In addition to !!, the second term !fit!( !! ) is added 
to prevent overfitting, where ! !! = − !!ln! !! ! is the Shannon entropy and the “temperature” Tfit is 

Köfinger	  and	  Hummer,	  JCP,	  143,	  243150	  (2015)	  	  
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o  Avoid	  overfi�ng	  by	  “regulariza8on”	  



Ensemble	  fits	  
Ensemble	  fits	  also	  suggest	  expansion	  

We	  can	  use	  the	  molecular	  
ensembles	  to	  test	  Guinier	  
analysis	  (no	  noise)	  	  

Actual	  Rg	  
Fit	  over	  [0,qmax]	  
Fit	  over	  [qmin,qmax]	  

Fit	  to	  experiment	  over	  [qmin,qmax]	  



Validation	  –	  Hydrodynamic	  Radii	  



Summary	  	  
R17	   ACTR	  



Boldface:	  StaTsTcally	  Insignificant	  	  ΔBIC	  

Statistical	  significance	  of	  observed	  
expansion	  	  

(from	  Bayesian	  Information	  Criterion)	  
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Protein/Denaturant *FRET 

SAW 

*FRET 
Gaussian 

*SAXS *Ensemble #Ensemble 
FRET 

#Ensemble 
SAXS 

[Denaturant]≥0M       
R17d/GdmCl -171.0 -174.5 -19.5 -62.7 -38.9 -38.8 
R17d/Urea -173.9 -176.1 -145.5 -163.3 -58.8 -69.6 
ACTR/GdmCl -156.4 -173.9 -69.1 -206.5 -55.8 -113.0 
ACTR/Urea -97.5 -100.5 -23.4 -140.3 -21.0 -85.7 
[Denaturant]≥3M       
R17d/GdmCl -2.3 -2.5 1.1 -5.6 1.1 -1.4 
R17d/Urea -11.8 -12.2 0.8 -9.0 -7.0 -3.5 
ACTR/GdmCl -9.2 -11.1 -2.3 -3.2 -4.7 0.7 
ACTR/Urea -4.9 -5.2 1.1 -29.8 -2.8 -22.9 

Table S5: Statistical test of the dependence of Rg on denaturant concentration.  Two linear fitting 
models are used in the test, one with two free parameters (M2), namely !! = ! denaturant + ! and 
one with one free parameter (M1), i.e. !! = !.  The Bayesian information criterion (BIC)23 defined as 
!"!! = !! + !!!" !  is used to test the goodness of M2 and M1 in reproducing the experimental data, 
in which kM is the number of free parameters in model M and n is the number of data points.  
!! = !(!!,!"# − !!)!/!!  is the standard (non-reduced) !!  parameter.  The BIC balances the 
improvement in !! obtained with each additional free parameters with a corresponding penalty, thus 
providing a useful tool to select the best fitting model while avoiding the risk of overfitting: a smaller 
BIC score suggests a better model.  The difference !"#$ = !"!!! − !"!!! is reported either fitting to 
all the data we have or only to the data with denaturant concentration no smaller than 3M.  A negative 
value of  !"#$  suggests that model M2 is the better model, i.e. that Rg varies with denaturant 
concentration.  The entries with !"#$ ≥ −2 are highlighted in boldface, indicating that statistically we 
cannot determine if the chain expands with increasing denaturant in these cases.  When using the data 
in all denaturant conditions, we unambiguously observe the chain expansion in all experimental 
measurements and computational models.  When using data in only medium to high denaturant 
concentrations (≥3M), three of the four cases in SAXS fail to see statistically significant trend between 
Rg and denaturant concentrations, and in the fourth the !"#$ still only provides weak support for a 
significant trend.  This test shows that the number of data points and the magnitude of the errors 
relative to the change in Rg are critical to observe chain expansion when increasing denaturant 
concentrations.  * corresponds to the data in Figure 6 of the main text, and # the ensemble refinement 
Rg using one source of experimental measurement shown in Figure S13. 

Fit	  to	  a	  constant	  versus	  a	  straight	  line	  
|ΔBIC|	  of	  10	  or	  more	  is	  highly	  significant	  



Part	  3	  Conclusions	  
•  Both	  FRET	  and	  SAXS	  indicate	  expansion	  for	  R17	  and	  
ACTR	  

•  Likely	  origins	  of	  earlier	  discrepancy:	  
	  -‐	  Standard	  FRET	  analysis	  using	  Gaussian	  chain	  may	  
	  overes8mate	  change	  of	  Rg	  
	  -‐	  Guinier	  fits	  to	  obtain	  Rg	  for	  IDPs	  are	  very	  	  challenging	  
	  and	  not	  recommended	  
	  -‐	  Most	  of	  the	  expansion	  occurs	  at	  high	  [denaturant]	  
	  and	  would	  therefore	  be	  difficult	  to	  observe	  for	  stable	  
	  foldable	  proteins	  in	  SAXS	  
	  -‐	  Ensemble	  Fits	  may	  be	  a	  more	  “robust”	  analysis	  	  
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