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Fig. 7.— Comparison of the derived IGRB intensities for di↵erent foreground (FG) models. The

error bars include the statistical uncertainty and systematic uncertainties from the e↵ective area

parametrization, as well as the CR background subtraction (statistical and systematic uncertainties

have been added in quadrature). The shaded band indicates the systematic uncertainty arising from

uncertainties in the Galactic foreground: the IGRB intensity range spanned by the three benchmark

models, the variants described in Section 4.2, and the normalization uncertainties derived from the

high-latitude data/model comparison. See Section 5.2 for details.

Ackermann et al., Astrophys. J. 799 (2015) 1, 86   

• multi-component fit to Fermi-LAT data 

• power-law energy spectrum with a slope of 2.32±0.02 at lower energies 
and a cut-off at 279±52 GeV 

• systematic uncertainty related to the Galactic foreground (15% to 30%)
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Unresolved gamma-ray sources
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• cumulative emission of 
unresolved sources 

• guaranteed components 
from unresolved blazars, 
star-forming galaxies, 
misaligned AGNs 

• build a similar plot for 
angular power spectrum 
of anisotropies
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Figure 9: The energy spectrum of the DGRB (black points) as recently measured by the Fermi LAT
[9]. Gray boxes around each data point denote the uncertainty associated with the Galactic di↵use
emission. The solid color lines indicate the expect gamma-ray emission from unresolved sources, for 4
di↵erent well-established astrophysical populations: blazars (in orange), MAGNs (in green), SFGs (in
blue) and MSPs (in red). Color bands represent the corresponding uncertainties on the emission of each
population. Estimates are taken from Ref. [25] (blazars), Ref. [29] (MAGNs), Ref. [159] (SFGs) and
Ref. [38] (MSPs).

depicted in Fig. 9 by orange, green, blue and red lines, respectively.12 Each contribution
is embedded in a band that denotes the level of uncertainty a↵ecting the prediction. The
largest is the one associated with MAGNs (light green band) spanning almost one order of
magnitude. Black data points represent the new Fermi LAT measurement of the DGRB
in Ref. [9] (see Sec. 2.1). The gray boxes around the data points indicate the systematic
error associated with the modeling of the Galactic foreground. From the figure, it is
clear that MSPs are subdominant and that the remaining 3 astrophysical components can
potentially explain the whole DGRB, leaving very little room for additional contributions
(see also Refs. [61, 246, 215]). Similar results have been recently obtained by Ref. [65].
This reference also shows that the goodness of the fit to the Fermi LAT DGRB energy
spectrum in terms of astrophysical sources depends significantly on the model adopted
for the di↵use Galactic foreground and on the slope of the energy spectrum of unresolved
SFGs.

12Ref. [25] only provides the total emission from resolved and unresolved blazars. Since we are inter-
ested in the unresolved component, the orange line in Fig. 9 is obtained by subtracting the emission of
resolved sources from Ref. [9] from the total signal from blazars. The width of the light orange band is,
then, computed summing the estimated errors of the two components in quadrature.
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III. ANISOTROPY ANALYSIS

A. Auto- and cross-correlation angular power
spectra

An intensity sky map can be decomposed into spherical
harmonics as follows:

I(ψ) =
∑

ℓm

aℓ,mYℓ,m(ψ), (1)

where I(ψ) is the intensity in the direction ψ, and Yℓ,m

are the spherical harmonic functions. The auto-APS Cℓ

of the intensity map is computed from the aℓ,m coeffi-
cients as:

Cℓ =
1

2ℓ+ 1

ℓ
∑

m=−ℓ

|aℓm|2. (2)

Similarly, the cross-APS between two intensity maps
Ii and Ij is constructed by the individual aiℓ,m and ajℓ,m
coefficients:

Cij
ℓ =

1

2ℓ+ 1

ℓ
∑

m=−ℓ

aiℓmaj⋆ℓm. (3)

The cross-APS between two maps at different energies
has the advantage of eliminating noise that is uncorre-
lated between the two maps. In our analysis, noise is
due to shot noise from the finite statistics of gamma-ray
events, which is indeed uncorrelated between different
maps.

B. Masking

We apply a mask to the all-sky data to reduce con-
tamination from Galactic diffuse foregrounds and from
sources already detected in the third Fermi LAT source
catalog (3FGL) [23]. The mask applied in our default
analysis excludes low Galactic latitudes (|b| < 30◦) as
well as a 2◦-circle around each point source in 3FGL. The
3FGL catalog contains 3 extended sources at moderate
and high latitudes: Centaurus A and the Large and Small
Magellanic Clouds. Centaurus A and the Large Magel-
lanic Cloud are each masked excluding a 10◦-region from
their center in the catalog. We employ a 5◦ mask for
the Small Magellanic Cloud. The fraction fsky of the sky
remaining unmasked is 0.385. This mask is similar to
the one used as default mask in Ref. [1] which excluded
|b| < 30 and a 2◦-region around each source in 2FGL.
As an illustrative example, the intensity sky map of the

data between 1.0 and 2.0 GeV are shown in Fig. 1, both
unmasked (left panel) and with the default mask applied
(right panel). We test the sensitivity of the analysis to
variations in the choice of mask in Sec. IVC.

C. Foreground cleaning

Despite applying a generous latitude cut via the mask,
some Galactic diffuse emission remains in the unmasked
area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
sion. We use the recommended model for Pass 7 Repro-
cessed data analysis, i.e. gll iem v05 rev1.fit. This
foreground model is refit to the data in the unmasked re-
gion of the sky map and in each energy bin using GaR-

DiAn. An isotropic component is also included in the
fit. The default mask is adopted in all cases when refit-
ting the diffuse components. The resulting best-fit model
is then subtracted from the intensity maps in each en-
ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
GeV energy bin.
We demonstrate the impact of foreground cleaning on

the auto- and cross-APS measurements in Sec. IVC.

D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
of Cℓ at each multipole. This takes into account any
possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
elization scheme) suppress the measured auto- and cross-
power APS at large multipoles. This effect is described
using the beam window function W beam

ℓ and pixel win-
dow functionW pix

ℓ , respectively. We note that they affect
the signal but not the noise term CN (see Ref. [1]). We
use the beam and pixel window functions to correct the
suppression at large multipoles so that, ultimately, our
estimation for the auto- and cross-APS is as follows4:

Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .

3

III. ANISOTROPY ANALYSIS
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has the advantage of eliminating noise that is uncorre-
lated between the two maps. In our analysis, noise is
due to shot noise from the finite statistics of gamma-ray
events, which is indeed uncorrelated between different
maps.

B. Masking

We apply a mask to the all-sky data to reduce con-
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unmasked (left panel) and with the default mask applied
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Despite applying a generous latitude cut via the mask,
some Galactic diffuse emission remains in the unmasked
area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
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cessed data analysis, i.e. gll iem v05 rev1.fit. This
foreground model is refit to the data in the unmasked re-
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anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
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D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
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possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
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(W beam,i
ℓ W beam,j

ℓ )(W pix
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FIG. 1. Intensity maps (in cm−2s−1sr−1) in Galactic coordinates for energies between 1.0 and 2.0 GeV, shown unmasked (left)
and after applying the default mask (right). Data used here follow the default processing (see Sec. II), but they include, in this
case, both front- and back-converting events. The mask is the default one used in the analysis and described in Sec. III B.

FIG. 2. Residual intensity map (in cm−2s−1sr−1) of the data
between 1.0 and 2.0 GeV after the subtraction of our model
for the Galatic foreground. Data used here follow the default
processing (see Sec. II), but they include, in this case, both
front- and back-converting events. The mask is the default
one used in the analysis and described in Sec. III B.

The beam window function is computed as follows:

W beam
ℓ (E) = 2π

∫ 1

−1

d cos θPℓ(cos(θ))PSF(θ; E), (5)

where Pℓ(cos(θ)) are the Legendre polynomials and
PSF(θ; E) is the energy-dependent PSF for a given set
of IRFs, with θ denoting the angular distance in the
PSF. We use the gtpsf tool in the Science Tools pack-
age to calculate the effective PSF, as a function of en-
ergy, averaged over the actual pointing and live-time his-
tory of the LAT. The beam window functions are cal-
culated separately for the P7REP ULTRACLEAN V15
front and back events, and for the two sets of
P8R2 ULTRACLEANVETO V6 events considered, i.e.,
front and PSF3. Finally, the pixel window function W pix

ℓ
is computed using the tools provided in the HEALPix

package for N side=1024. Since we use the same map
resolution for all maps, the pixel window function does
not depend on the energy bin.

The pixel window function and the beam window
functions for front and back events are shown sepa-
rately in Fig. 3, for the P7REP ULTRACLEAN V15 and
P8R2 ULTRACLEANVETO V6 IRFs and at 4 represen-
tative energies. Note that the pixel window function is
negligible up to multipoles of, at least, ∼500 and sub-
dominant with respect to the beam window functions at
all multipoles and at all energies. At very low energies
(up to ∼0.5 GeV) the beam window function leads to a
strong suppression of power at multipoles as low as ∼ 100
even with the front event selection.
Given that the PSF of the Fermi LAT varies signifi-

cantly over the energy range considered in this analysis,
and in some cases within the individual energy bins used
when computing the auto- and cross-APS, it is necessary
to calculate an effective beam window function for each
energy bin. Therefore, for the i-th energy bin, we de-
fine the average window function ⟨W beam,i

ℓ ⟩ by weighting
Eq. 5 with the intensity spectrum of the events in each
bin outside the mask:

⟨W beam,i
ℓ ⟩ =

1

Ibin

∫ Emax,i

Emin,i

dE W beam
ℓ (E)

dN

dE
, (6)

where Ibin ≡
∫ Emax,i

Emin,i
dE (dN/dE) and Emin,i and Emax,i

are the lower and upper bounds of the i-th energy bin.
We approximate the energy spectrum of the data by us-
ing the measured differential intensity dN/dE outside the
mask in each intensity map for the finely-gridded energy
bins.

E. Determination of the binned angular power
spectra and of the Poissonian fit

The estimator for the auto- and cross-APS from Eq. 4
is, then, binned in multipole. Differently to what done

New measurement Ackermann et al. (2012)
81 months 22 months

Pass 7 reprocessed 
(ULTRACLEAN_v15) front

Pass 6 (DIFFUSE_v3) front and 
back

13 energy bins 
between 0.5-500 GeV

4 energy bins  
between 1-50 GeV

masking sources in 3FGL masking sources in 1FGL
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output of the decomposition in 
spherical harmonics (already 
corrected for the effect of the 
mask) 
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tamination from Galactic diffuse foregrounds and from
sources already detected in the third Fermi LAT source
catalog (3FGL) [23]. The mask applied in our default
analysis excludes low Galactic latitudes (|b| < 30◦) as
well as a 2◦-circle around each point source in 3FGL. The
3FGL catalog contains 3 extended sources at moderate
and high latitudes: Centaurus A and the Large and Small
Magellanic Clouds. Centaurus A and the Large Magel-
lanic Cloud are each masked excluding a 10◦-region from
their center in the catalog. We employ a 5◦ mask for
the Small Magellanic Cloud. The fraction fsky of the sky
remaining unmasked is 0.385. This mask is similar to
the one used as default mask in Ref. [1] which excluded
|b| < 30 and a 2◦-region around each source in 2FGL.
As an illustrative example, the intensity sky map of the

data between 1.0 and 2.0 GeV are shown in Fig. 1, both
unmasked (left panel) and with the default mask applied
(right panel). We test the sensitivity of the analysis to
variations in the choice of mask in Sec. IVC.

C. Foreground cleaning

Despite applying a generous latitude cut via the mask,
some Galactic diffuse emission remains in the unmasked
area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
sion. We use the recommended model for Pass 7 Repro-
cessed data analysis, i.e. gll iem v05 rev1.fit. This
foreground model is refit to the data in the unmasked re-
gion of the sky map and in each energy bin using GaR-

DiAn. An isotropic component is also included in the
fit. The default mask is adopted in all cases when refit-
ting the diffuse components. The resulting best-fit model
is then subtracted from the intensity maps in each en-
ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
GeV energy bin.
We demonstrate the impact of foreground cleaning on

the auto- and cross-APS measurements in Sec. IVC.

D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
of Cℓ at each multipole. This takes into account any
possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
elization scheme) suppress the measured auto- and cross-
power APS at large multipoles. This effect is described
using the beam window function W beam

ℓ and pixel win-
dow functionW pix

ℓ , respectively. We note that they affect
the signal but not the noise term CN (see Ref. [1]). We
use the beam and pixel window functions to correct the
suppression at large multipoles so that, ultimately, our
estimation for the auto- and cross-APS is as follows4:

Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .
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FIG. 3. Left: Pixel and beam window functions for front-converting events. Pass 7 refers to the P7REP ULTRACLEAN V15
IRFs, while Pass 8 refers to the P8R2 ULTRACLEANVETO V6 ones. The functions (W beam

ℓ )2 is shown for 4 representative
energies. Right: Same as in the left panel but for back-converting events. In both panels the pixel window function (W pix

ℓ )2,
which is independent on energy and instrument response function, is shown for comparison.

in Ref. [1], the binned spectra Cl
5 are taken to be the

unweighted average of the individual Cℓ in the bin. Also,
the error σℓ on Cl is computed by average all the entries
of the covariance matrix provided by PolSpice in the
block corresponding to the bin under consideration. A
dedicated set of Monte Carlo (MC) simulations of the
all-sky data are produced to validate these choise, testing
also alternative binning schemes.
The simulations are performed for a single energy

bin spanning 1–10 GeV. We assume a population of
sources with a power-law source count distribution, i.e.
dN/dS = A(S−α/S0)−α. Its parameters A, S0 and α
are fixed at 3.8×108cm2ssr−1, 10−8cm−2s−1 and 2.0, re-
spectively, in agreement with what was recently found in
Ref. [15]. We consider sources with fluxes (in the energy
range between 1.0 and 10.0 GeV) from 10−11cm−2s−1

to 3.0 × 10−10cm−2s−1. The upper value is roughly
equal to the 3FGL catalog threshold, so that the level of
anisotropy expected from these sources is roughly equal
to the one observed in the data when masking the 3FGL
sources, as done in the analysis of the real data. The
lower value is not crucial since the auto- and cross-APS
are dominated by the sources just below the detection
threshold. From this source count distribution, we create
a realization of the source population, producing about
40,000 sources and assigning them a random position on
the sky. This creates a map with a Poissonian (i.e. con-
stant in multipole) auto-APS that can be computed by
summing together the squared flux of all the simulated

5 In the following, we are going to refer to the binned auto- and
cross-APS also as Cℓ, using the same notation as the unbinned
spectra. We rely on the context to clarify if we are indicating a
binned or unbinned observable.

sources divided by 4π: CP =
∑

i Φi/4π. This is equiv-
alent to integrating the S2dN/dS over the range in flux
mentioned above and it corresponds to a Poissonian auto-
APS CP of approximately 3.4×10−18cm−4s−2sr−1. This
is the nominal auto-APS that we want to reproduce by
applying our analysis pipeline to the simulations.
We use an average exposure (in the energy range

between 1.0 and 10.0 GeV) for 5 years of data-
taking to convert the intensity map into a count map.
This is also convolved with the average PSF for the
P7REP ULTRACLEAN V15 IRFs for front-converting
events (averaged in the 1-10 GeV range, assuming an
energy spectrum ∝ E−2.3). The result is a HEALPix-
formatted map with resolution N side=1024 containing
the expected emission, in counts, from the simulated
sources. Purely isotropic emission is also included by
adding to the map an isotropic template, which was also
convolved with the IRFs and normalized to give the num-
ber of counts expected from the measured IGRB in the 1-
10 GeV energy range, including the contamination from
residual cosmic rays. For simplicity we did not model
the Galactic foregrounds. This final model map is, then.
Poisson-sampled pixel-by-pixel 100 times to yield 100 dif-
ferent realizations of the expected counts. The auto- and
cross-APS of each map is calculated with PolSpice, af-
ter applying the default mask used in the real data anal-
ysis (i.e., excluding |b| < 30◦) but masking the 3FGL
sources within an angular radius of 1◦, even though the
simulation does not include 3FGL sources.
We first validate our recipe to determine the binned

auto- and cross-APS. In the case of the auto-APS, the
standard analytic error σℓ on each Cℓ (assuming that Cℓ

PRELIMINARY
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Binned APS measurement

5/17

• contamination of Galactic foreground at low ℓ and effect of the beam window 
function at large ℓ 

• fitting the data with a Poissonian APS: χ2/dof = 1.01, p-value=0.61 

• fits with A(ℓ/ℓ0)α and CP + A(ℓ/ℓ0)α have also been considered
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of energy bins7 On the other hand, the null hypothesis
(i.e., when all the CP are put to zero) has a χ2 of 2091.9.
Thus, the Test Statistics ∆χ2, defined as the difference
between the χ2 of the null hypothesis and that of the
signal, allows to reject the no-signal case with a large
confidence.
In order to check if the data are better described by

an APS that changes with multipole, we fit the binned
Cℓ with a power law, i.e. Cℓ = A(ℓ/ℓ0)α, with ℓ0 = 100.
We leave the normalization A free to vary independently
in all the 91 combinations of energy bins but we consider
one common slope α8. The best-fit value of α is -0.2
and it corresponds to a χ2 of 918.8 for 92 parameters.
The Test Statistics, with respect to the Poissonian case,
has a p-value of 0.69, from which we cannot deduce a
preference for the power-law model. We also consider a
model which the sum of a Poissonian term and a power-
law behaviour, i.e. Cℓ = CP +A(ℓ/ℓ0)α. The Poissonian

7 The χ2 is computed by summing Eq. 8 over all the indepen-
dent combinations i, j of energy bins: χ2 =

∑
i,j

∑
ℓ(C

i,j
ℓ −

Ci,j
P )2/(σi,j

ℓ )2, where Ci,j
ℓ and σi,j

ℓ are the binned APS and its

error, computed as descrived in the previous section. Ci,j
P is the

Poissonian APS.
8 If the auto- and cross-APS are interpreted as produced by a pop-
ulation of unresolved sources, they can be expressed in terms of
the 3-dimensional power spectrum of the contrast field associated
with the sources of the gamma-ray emission [6, 26, 27]. The latter
is responsible for the dependence on multipole and, thus, for the
shape of the auto- and cross-APS. Normally, the 3-dimensional
power spectrum it is only mildly dependent on the gamma-ray
energy, which is encoded in the so-called “window function”.
Therefore, the APS associated to different combinations of en-
ergy bins, is expected to have a quite energy-independent shape.
It is, therefore, reasonable to assume a constant α

components CP are left free to vary independently in all
the 91 combinations of energy bins, while we consider,
at first, a common A and α. The best-fit solution has a
very small A of 6.30 × 10−24cm−4s−2sr−1, which makes
the ℓ-dependent component relevant only at high ener-
gies. The best-fit slope is α = −5.2 and the solution
corresponds to a χ2 of 917.8 for 93 parameters. The p-
value, with respect to the Poissonian case is 0.54, which
is still inconclusive. Finally, we also allow the normal-
ization A to vary independently in each combination of
energy bins. The solution has a best-fit slope of -0.20,
a χ2 of 814.0 for 183 parameters and a p-value of 0.17.
It represents the best description of the data, among the
ones considered. However, the best-fit slope is very low
and the interpretation is not significantly different the
the Poissonain model.
Without a significant indication of a dependence on ℓ,

we continue in the assumption of a Poissonian auto- and
cross-APS. The best-fit CP are reported in Tab. I for the
different energy bins. They are also reported a solid black
line and a dashed black line in Figs. 6, 7 and 8, for the
mask around the sources in 3FGL and in 2FGL, respec-
tively. In the former case, we also show the estimated
error on CP as a grey band. Assuming these errors are
Gaussian, the measured CP is incompatible with zero at
a 95% CL if the measured CP is larger than 1.64 times its
error. For the default data set, this happens for all energy
bins apart between 5.00 and 10.45 GeV and for the last
three bins, i.e. with energies larger than 50.0 GeV. The
significance of the detection is reported between brack-
ets in Tab. I for all the combinations of energy bins. The
highest significance is 9.1, reached in the cross-correlation
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of energy bins7 On the other hand, the null hypothesis
(i.e., when all the CP are put to zero) has a χ2 of 2091.9.
Thus, the Test Statistics ∆χ2, defined as the difference
between the χ2 of the null hypothesis and that of the
signal, allows to reject the no-signal case with a large
confidence.
In order to check if the data are better described by

an APS that changes with multipole, we fit the binned
Cℓ with a power law, i.e. Cℓ = A(ℓ/ℓ0)α, with ℓ0 = 100.
We leave the normalization A free to vary independently
in all the 91 combinations of energy bins but we consider
one common slope α8. The best-fit value of α is -0.2
and it corresponds to a χ2 of 918.8 for 92 parameters.
The Test Statistics, with respect to the Poissonian case,
has a p-value of 0.69, from which we cannot deduce a
preference for the power-law model. We also consider a
model which the sum of a Poissonian term and a power-
law behaviour, i.e. Cℓ = CP +A(ℓ/ℓ0)α. The Poissonian

7 The χ2 is computed by summing Eq. 8 over all the indepen-
dent combinations i, j of energy bins: χ2 =

∑
i,j

∑
ℓ(C

i,j
ℓ −

Ci,j
P )2/(σi,j

ℓ )2, where Ci,j
ℓ and σi,j

ℓ are the binned APS and its

error, computed as descrived in the previous section. Ci,j
P is the

Poissonian APS.
8 If the auto- and cross-APS are interpreted as produced by a pop-
ulation of unresolved sources, they can be expressed in terms of
the 3-dimensional power spectrum of the contrast field associated
with the sources of the gamma-ray emission [6, 26, 27]. The latter
is responsible for the dependence on multipole and, thus, for the
shape of the auto- and cross-APS. Normally, the 3-dimensional
power spectrum it is only mildly dependent on the gamma-ray
energy, which is encoded in the so-called “window function”.
Therefore, the APS associated to different combinations of en-
ergy bins, is expected to have a quite energy-independent shape.
It is, therefore, reasonable to assume a constant α

components CP are left free to vary independently in all
the 91 combinations of energy bins, while we consider,
at first, a common A and α. The best-fit solution has a
very small A of 6.30 × 10−24cm−4s−2sr−1, which makes
the ℓ-dependent component relevant only at high ener-
gies. The best-fit slope is α = −5.2 and the solution
corresponds to a χ2 of 917.8 for 93 parameters. The p-
value, with respect to the Poissonian case is 0.54, which
is still inconclusive. Finally, we also allow the normal-
ization A to vary independently in each combination of
energy bins. The solution has a best-fit slope of -0.20,
a χ2 of 814.0 for 183 parameters and a p-value of 0.17.
It represents the best description of the data, among the
ones considered. However, the best-fit slope is very low
and the interpretation is not significantly different the
the Poissonain model.
Without a significant indication of a dependence on ℓ,

we continue in the assumption of a Poissonian auto- and
cross-APS. The best-fit CP are reported in Tab. I for the
different energy bins. They are also reported a solid black
line and a dashed black line in Figs. 6, 7 and 8, for the
mask around the sources in 3FGL and in 2FGL, respec-
tively. In the former case, we also show the estimated
error on CP as a grey band. Assuming these errors are
Gaussian, the measured CP is incompatible with zero at
a 95% CL if the measured CP is larger than 1.64 times its
error. For the default data set, this happens for all energy
bins apart between 5.00 and 10.45 GeV and for the last
three bins, i.e. with energies larger than 50.0 GeV. The
significance of the detection is reported between brack-
ets in Tab. I for all the combinations of energy bins. The
highest significance is 9.1, reached in the cross-correlation
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FIG. 9. Anisotropy energy spectra for the auto-APS using
the reference data set with the default mask (red circles) in
comparison with the case in which we mask 2FGL rather than
3FGL sources (blue triangles).

between the first and second energy bin9.
The way the auto- and cross-APS depend on the en-

ergy (i.e., the so-called “anisotropy energy spectrum”) is
an informative observable that can constrain the emis-
sion causing the anisotropic signal. In fact, in the case
the auto-APS is by a single population of sources, the
anisotropy energy spectrum allows to reconstruct their
energy spectrum [16, 28, 29]10. If more than one class
of objects are responsible for the signal, then, by detect-
ing features in the anisotropy energy spectrum, it may
be possible to identify different energy regimes where the
different classes dominate the signal.
The measured anisotropy energy spectrum is shown in

Fig. 9. In this and all figures showing auto- or cross-CP

as a function of energy, the data points are weighted by
E4/∆E2, for the auto-APS, and by E2

i E
2
j /∆Ei∆Ej for

the cross-APS, where E is the log-center of the energy
bin, ∆E is the width of the bin and i and j index the
two different energy bins considered in the cross-APS.
This weighting is introduced in order to compare the
anisotropy energy spectrum directly with the squared in-
tensity energy spectrum of the sources responsible for the
anistropy signal.
Fig. 9 compares the auto-APS for the case of the mask

excluding 3FGL sources (red dots) rather than 2FGL
sources (blue triangles). As commented before, the am-
plitude of the auto-APS is lower when we exclude the

9 Note that, in some cases, the best-fit CP is negative. However,
whenever that happens, the estimated error is large and the mea-
surement is actually compatible with zero.

10 The anisotropy energy spectrum traces the intensity energy spec-
trum of the sources responsible for the anisotropy signal only if
the clustering of the source population is independent on energy.

sources in 3FGL. In both data sets, the low-energy part of
the spectrum appears generally consistent with a power
law, while a feature is apparent around 7 GeV. We com-
ment further on the structure of the anisotropy energy
spectrum in Sec. V.

B. Cross-correlation angular power spectra

Two examples of the cross-APS between energy bins
is shown in Fig. 10. The left panel is for the cross-APS
between bins at low energy. A clear correlation is de-
tected in the multipole range of interest (bounded by the
vertical grey lines in the figure). Note the effect of the
beam window on the error bars at high multipoles, as in
Fig. 8. The right panel shows the cross-APS between two
high-energy bins. This combination does not correspond
to a significant detection as the CP (shown as a solid or
dashed black line in the figure, when masking 3FGL or
2FGL sources, respectively) is compatible with zero.
The best-fit CP for the cross-APS are shown in Ap-

pendix A. Cross-APS is detected at all energies apart
for some few cases, mainly involving the two last energy
bins. Tab. I reports the detected cross-APS for the de-
fault data set, with their significance. Together with the
auto-APS in Fig. 9, the cross-APS provides an impor-
tant handle to characterize the emission responsible for
the anisotropy signal. In particular, if the latter is due to
only one class of unresolved sources, the auto-APS Ci,i

P
allows us to reconstruct their energy spectrum and the

cross-APS can be predicted as Ci,j
P =

√

Ci,i
P Cj,j

P . Alter-
natively, if we define the so-called cross-correlation co-

efficents ri,j as Ci,j
P /

√

Ci,i
P Cj,j

P , any deviation from 1.0
can be interpreted as an indication of multiple classes
of sources contributing to the signal. In Fig. 11, we
show the cross-correlation coefficents for the data set ob-
tained masking 2FGL sources (left panel) and masking
3FGL sources (right panel). In the former case, it is
clear that the cross-correlation coefficents of low-energy
bins are systematically smaller than 1.0, when correlated
with high-energy bins. This is in qualitative agreement
with the findings of Ref. [9], in which the auto-APS mea-
sured in Ref. [1] was explained by the sum of two different
populations of unresolved blazars at low energies, while,
above ∼10 GeV, the signal was compatible with only one
source class. In case of our default data set (i.e. masking
the sources in 3FGL), the situation is less clear as errors
are larger (especially at high energies) and the estimated
CP more uncertain. We further discuss about the nature
of our auto- and cross-APS in Sec. V.

C. Validation studies

To further validate our measurement and analysis
pipeline, we estimate possible systematic errors affect-
ing our measurements by examining the impact on the
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parametrized as follows:

F (E) =

{

(E/E0)−α if E ≥ Eb

(E0/Eb)−α+β(E/E0)−β otherwise
. (10)

In this case, the best-fit has a χ2 of 144.1 for 3 parame-
ters and the Test Statistics ∆χ2 indicates that it should
be preferred with respect to the simple power law inter-
pretation. The solution has a log10(A/cm

−2s−1sr−1) =
(−8.47 ± 0.01), α = (2.30 ± 0.02), Eb = 99.9+22.7

−18.2 GeV
and β ≥ 3.5 with the best-fit at 5.0 (see solid blue line
in Fig. 19). The presence of the break allows for a bet-
ter interpretation of the data, which, however, still poor
at low energies. We, then, allow for the possibility of
two independent populations and we start by consider-
ing the case of two power laws. This model has a χ2

of 131.0 for 4 parameters and it provides a significantly
better fit to the data, with respect to the case of one
power law (see solid yellow line in Fig. 19): one popu-
lation explains the data points below few GeV and an-
other one reproduces the data at higher energies. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.51 ± 0.02),
log10(A2/cm−2s−1sr−1) = −8.88+0.18

−0.07, α = (2.23± 0.01)
and β = 3.7+0.6

−0.4. We also consider the possibility of
two broken power laws. With a χ2 of 100.1 for 8 pa-
rameters, this is the configuration that describes the
data better (see solid black line in Fig. 19). As for
the two-power-laws configurations: one population re-
produces the data at low energies (short-dashed black
line) and one at higher energies (long-dashed black line).
The best-fit has log10(A1/cm−2s−1sr−1) = −8.61+0.05

−0.07,
log10(A2/cm−2s−1sr−1) = −8.59+0.06

−0.08, α1 = 2.14+0.05
−0.06,

α2 = 3.0+0.3
−0.2, β1 ≥ 3.9 (with best-fit at 5.0), β2 =

0.88+0.09
−0.15, E1 = 88.9+9.6

=14.4 GeV and E2 ≥ 79.0 GeV (with
best-fit at 397.1 GeV). The best-fit solution for the cross-
APS is shown in Figs. 29 and 30.
Finally, we also test the hypothesis of one population

emitting as a power law and one as a broken power-law.
In the previous model we are only sensitive to the power-
law regime of the second broken power law. Thus, we
expect this intepretation to provide an equally good fit
to the data (see solid green line in Fig. 19, pratically
overlapping thesolid black one). Indeed, the best-fit is
characterized by the same χ2 for 6 parameters. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.60 ± 0.07),
log10(A2/cm−2s−1sr−1) = −8.60+0.05

−0.08, α1 = 3.05+0.28
−0.23,

α2 = 2.15+0.06
−0.04, β1 ≥ 3.9 (with best-fit at 5.0) and

Eb = 88.9+10.5
−13.4 GeV.

Having performed the fit withMultiNest allows us to
evaluate not only the Test Statistics but also the Bayes
Factor B. This is defined as the ratio of the so-called
“evidence” for two competing models (given the data)
and it can be used to discriminate between them. Com-
pared to the Test Statistics employed before, the Bayes
Factor also account for the different dimensionality of the
parameter space of the competing models. In particular,
with a lnB = 8.7, there is strong evidence for the two-
power-law interpretation with respect to the one-power-

PRELIMINARY
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• anisotropy energy spectrum traces the intensity energy spectrum of sources 

• features in the anisotropy energy spectrum hint at multiple components 

Ci
P =

∑

α

CiP,α =
∑

α

I2α(Ei) C̃P,α

I(ψ, Ei) =
∑

ℓ,m

aiℓ,mYℓ,m(ψ)
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III. ANISOTROPY ANALYSIS

A. Auto- and cross-correlation angular power
spectra

An intensity sky map can be decomposed into spherical
harmonics as follows:

I(ψ) =
∑

ℓm

aℓ,mYℓ,m(ψ), (1)

where I(ψ) is the intensity in the direction ψ, and Yℓ,m

are the spherical harmonic functions. The auto-APS Cℓ

of the intensity map is computed from the aℓ,m coeffi-
cients as:

Cℓ =
1

2ℓ+ 1

ℓ
∑

m=−ℓ

|aℓm|2. (2)

Similarly, the cross-APS between two intensity maps
Ii and Ij is constructed by the individual aiℓ,m and ajℓ,m
coefficients:

Cij
ℓ =

1

2ℓ+ 1

ℓ
∑

m=−ℓ

aiℓmaj⋆ℓm. (3)

The cross-APS between two maps at different energies
has the advantage of eliminating noise that is uncorre-
lated between the two maps. In our analysis, noise is
due to shot noise from the finite statistics of gamma-ray
events, which is indeed uncorrelated between different
maps.

B. Masking

We apply a mask to the all-sky data to reduce con-
tamination from Galactic diffuse foregrounds and from
sources already detected in the third Fermi LAT source
catalog (3FGL) [23]. The mask applied in our default
analysis excludes low Galactic latitudes (|b| < 30◦) as
well as a 2◦-circle around each point source in 3FGL. The
3FGL catalog contains 3 extended sources at moderate
and high latitudes: Centaurus A and the Large and Small
Magellanic Clouds. Centaurus A and the Large Magel-
lanic Cloud are each masked excluding a 10◦-region from
their center in the catalog. We employ a 5◦ mask for
the Small Magellanic Cloud. The fraction fsky of the sky
remaining unmasked is 0.385. This mask is similar to
the one used as default mask in Ref. [1] which excluded
|b| < 30 and a 2◦-region around each source in 2FGL.
As an illustrative example, the intensity sky map of the

data between 1.0 and 2.0 GeV are shown in Fig. 1, both
unmasked (left panel) and with the default mask applied
(right panel). We test the sensitivity of the analysis to
variations in the choice of mask in Sec. IVC.

C. Foreground cleaning

Despite applying a generous latitude cut via the mask,
some Galactic diffuse emission remains in the unmasked
area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
sion. We use the recommended model for Pass 7 Repro-
cessed data analysis, i.e. gll iem v05 rev1.fit. This
foreground model is refit to the data in the unmasked re-
gion of the sky map and in each energy bin using GaR-

DiAn. An isotropic component is also included in the
fit. The default mask is adopted in all cases when refit-
ting the diffuse components. The resulting best-fit model
is then subtracted from the intensity maps in each en-
ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
GeV energy bin.
We demonstrate the impact of foreground cleaning on

the auto- and cross-APS measurements in Sec. IVC.

D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
of Cℓ at each multipole. This takes into account any
possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
elization scheme) suppress the measured auto- and cross-
power APS at large multipoles. This effect is described
using the beam window function W beam

ℓ and pixel win-
dow functionW pix

ℓ , respectively. We note that they affect
the signal but not the noise term CN (see Ref. [1]). We
use the beam and pixel window functions to correct the
suppression at large multipoles so that, ultimately, our
estimation for the auto- and cross-APS is as follows4:

Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .

12

Multipole
210 310

 s
r]

-2
 s

r
-2

 s
-4

 [c
m

lC

-5

-4

-3

-2

-1

0

1

2

3

4

5
-1810×

Masking sources in 3FGL
Masking sources in 2FGL
Poissonian fit (masking sources in 3FGL)
Poissonian fit (masking sources in 2FGL)

-5

-4

-3

-2

-1

0

1

2

3

4

5
-1810×

=[0.72-1.04] GeV
j

=[0.5-0.72] GeV, EiE

Multipole
210 310

 s
r]

-2
 s

r
-2

 s
-4

 [c
m

lC

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
-2110×

Masking sources in 3FGL
Masking sources in 2FGL
Poissonian fit (masking sources in 3FGL)
Poissonian fit (masking sources in 2FGL)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
-2110×

=[199.05-500] GeV
j

=[50.00-95.27] GeV, EiE
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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• 91 independent combination of en. bins: 91 Poissonian CPi,j 

• cross correction coefficients
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FIG. 9. Anisotropy energy spectra for the auto-APS using
the reference data set with the default mask (red circles) in
comparison with the case in which we mask 2FGL rather than
3FGL sources (blue triangles).

between the first and second energy bin9.
The way the auto- and cross-APS depend on the en-

ergy (i.e., the so-called “anisotropy energy spectrum”) is
an informative observable that can constrain the emis-
sion causing the anisotropic signal. In fact, in the case
the auto-APS is by a single population of sources, the
anisotropy energy spectrum allows to reconstruct their
energy spectrum [16, 28, 29]10. If more than one class
of objects are responsible for the signal, then, by detect-
ing features in the anisotropy energy spectrum, it may
be possible to identify different energy regimes where the
different classes dominate the signal.
The measured anisotropy energy spectrum is shown in

Fig. 9. In this and all figures showing auto- or cross-CP

as a function of energy, the data points are weighted by
E4/∆E2, for the auto-APS, and by E2

i E
2
j /∆Ei∆Ej for

the cross-APS, where E is the log-center of the energy
bin, ∆E is the width of the bin and i and j index the
two different energy bins considered in the cross-APS.
This weighting is introduced in order to compare the
anisotropy energy spectrum directly with the squared in-
tensity energy spectrum of the sources responsible for the
anistropy signal.
Fig. 9 compares the auto-APS for the case of the mask

excluding 3FGL sources (red dots) rather than 2FGL
sources (blue triangles). As commented before, the am-
plitude of the auto-APS is lower when we exclude the

9 Note that, in some cases, the best-fit CP is negative. However,
whenever that happens, the estimated error is large and the mea-
surement is actually compatible with zero.

10 The anisotropy energy spectrum traces the intensity energy spec-
trum of the sources responsible for the anisotropy signal only if
the clustering of the source population is independent on energy.

sources in 3FGL. In both data sets, the low-energy part of
the spectrum appears generally consistent with a power
law, while a feature is apparent around 7 GeV. We com-
ment further on the structure of the anisotropy energy
spectrum in Sec. V.

B. Cross-correlation angular power spectra

Two examples of the cross-APS between energy bins
is shown in Fig. 10. The left panel is for the cross-APS
between bins at low energy. A clear correlation is de-
tected in the multipole range of interest (bounded by the
vertical grey lines in the figure). Note the effect of the
beam window on the error bars at high multipoles, as in
Fig. 8. The right panel shows the cross-APS between two
high-energy bins. This combination does not correspond
to a significant detection as the CP (shown as a solid or
dashed black line in the figure, when masking 3FGL or
2FGL sources, respectively) is compatible with zero.
The best-fit CP for the cross-APS are shown in Ap-

pendix A. Cross-APS is detected at all energies apart
for some few cases, mainly involving the two last energy
bins. Tab. I reports the detected cross-APS for the de-
fault data set, with their significance. Together with the
auto-APS in Fig. 9, the cross-APS provides an impor-
tant handle to characterize the emission responsible for
the anisotropy signal. In particular, if the latter is due to
only one class of unresolved sources, the auto-APS Ci,i

P
allows us to reconstruct their energy spectrum and the

cross-APS can be predicted as Ci,j
P =

√

Ci,i
P Cj,j

P . Alter-
natively, if we define the so-called cross-correlation co-

efficents ri,j as Ci,j
P /

√

Ci,i
P Cj,j

P , any deviation from 1.0
can be interpreted as an indication of multiple classes
of sources contributing to the signal. In Fig. 11, we
show the cross-correlation coefficents for the data set ob-
tained masking 2FGL sources (left panel) and masking
3FGL sources (right panel). In the former case, it is
clear that the cross-correlation coefficents of low-energy
bins are systematically smaller than 1.0, when correlated
with high-energy bins. This is in qualitative agreement
with the findings of Ref. [9], in which the auto-APS mea-
sured in Ref. [1] was explained by the sum of two different
populations of unresolved blazars at low energies, while,
above ∼10 GeV, the signal was compatible with only one
source class. In case of our default data set (i.e. masking
the sources in 3FGL), the situation is less clear as errors
are larger (especially at high energies) and the estimated
CP more uncertain. We further discuss about the nature
of our auto- and cross-APS in Sec. V.

C. Validation studies

To further validate our measurement and analysis
pipeline, we estimate possible systematic errors affect-
ing our measurements by examining the impact on the

• one source class:

C
i,j
P = I(Ei)I(Ej)C̃P

• multiple source classes:

• cross-correlation coefficients 
different than 1.0 hint at multiple 
components

C
i,j
P =

∑

α

C
i,j
P,α =

∑

α

I(Ei)I(Ej)C̃
i,j
P,α

Updated measurement of gamma-ray angular power spectrum of anisotropies 
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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FIG. 18. Poissonian auto-APS as a function of energy for the
default data set in this analysis, with 13 energy bins (red dots)
and with the 4 energy bins used in Ref. [1] (blue triangles).
Note that data are obtained using the mask that covers a 2◦-
circle around each source in 2FGL. The grey squares denote
the measurement from Ref.[1].
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FIG. 19. Anisotropy energy spectrum for the default data set
masking the sources in 3FGL (red dots). The different lines
correspond to the best-fit solutions in the interpretation of the
auto- and cross-APS as a function of one or two populations of
unresolved sources. The solid grey line abd solid blue line are
for one population emitting as a power law or a broken power
law, respectively. The solid yellow line is for two populations
with power-law energy spectra. The solid black line represents
the case of two populations emitting as broken power laws.
In this case, the individual broken power laws are shown as
short-dashed and long-dashed black lines. Finally, the case
of a power-law-emitting populationa and a broken-power-law
one is shown in green, almost completely overlapped with the
solid black line.

parametrized as follows:

F (E) =

{

(E/E0)−α if E ≥ Eb

(E0/Eb)−α+β(E/E0)−β otherwise
. (10)

In this case, the best-fit has a χ2 of 144.1 for 3 parame-
ters and the Test Statistics ∆χ2 indicates that it should
be preferred with respect to the simple power law inter-
pretation. The solution has a log10(A/cm

−2s−1sr−1) =
(−8.47 ± 0.01), α = (2.30 ± 0.02), Eb = 99.9+22.7

−18.2 GeV
and β ≥ 3.5 with the best-fit at 5.0 (see solid blue line
in Fig. 19). The presence of the break allows for a bet-
ter interpretation of the data, which, however, still poor
at low energies. We, then, allow for the possibility of
two independent populations and we start by consider-
ing the case of two power laws. This model has a χ2

of 131.0 for 4 parameters and it provides a significantly
better fit to the data, with respect to the case of one
power law (see solid yellow line in Fig. 19): one popu-
lation explains the data points below few GeV and an-
other one reproduces the data at higher energies. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.51 ± 0.02),
log10(A2/cm−2s−1sr−1) = −8.88+0.18

−0.07, α = (2.23± 0.01)
and β = 3.7+0.6

−0.4. We also consider the possibility of
two broken power laws. With a χ2 of 100.1 for 8 pa-
rameters, this is the configuration that describes the
data better (see solid black line in Fig. 19). As for
the two-power-laws configurations: one population re-
produces the data at low energies (short-dashed black
line) and one at higher energies (long-dashed black line).
The best-fit has log10(A1/cm−2s−1sr−1) = −8.61+0.05

−0.07,
log10(A2/cm−2s−1sr−1) = −8.59+0.06

−0.08, α1 = 2.14+0.05
−0.06,

α2 = 3.0+0.3
−0.2, β1 ≥ 3.9 (with best-fit at 5.0), β2 =

0.88+0.09
−0.15, E1 = 88.9+9.6

=14.4 GeV and E2 ≥ 79.0 GeV (with
best-fit at 397.1 GeV). The best-fit solution for the cross-
APS is shown in Figs. 29 and 30.
Finally, we also test the hypothesis of one population

emitting as a power law and one as a broken power-law.
In the previous model we are only sensitive to the power-
law regime of the second broken power law. Thus, we
expect this intepretation to provide an equally good fit
to the data (see solid green line in Fig. 19, pratically
overlapping thesolid black one). Indeed, the best-fit is
characterized by the same χ2 for 6 parameters. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.60 ± 0.07),
log10(A2/cm−2s−1sr−1) = −8.60+0.05

−0.08, α1 = 3.05+0.28
−0.23,

α2 = 2.15+0.06
−0.04, β1 ≥ 3.9 (with best-fit at 5.0) and

Eb = 88.9+10.5
−13.4 GeV.

Having performed the fit withMultiNest allows us to
evaluate not only the Test Statistics but also the Bayes
Factor B. This is defined as the ratio of the so-called
“evidence” for two competing models (given the data)
and it can be used to discriminate between them. Com-
pared to the Test Statistics employed before, the Bayes
Factor also account for the different dimensionality of the
parameter space of the competing models. In particular,
with a lnB = 8.7, there is strong evidence for the two-
power-law interpretation with respect to the one-power-

PRELIMINARY

Best-fit model has two 
contributions both emitting 
as broken power laws: 

• Eb=(88.9-14.4+9.6) GeV, 
α=2.15±0.05, β>3.9 

• Eb>79 GeV,    
α=3.0-0.2+0.3, 
β=0.88-0.15+0.09 

χ2/dof = 1.21, p-value=0.16 

Fitting the data with one or more populations, assuming specific energy spectra: 

I(E) ∝ E
−α I(E) ∝

{

(E/E0)
−α if E ≤ Eb

(E0/Eb)
−α+β(E/E0)

−β otherwise

Updated measurement of gamma-ray angular power spectrum of anisotropies 
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• photon yield: prompt emission, Inverse Compton and hadronic emission 

• distribution and shape of DM halos inferred from N-body simulations 

• couple N-body simulations to analytical recipes in order to estimate 
emission below their mass resolution (hybrid method) 

Springel et al., MNRAS 391 (2008) 1685   

6 J. Zavala, V. Springel and M. Boylan-Kolchin

Modela A C D E F G H I J K L

m1/2 550 435 520 399 811 396 930 395 750 1300 450
m0 114 94 113 2977 4307 118.5 242.5 193 299.5 1195 299
tanβ 7 11 10 30 30.4 20 20 35 35 46 47
sign(µ) + + − + + + + + + − +
mχ 226.4 175.1 214.9 154.2 337 160.4 394.2 160.6 315.5 566.1 184.9
Ωχh2 0.115 0.114 0.116 0.118 0.112 0.113 0.118 0.118 0.114 0.116 0.111

Regionb CA B CA FP FP B CA B CA RAF B

Table 1. Selected benchmark points in the mSUGRA parameter space. For our main analysis, we will focus on point ‘L’, which
predicts an annihilation flux close to the maximum possible for the constrained mSUGRA models.

a The letters to represent each point were chosen to follow the notation of Battaglia et al. (2004) and Gondolo et al. (2004)
b B for Bulk region, FP for Focus Point region, CA for Co-annihilation region and RAF for Rapid Annihilation Funnel region

Figure 2. Supersymmetric factor as a function of γ-ray emission
energy for a selection of the benchmark points described in Table
1: A, E, K and L, which are shown with black (dashed), red
(dotted), green (dash-dotted) and blue (solid) lines, respectively.

(Profumo & Jeltema 2009). Unless the neutralino mass is
larger than 1 TeV and with a hard e± spectrum, the con-
tribution of this mechanism is not significant in the energy
range relevant to the present study (! 0.1 GeV). We note
that we are currently working on the analysis of the X-ray
extragalactic background radiation from dark matter anni-
hilation and we will present our results in a future work.

In Fig. 2, we have shown only 4 of the 11 benchmark
points we considered; the rest show very similar features
and lie in between these 4 cases. Fig. 2 also indicates that
the normalization of the spectrum of fSUSY typically varies
by three orders of magnitude among the different regions
of the allowed parameter space. Also there appears to be a
trend between the different allowed regions in the mSUGRA
model: fSUSY has the largest value for benchmark points
on the focus point region (FP, red dotted line), followed
by the bulk region (B, blue solid line), the rapid annihila-

tion funnel region (RAF, green dash-dotted line), and finally
the co-annihilation region (CA, black dashed line). This last
feature could be of importance for constraining the allowed
mSUGRA parameter space even more: in principle, a pre-
cise measurement of the gamma-ray flux coming from dark
matter annihilation could discriminate between the charac-
teristic regions FP, B, CA and RAF, considering for example
that the difference in fSUSY between the CA and FP regions
is around two orders of magnitude. However, such inferences
will only become possible if the remaining sources of uncer-
tainty can be reduced to less than two orders of magnitude.
This is a demanding goal, given the limited knowledge we
have on some of the other astrophysical factors that play an
important role in the production of these gamma-rays, as
well as the observational difficulties in properly subtracting
from an observed gamma-ray signal the contributions from
astrophysical sources unrelated to dark matter annihilation.
Nevertheless, ‘dark matter astronomy’ remains an interest-
ing possibility in the light of the results shown in Fig. 2.

In our subsequent analysis, we will now choose one par-
ticular benchmark point and adopt its fSUSY value for the
rest of our work, keeping in mind the results above. Our cho-
sen benchmark point is the model L (that we highlight with
a thick blue solid line in Fig. 2), which gives an upper limit
on fSUSY for the benchmark points in the bulk region and is
close to the maximum value of fSUSY for all the benchmark
points analyzed. The latter is the main reason to choose
this particular model because it is desirable that fSUSY ,
and hence the predicted gamma-ray flux, has a large value
among the different theoretical possibilities. This optimistic
choice as far as prospects for future detections are concerned
then also demarcates the boundary where non-detections
can start to constrain the mSUGRA parameter space. But
there are other reasons as well. The mass of the neutralino
in this model is “safely” larger than the lower mass bounds
coming from experimental constraints (mχ > 50GeV ac-
cording to Heister et al. 2004), but low enough to be de-
tectable in the experiments available in the near future. Also,
a high value of the parameter tanβ seems to be favored by
other theoretical expectations (e.g. Núñez et al. 2008). We
note that although benchmark point L does not have promi-
nent gamma-ray lines in its spectrum, it does have an im-
portant IB contribution and serves the point of showing the
implications of a peak in the annihilation energy spectrum
for the EGB.

c⃝ 0000 RAS, MNRAS 000, 000–000

DM-induced emission

Mattia Fornasa (University of Nottingham) 4

• photon yield: prompt emission (continuum, lines and spectral 
features), Inverse Compton and hadronic emission

• modelling of DM halos come from N-body simulations

• simulations have a mass resolution and (normally) do not include 
baryonic physics

Zavala et al. (2010)
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b B for Bulk region, FP for Focus Point region, CA for Co-annihilation region and RAF for Rapid Annihilation Funnel region

Figure 2. Supersymmetric factor as a function of γ-ray emission
energy for a selection of the benchmark points described in Table
1: A, E, K and L, which are shown with black (dashed), red
(dotted), green (dash-dotted) and blue (solid) lines, respectively.

(Profumo & Jeltema 2009). Unless the neutralino mass is
larger than 1 TeV and with a hard e± spectrum, the con-
tribution of this mechanism is not significant in the energy
range relevant to the present study (! 0.1 GeV). We note
that we are currently working on the analysis of the X-ray
extragalactic background radiation from dark matter anni-
hilation and we will present our results in a future work.

In Fig. 2, we have shown only 4 of the 11 benchmark
points we considered; the rest show very similar features
and lie in between these 4 cases. Fig. 2 also indicates that
the normalization of the spectrum of fSUSY typically varies
by three orders of magnitude among the different regions
of the allowed parameter space. Also there appears to be a
trend between the different allowed regions in the mSUGRA
model: fSUSY has the largest value for benchmark points
on the focus point region (FP, red dotted line), followed
by the bulk region (B, blue solid line), the rapid annihila-

tion funnel region (RAF, green dash-dotted line), and finally
the co-annihilation region (CA, black dashed line). This last
feature could be of importance for constraining the allowed
mSUGRA parameter space even more: in principle, a pre-
cise measurement of the gamma-ray flux coming from dark
matter annihilation could discriminate between the charac-
teristic regions FP, B, CA and RAF, considering for example
that the difference in fSUSY between the CA and FP regions
is around two orders of magnitude. However, such inferences
will only become possible if the remaining sources of uncer-
tainty can be reduced to less than two orders of magnitude.
This is a demanding goal, given the limited knowledge we
have on some of the other astrophysical factors that play an
important role in the production of these gamma-rays, as
well as the observational difficulties in properly subtracting
from an observed gamma-ray signal the contributions from
astrophysical sources unrelated to dark matter annihilation.
Nevertheless, ‘dark matter astronomy’ remains an interest-
ing possibility in the light of the results shown in Fig. 2.

In our subsequent analysis, we will now choose one par-
ticular benchmark point and adopt its fSUSY value for the
rest of our work, keeping in mind the results above. Our cho-
sen benchmark point is the model L (that we highlight with
a thick blue solid line in Fig. 2), which gives an upper limit
on fSUSY for the benchmark points in the bulk region and is
close to the maximum value of fSUSY for all the benchmark
points analyzed. The latter is the main reason to choose
this particular model because it is desirable that fSUSY ,
and hence the predicted gamma-ray flux, has a large value
among the different theoretical possibilities. This optimistic
choice as far as prospects for future detections are concerned
then also demarcates the boundary where non-detections
can start to constrain the mSUGRA parameter space. But
there are other reasons as well. The mass of the neutralino
in this model is “safely” larger than the lower mass bounds
coming from experimental constraints (mχ > 50GeV ac-
cording to Heister et al. 2004), but low enough to be de-
tectable in the experiments available in the near future. Also,
a high value of the parameter tanβ seems to be favored by
other theoretical expectations (e.g. Núñez et al. 2008). We
note that although benchmark point L does not have promi-
nent gamma-ray lines in its spectrum, it does have an im-
portant IB contribution and serves the point of showing the
implications of a peak in the annihilation energy spectrum
for the EGB.
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Figure 2. The top left panel shows the projected dark matter density at z = 0 in a slice of thickness 13.7Mpc through the full box
(137 Mpc on a side) of our 9003 parent simulation, centred on the ‘Aq-A’ halo that was selected for resimulation. The other five panels
show this halo resimulated at different numerical resolutions. In these panels, all particles within a cubic box of side-length 2.5 × r50

centred on the halo are shown. The image brightness is proportional to the logarithm of the squared dark matter density S(x, y)
projected along the line-of-sight, and the colour hue encodes the local velocity dispersion weighted by the squared density along the
line-of-sight. We use a two-dimensional colour table (as shown on the left) to show both of these quantities simultaneously. The colour
hue information is orthogonal to the brightness information; when converted to black and white, only the density information remains,
with a one-dimensional grey-scale colour map as shown on the left. The circles mark r50.
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halo, bracketing the value of 232 found by Springel et al.
(2008) for the Aq-A halo of the Aquarius project.

5 CONTRIBUTIONS TO THE EGB FROM
DARK MATTER ANNIHILATION

With the results of the previous sections, we finally concen-
trate on the main objective of this work, namely, to calculate
the contribution of dark matter annihilation to the EGB.
Specifically, we are interested in making realistic maps of
the expected specific intensity across the sky.

5.1 Simulation of the past light cone

The specific intensity (Eq. 11) describes the total emission
from dark matter annihilations integrated over the full back-
wards light cone along a certain direction. We use the data
of the MS-II to fill the whole volume contained in the past-
light cone of an observer located at a fiducial position in the
box at z = 0. As we have 68 simulation outputs in total, we
can approximate the temporal evolution of structure growth
by using at each redshift along the past light-cone the out-
put time closest to this epoch. To cover all space, we use
periodic replication of the simulation box.

However, this periodic replication would introduce
strong correlations along the line-of-sight on the scale of
the box size, and in particular, would lead to replications of
the same structures along certain sight lines. To avoid this
problem, we subdivide the backwards light-cone into shells of
comoving thickness equal to the boxsize. Within each shell,
an independent random rotation and translation is applied
to the pattern of boxes that tessellates the shell, as sketched
in Fig. 9. This procedure, first used in Carbone et al. (2008),
eliminates the unwanted line-of-sight correlations, while at
the same time it maintains continuity of the maps in the
transverse direction across the sky. As a result, our final
maps are free of obvious tessellation artifacts. We note, how-
ever, that this procedure can not make up for the missing
large scale power on scales larger than the box size itself.
Also, it will not be able to eliminate potential excess power
in the angular power spectrum on the periodicity scale of
the box, as within each shell the simulation box seamlessly
tiles the shell. However, the fixed comoving box size trans-
lates to a different angular scale in each shell, so that the
averaging over many shells usually makes this a small effect.

As discussed earlier, our strategy is not to account for
the emission at the level of individual particles, but instead
to use entire haloes and subhaloes, allowing us to accu-
rately correct for resolution effects. The list of dark matter
particles at each output time is hence replaced by a cata-
logue of dark matter substructures, each with a known to-
tal luminosity and known radial luminosity profile, calcu-
lated from their rmax and Vmax values as described earlier,
and including a resolution correction for poorly resolved ob-
jects. Map-making then becomes a task to accurately accu-
mulate the properly redshifted emission from these struc-
tures in discretized representations of the sky. For the pix-
elization of the sky we use equal area pixels based on the

Figure 9. Sketch of the light-cone reconstruction carried out with
the periodic MS-II simulation. We subdivide the light-cone into
shells of comoving thickness 100 h−1Mpc. Within each shell, a
coherent randomization of the orientation and translation of the
periodic tessellation with the simulation box is carried out, in
order to avoid repetition of the same structures along a given
line-of-sight and at the same time to maintain continuity in the
transverse direction across the sky. The time evolution of cosmic
structure is taken into account by using at each position (redshift)
along a line-of-sight the closest simulation output time.

HEALPIX3 tessellation (Górski et al. 2005). All our maps
use Npix = 12 × 5122 ∼ π × 106 pixels corresponding to an
angular resolution of ∼ 0.115◦.

A given pixel in the simulated maps covers a solid angle
∆Ωpix. Our map-making code computes the average value
of the specific intensity within the area subtended by this
solid angle by conservatively distributing the emission of
each substructure over the appropriate pixels. Combining
Eqs. (9) and (11) we can write the relevant sum over all
substructures in the light-cone as:

Iγ,0(∆Ωpix) =
1
8π

∑

hϵ∆Ωpix

Lhw(dh, rh)Eγ,0fSUSY(zh)|Eγ,0

(27)
where the function w(dh, rh) is a weight function that dis-
tributes the luminosity of a given halo onto the pixels over-
lapping with the projected “size” (or more precisely the lu-
minosity profile) of the halo; the latter depends on the dis-
tance of the observer to the halo dh and the transverse dis-
tance rh between the halo centre and the centre of the pixels
it touches. Except for structures that are very nearby, the
high central concentration of the emission of a subhalo and
the limited angular resolution of our maps give most sub-
haloes the character of unresolved point sources. It therefore
makes little difference in practice if the transverse luminos-
ity profile of a subhalo, a ρ2-weighted projection of a NFW
profile, is replaced with an SPH-like kernel function in 2D
with radius equal to the halo’s half-mass radius r1/2. How-
ever, it is important to guarantee that the sum of the weights

3 The HEALPIX software package is available at
http://healpix.jpl.nasa.gov

c⃝ 0000 RAS, MNRAS 000, 000–000

Zavala et al.,  
MNRAS 405 (2010) 593 

Updated measurement of gamma-ray angular power spectrum of anisotropies 



Gamma-ray anisotropies from Dark Matter

11/17

E=4 GeV, Mmin=10-6 M⦿, b quarks 
mχ=200 GeV, σv=3✕10-26cm3s-1 (annihilation), mχ=2 TeV, τ=2✕1027 s (decay) 

Fornasa et al., MNRAS 1529 (2013) 

DM-induced anisotropies

Mattia Fornasa (University of Nottingham) 10

E=4 GeV, Mmin=10-6M⊙, mχ=200 GeV, σv=3x10-26cm3s-1 (annihilation), mχ=2 TeV, τ=2x1027s (decay), b quarks
Fornasa et al. (2012)

Characterization of Dark-Matter-induced anisotropies in the diffuse gamma-ray background 7

Figure 3. All-sky maps of the gamma-ray intensity (in units of cm−2s−1sr−1GeV−1) at 4 GeV from DM annihilation (left panels) and DM decay (right panels).
The figure shows the emission of all DM (sub)halos down to the resolution limit of the MS-II (EG-MSII component). In the upper row only nearby structures
(z < 0.01) are considered, while in the second row the emission up to z = 2 is considered. In the last row we plot the emission from all extragalactic (sub)halos
(resolved and unresolved) down to Mmin = 10−6M⊙/h with the LOW subhalo boost (see text for details). In all cases, annihilation or decay into b quarks is
assumed: for annihilating DM, mχ = 200 GeV with a cross section of 3× 10−26cm3s−1, while for decaying DM, mχ = 2 TeV with a lifetime of 2 × 1027s. The
photon yield receives contributions from prompt emission and IC off the CMB photons (see Sec. 2). In each map we subtract the all-sky average intensity of
that component, after moving to a logarithmic scale. Note the different scales in the first row.

where rs is the scale radius of the host halo given in kpc7. We note
that this implies that halos of all masses have the same radial de-
pendence of fs, only rescaling it to the particular size of the halo.
This is partially supported by the mass-independent radial distri-
bution of subhalos found in simulations (e.g. Angulo et al. 2008).
Using Eq. 10, Sánchez-Conde et al. (2011) found that Bann < 2 for
the MW dwarf spheroidals, while Bann ∼ 30 − 60 for galaxy clus-
ters (integrating up to the tidal and virial radius, respectively). In
both cases, the morphology of the total gamma-ray emission com-
ing from the halo is modified since the subhalo contribution makes
the brightness profile flatter and more extended.

For the case of annihilating DM, we account for the contri-
bution of unresolved subhalos by implementing the procedure of
Sánchez-Conde et al. (2011) in two different ways:

7 The value of 3.56 is chosen so that, for the MW halo in Via Lactea II,
Eqs. 10 and 9 are identical.

• for the subhalos of unresolved main halos we integrate
Fann(M)Bann(M) to compute the total luminosity from Mmin to Mres.
The result of this integral is then used to boost up the emission
of main halos in the MS-II with a mass between 1.39 × 108 and
6.89 × 109M⊙/h.

• for subhalos belonging to main halos that are resolved in the
simulation we boost up the luminosity of each halo by the mass-
dependent boost Bann(M) (i.e. the integral of Bann(M, r) up to the
virial radius). If the halo is extended, in addition to a total lumi-
nosity boost, we assume a surface brightness profile as given by
Bann(M, r). We need to apply a correction to this procedure since
these equations account for subhalos from a minimum mass Mmin
up to the mass of the main halo M, whereas subhalos with masses
above Mres are resolved and already accounted for in the simula-
tion (they belong to the EG-MSII component). To correct for this
double-counting, we simply compute (and subtract) the emission
due to subhalos down to a minimal mass equal to Mmin = Mres.

c⃝ 0000 RAS, MNRAS 000, 000–000
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Figure 4. All-sky map of the galactic gamma-ray intensity (in units of cm−2s−1sr−1GeV−1) at 4 GeV from DM annihilation (left panels) and decay (right
panels). In the first row, we show the emission from the smooth MW halo, while the contribution of resolved subhalos in the Aquarius Aq-A-1 halo (GAL-AQ
component) is shown in the second row. The maps on the last row indicate the total galactic emission accounting for the MW smooth halo and its (resolved and
unresolved) subhalos down to Mmin = 10−6M⊙/h (for the LOW subhalo boost). As in Fig. 3, mχ = 200 GeV, the cross section is 3 × 10−26cm3s−1 and Bb = 1
for the left panels, while mχ = 2 TeV with a lifetime of 2× 1027s and Bb = 1 for the right ones. The intensity includes contributions from prompt emission and
IC with the CMB photons (see Sec. 2). For the emission of the MW smooth halo we also consider IC with the complete ISRF, as well as hadronic emission.
The non-prompt emission alone is shown in the smaller panels overlapping with the maps of the first row. In each map we subtract the all-sky average intensity
of that component, after moving to a logarithmic scale. Note the different scale in the different panels.

along the line of sight up to a distance of 583 kpc (∼ 2.5 r200 of Aq-
A-1). This distance marks the transition between our galactic and
extragalactic regimes and it is selected because the Aq-A-1 halo is
still simulated with high resolution up to this radius, and it there-
fore provides a better representation of the outermost region of the
MW halo than the MS-II. For the smooth component, in addition
to the prompt emission and secondary emission from IC scatter-
ing with the CMB photons, we also consider the emission due to
IC scattering with the complete InterStellar Radiation Field (ISRF)
provided in Moskalenko et al. (2006) as well as hadronic emission
from interactions with the interstellar gas (see Appendices A and
B for details). The first row in Fig. 4 shows the gamma-ray emis-
sion from DM annihilation (left panel) and decay (right panel) in
the smooth MW halo. The secondary emission correlated with the
MW ISRF and the interstellar gas can be seen along the galactic
plane and is plotted independently in the small panels overlapping
with the maps of the first row.

4.2 The Milky Way subhalos (GAL-AQ and GAL-UNRES)

This section focuses on the contribution of galactic subhalos, deal-
ing with i) subhalos that are resolved in the Aq-A-1 halo, (which we
refer to as the GAL-AQ component) and ii) subhalos with masses
below the mass resolution of AQ (which we call the GAL-UNRES
component). As we did in Sec. 3.1, we use the subhalo catalog to
compute the luminosity of each object from its Vmax and rmax val-
ues10. Only subhalos with more than 100 particles are considered,
resulting in an “effective” AQ mass resolution of 1.71 × 105M⊙.
The gamma-ray intensity in a given direction Ψ is then obtained by
summing up the contribution from all subhalos encountered along
the line of sight, up to a distance of 583 kpc. The GAL-AQ compo-

10 As in the case of extragalactic (sub)halos, we correct the values of Vmax
and rmax for numerical effects (see Sec. 3.1).
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FIG. 24. Left: Auto-APS in the energy bin between 1.38 and 1.99 GeV, for a DM candidate with a mass of 212 GeV,
(σannv) = 3× 10−26cm3s−1 and annihilation into bb̄. The auto-APS is divided by fsky to correct for the presence of the mask
described in Sec. III B. The black solid line and the grey band indicate the Poissonian auto-APS measured in this energy
bin (see Sec. IV). The solid blue line is the median of the auto-APS for GAL-AQ over the 100 realizations with different
positions for the observer and the blue band shows the variability between the 10% and 90% quantiles. The uncertainty band
on GAL-AQ extends towards the shaded blue area if we account for an uncertainty of a factor 4 in the value of the mass of
MW DM halo. The red and purple lines show the auto-APS for EG-LOW and EG-HIGH, respectively, for Mmin = 10−6M⊙.
The green line stands for the GAL-MWsmooth component and the green band accounts for an uncertainty of a factor 4 in the
mass of MW DM halo. The wiggles in the green line and band are due to the mask applied to cover the Galactic plane (see
text for details). Right: The same as in the left panel but for a decaying DM particle with a mass of 212 GeV and a decaying
lifetime of 2× 1027 s. The red and and purple lines overlap.

(see Sec. VIE and Fig. 20), the uncertainty band ex-
tends downwards to include the shaded blue band. Over
the signal region, the GAL-AQ is not constant and it
decreases by approximately a factor of 10. The extra-
galactic signal is plotted in red and purple, for a LOW
and HIGH subhalo boost, respectively. This uncertainty
gives rise to the pink band that covers approximately
one order to magnitude. The extragalactic component
becomes nearly constant for ℓ >∼ 300 but, over the whole
signal region, decreases by a factor of 10. Finally, the
GAL-MWsmooth is plotted in green and the green band
indicates by how much the signal goes down when the
mass of MW DM halo is allowed to decrease up to a
factor 4 with respect to the value of Aq-A-1.
If we had considered Mmin = 10−12M⊙/h instead, the

intensity of EG-LOW and EG-HIGH would have been ap-
proximately 4 times larger, while it would have decreased
by a factor 50 if we had considered Mmin = 1 M⊙/h.
However, since the EG-LOW and EG-HIGH are not the
dominant component, the effect of changing Mmin on the
total DM signal is not going to be as large (see the dis-
cussion in Sec. VII about the exclusion limits).
In the right panel we follow the same color coding:

the main difference with the case of annihilating DM is
the fact that the extragalactic contribution dominates
the signal for most of the measured signal region. There
is no uncertainty associated with the boost factor and,
therefore, the red and red and purple lines coincide. As

in the left panel, the auto-APS is nearly constant for
ℓ >∼ 300 and it decreases by a factor ∼ 50 overall. An-
other important difference, with respect to the case of
DM annihilation, is the fact that the auto-APS of GAL-
AQ is much steeper, decreasing by a factor ∼ 600 from
ℓ = 49 to ℓ = 716.
Independently on how the different components are

summed together, (producing the different REF, MIN
and MAX scenarios described above) the total signal
associated with DM is not Poissonian but decreases at
smaller scales. This will be crucial when comparing our
predictions to the Fermi LAT data.

VII. USING THE AUTO- AND CROSS-APS TO
CONSTRAIN DARK MATTER ANNIHILATIONS

AND DECAYS

In this section we compare the predictions for the DM-
induced auto- and cross-APS obtained in Sec. VI with the
updated Fermi LAT measurement presented in Sec. III.
Such a comparison will allow us to determine whether the
data are consistent with a DM interpretation or how we
can use them to put constraints on the nature of the DM
particle. We follow two complementary approaches that
will be described separately in the following subsections.
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The green line stands for the GAL-MWsmooth component and the green band accounts for an uncertainty of a factor 4 in the
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(see Sec. VIE and Fig. 20), the uncertainty band ex-
tends downwards to include the shaded blue band. Over
the signal region, the GAL-AQ is not constant and it
decreases by approximately a factor of 10. The extra-
galactic signal is plotted in red and purple, for a LOW
and HIGH subhalo boost, respectively. This uncertainty
gives rise to the pink band that covers approximately
one order to magnitude. The extragalactic component
becomes nearly constant for ℓ >∼ 300 but, over the whole
signal region, decreases by a factor of 10. Finally, the
GAL-MWsmooth is plotted in green and the green band
indicates by how much the signal goes down when the
mass of MW DM halo is allowed to decrease up to a
factor 4 with respect to the value of Aq-A-1.
If we had considered Mmin = 10−12M⊙/h instead, the

intensity of EG-LOW and EG-HIGH would have been ap-
proximately 4 times larger, while it would have decreased
by a factor 50 if we had considered Mmin = 1 M⊙/h.
However, since the EG-LOW and EG-HIGH are not the
dominant component, the effect of changing Mmin on the
total DM signal is not going to be as large (see the dis-
cussion in Sec. VII about the exclusion limits).
In the right panel we follow the same color coding:

the main difference with the case of annihilating DM is
the fact that the extragalactic contribution dominates
the signal for most of the measured signal region. There
is no uncertainty associated with the boost factor and,
therefore, the red and red and purple lines coincide. As

in the left panel, the auto-APS is nearly constant for
ℓ >∼ 300 and it decreases by a factor ∼ 50 overall. An-
other important difference, with respect to the case of
DM annihilation, is the fact that the auto-APS of GAL-
AQ is much steeper, decreasing by a factor ∼ 600 from
ℓ = 49 to ℓ = 716.
Independently on how the different components are

summed together, (producing the different REF, MIN
and MAX scenarios described above) the total signal
associated with DM is not Poissonian but decreases at
smaller scales. This will be crucial when comparing our
predictions to the Fermi LAT data.

VII. USING THE AUTO- AND CROSS-APS TO
CONSTRAIN DARK MATTER ANNIHILATIONS

AND DECAYS

In this section we compare the predictions for the DM-
induced auto- and cross-APS obtained in Sec. VI with the
updated Fermi LAT measurement presented in Sec. III.
Such a comparison will allow us to determine whether the
data are consistent with a DM interpretation or how we
can use them to put constraints on the nature of the DM
particle. We follow two complementary approaches that
will be described separately in the following subsections.
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FIG. 25. Left: The solid lines show the upper limits on (σannv) derived from the auto- and cross-APS measured in Sec. III,
as a function of mχ and for Mmin = 10−6M⊙. The black line is for the REF scenario, while the red and blue ones are for
MAX and MIN, respectively. The grey band between the MIN and MAX scenario represents our estimated total astrophysical
uncertainty for Mmin = 10−6M⊙, accounting for all the sources of uncertainty mentioned in Sec. VI. The red and blue shaded
bands described the effect of changing Mmin between 10−12Mmin and 1 Mmin/h, for the MAX and MIN scenario, respectively.
In the case of the black, red and blue dashed lines, the upper limits are derived only considering the measured auto-APS and
neglecting the cross-APS. For comparison, the long-dashed grey line marks the annihilation cross section for thermal relics from
Ref. [68] and the dash-dotted grey line the upper limit obtained in Ref. [69] from the combined analysis of 15 dwarf Spheroidal
galaxies. Finally, the short-dashed grey line shows the conservative upper limit derived in Ref. [18] from the intensity of the
DGRB. Right: The same as in the left panel but for the lower limits on τ . The long-dashed grey line represents the lower limit
obtained in Fig. 6 of Ref. [70] from the DGRB intensity.

be minimized in the fit is the following:

χ2 = −
∑

i,j,ℓ

[Ci,j
ℓ − Ci,j

ℓ,DM − Ci,j
P ]2

σ2
Ci,j

ℓ

, (19)

where the i, j indexes in the sum extends over the all
the 91 independent combinations of energy bins and the
ℓ index runs over the 10 bins in multipoles contained in
the signal region. Ci,j

ℓ indicates the APS measured in the
i, j combination of energy bins and in the ℓmultipole bin,
while Ci,j

ℓ,DM and Ci,j
P are the DM and Poissonian com-

ponents of our model, in the same combination of energy
bins and in the same multipole bin, respectively. Finally,
σCi,j

ℓ
is the experimental error associated to Ci,j

ℓ . The

DM APS Ci,j
ℓ,DM is computed for the same 60 values ofmχ

as in the previous section, the same 3 annihilation/decay
channels, 3 benchmark scenarios and 3 values of Mmin.
The only remaining parameter to calculate Ci,j

ℓ,DM is ei-
ther (σannv) or τ : they will be fixed to a specific value
every time we compute χ2. On the other hand, the 91
independent values of Ci,j

P in Eq. 19 are left free in the
fit. Putting the DM term to zero in Eq. 19 defines our
null hypothesis. In that case, the fit to the Fermi LAT
data leds us to the CP estimators discussed in Sec. III,
whose auto-APS is plotted in Fig. 9. Including the DM
component, for a fixed mχ, annihilation/decay channel,
benchmark and Mmin, we repeat the minimization of χ2

in Eq. 19, for different values of (σannv) and τ . We show
an example in Fig. 26, for the case of a DM candidate an-
nihilating in the REF scenario, with a mass of 608 GeV,
(σannv) = 3.4 × 10−24cm3s−1 and annihilating into bb̄.
The value of the annihilation cross section correspond to
the exclusion upper limit for that value of DM mass, as
it will be computed later. The red dots show the mea-
sured auto-APS as a function of ℓ in the signal region
for one reference energy bin, i.e. the one between 10.4
and 21.8 GeV. The solid dashed line within the grey band
denotes the best-fit CP in that energy bin for the null hy-
pothesis (i.e., without DM), while the dashed black line
stands for the best-fit Poissonian component when the
fit is done with the 2-components model (i.e. including
DM). The dashed line is lower than the solid one since,
at these energies, part of the signal is explained by DM
and, therefore, there is less need of a Poissonian compo-
nent. Energy bins not localized near the peak of the DM
emission are only slightly affected by the inclusion of the
DM term in the fit. The best-fit configuration for the
two-components model is plotted by blue triangles: the
inclusion of the DM term makes it multipole-dependent
so that it decreases by a factor of ∼3 over the signal
region. This configuration is characterized by a χ2 of
922.8.
We note that, including the DM component, improves

the χ2 of the best-fit point with respect to the null hy-
pothesis, at least for mχ > 150 GeV in the case of anni-
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A. Conservative exclusion limits

This first strategy is motivated by the desire to be
conservative, i.e. to draw conclusions that, even if not as
strong as in the following section, are going to be more
robust. In particular, we notice that the measured auto-
and cross-APS is compatible with being Poissonian in
each energy bin (or combination of energy bins). We
take this as an indication that sources other than DM
(most likely unresolved blazars) are responsible for the
signal. Then, the DM-induced APS, for any energy bins
or combination of bins, needs to be below the measured
data. For a certain benchmark case (among REF, MIN
and MAX) and for a certain value of Mmin, this will
translate into upper limits on the intensity of the DM-
induced signal or, fixing mχ and the annihilation/decay
channel, on upper limits on (σannv) for annihilating DM
and on lower limit on τ for decaying DM. We refer to
these exclusion limits as “conservative”.
We consider 60 values ofmχ between 5 GeV and 5 TeV.

For each value of mχ, we compute the DM-induced auto-
and cross-APS in the 13 energy bins defined in Sec. II,
for the 3 benchmarks described in Sec. VI F, for 3 anni-
hilation/decay channels (i.e., bb̄, τ+τ− and µ+µ−24) and
for 3 values of Mmin (i.e., 10−12, 10−6 and 1 M⊙). The
predicted auto- and cross-APS is multiplied by κ(ΦPP, ℓ)
in order to correct for the presence of Galactic DM sub-
halos that are above the Fermi LAT sensitivity thresh-
old (see Sec. VIE). The APS associated with DM for
energy bins i and j is averaged over the signal region
and we require it to be smaller than the Poissonian APS
measured for that pair of energy bins plus 1.64 times
its error: ⟨Ci,j

ℓ,DM⟩ < Ci,j
P + 1.64 σCi,j

P
. Assuming that

the measured CP has a Gaussian probability distribu-
tion with a central value of Cp and a standard deviation
of σCP , values further away than 1.64 times σCP from
the central value correspond to a cumulative probability
distribution larger than 0.95. Thus, excluding them pro-
vides a 95% CL exclusion bound. For each mχ, we take
the most stringent limit among all the combinations of
energy bins.
Fig. 25 shows the upper limits on the (σannv) (left

panel) and the lower limits on τ (right panel), as a func-
tion ofmχ and for the different benchmark scenarios con-
sidered above. The black line is for REF while blue and
red ones are for MIN and MAX, respectively. Thus, the
grey band represents our total systematic astrophysical
uncertainty (for Mmin = 10−6M⊙) and it is as large as
a factor of 5 or 2, approximately, for annihilating and
decaying DM, respectively. The shape of the limits has
some wiggles because, depending on the DM mass, the
emission peaks at different energies, and different combi-

24 See Ref. [34] on how to compute the emission for multiple anni-
hilation/decay channels without having to recompute, for each
case, the mock sky maps from the N-body simulations.

nations of energy bins are responsible for the exclusion
limit. Solid lines are obtained considering all the pos-
sible combinations of energy bins, while for the dashed
ones only the auto-APS is employed. The figure shows
that, both for annihilating and decaying DM, the ex-
clusion limits are driven by the cross-APS and not the
auto-APS, for large DM mass, approximately mχ > 1
TeV for annihilating DM and mχ > 2 TeV for decaying
DM.
In the left panel, the red and blue shaded areas ac-

count for the effect of changing Mmin between 10−12M⊙

and 1 M⊙ and they are computed only for the MIN and
MAX scenarios. The effect is relatively small since, for
annihilating DM, the DM-induced APS is dominated by
GAL-AQ (see Fig. 24). Even including it in our budget
for the systematic uncertainty, the latter grows only to a
factor of 7. Compared to the conservative upper limits on
(σannv) derived by the intensity of the IGRB in Ref. [18],
our uncertainty is approximately a factor of 2 smaller,
which makes our predictions more robust. The long-
dashed grey line is the thermal annihilation cross section
computed in Ref. [68]. The line marks the beginning of
the region where one can find annihilation cross sections
that correspond to a relic DM abundance in agreement
with the Planck data [43]. Unfortunately, our conserva-
tive upper limits do not probe this region, as they are,
at least, a factor 2 away from it. The REF upper limit
is also a factor 50 higher than the upper limit derived
from the observation of 15 dwarf Spheroidal galaxies per-
formed by the Fermi LAT [69] and included here as a grey
dash-dotted line. The REF exclusion bound, however, is
compatible with the conservative limits that can be de-
rived from the intensity of the IGRB (short-dashed grey
line) [18], at least below 100 GeV. Above this value, the
IGRB intensity leads to a more stringent exclusion.
On the other hand, in the right panel, it can be seen

that the lower limits on τ derived here from the auto-
and cross-APS are, at least, a factor of 5 below the lower
limits obtained in Fig. 6 of Ref. [70] from the IGRB
intenstity, in their conservative scenario.

B. Fit to the data and realistic exclusion limits

In this section we describe an alternative way of com-
paring our predictions for the DM-induced auto- and
cross-APS to the Fermi LAT measurement. This time,
we assume that the signal is produced by two compo-
nents, i.e. a Poissonian one and a DM-induced one which,
as we noticed in Fig. 24, deviates from a Poissonian be-
haviour. The Poissonian component is interpreted as the
APS of unresolved astrophysical sources, even if we do
not try to predict its amplitude in terms of a specific
model. Such a 2-components model will be used to fit
the Fermi LAT APS as a function of multipole.
Under the assumption that the Fermi LAT data are

distributed with a Gaussian probability, the χ2 that will
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FIG. 25. Left: The solid lines show the upper limits on (σannv) derived from the auto- and cross-APS measured in Sec. III,
as a function of mχ and for Mmin = 10−6M⊙. The black line is for the REF scenario, while the red and blue ones are for
MAX and MIN, respectively. The grey band between the MIN and MAX scenario represents our estimated total astrophysical
uncertainty for Mmin = 10−6M⊙, accounting for all the sources of uncertainty mentioned in Sec. VI. The red and blue shaded
bands described the effect of changing Mmin between 10−12Mmin and 1 Mmin/h, for the MAX and MIN scenario, respectively.
In the case of the black, red and blue dashed lines, the upper limits are derived only considering the measured auto-APS and
neglecting the cross-APS. For comparison, the long-dashed grey line marks the annihilation cross section for thermal relics from
Ref. [68] and the dash-dotted grey line the upper limit obtained in Ref. [69] from the combined analysis of 15 dwarf Spheroidal
galaxies. Finally, the short-dashed grey line shows the conservative upper limit derived in Ref. [18] from the intensity of the
DGRB. Right: The same as in the left panel but for the lower limits on τ . The long-dashed grey line represents the lower limit
obtained in Fig. 6 of Ref. [70] from the DGRB intensity.

be minimized in the fit is the following:

χ2 = −
∑

i,j,ℓ

[Ci,j
ℓ − Ci,j

ℓ,DM − Ci,j
P ]2

σ2
Ci,j

ℓ

, (19)

where the i, j indexes in the sum extends over the all
the 91 independent combinations of energy bins and the
ℓ index runs over the 10 bins in multipoles contained in
the signal region. Ci,j

ℓ indicates the APS measured in the
i, j combination of energy bins and in the ℓmultipole bin,
while Ci,j

ℓ,DM and Ci,j
P are the DM and Poissonian com-

ponents of our model, in the same combination of energy
bins and in the same multipole bin, respectively. Finally,
σCi,j

ℓ
is the experimental error associated to Ci,j

ℓ . The

DM APS Ci,j
ℓ,DM is computed for the same 60 values ofmχ

as in the previous section, the same 3 annihilation/decay
channels, 3 benchmark scenarios and 3 values of Mmin.
The only remaining parameter to calculate Ci,j

ℓ,DM is ei-
ther (σannv) or τ : they will be fixed to a specific value
every time we compute χ2. On the other hand, the 91
independent values of Ci,j

P in Eq. 19 are left free in the
fit. Putting the DM term to zero in Eq. 19 defines our
null hypothesis. In that case, the fit to the Fermi LAT
data leds us to the CP estimators discussed in Sec. III,
whose auto-APS is plotted in Fig. 9. Including the DM
component, for a fixed mχ, annihilation/decay channel,
benchmark and Mmin, we repeat the minimization of χ2

in Eq. 19, for different values of (σannv) and τ . We show
an example in Fig. 26, for the case of a DM candidate an-
nihilating in the REF scenario, with a mass of 608 GeV,
(σannv) = 3.4 × 10−24cm3s−1 and annihilating into bb̄.
The value of the annihilation cross section correspond to
the exclusion upper limit for that value of DM mass, as
it will be computed later. The red dots show the mea-
sured auto-APS as a function of ℓ in the signal region
for one reference energy bin, i.e. the one between 10.4
and 21.8 GeV. The solid dashed line within the grey band
denotes the best-fit CP in that energy bin for the null hy-
pothesis (i.e., without DM), while the dashed black line
stands for the best-fit Poissonian component when the
fit is done with the 2-components model (i.e. including
DM). The dashed line is lower than the solid one since,
at these energies, part of the signal is explained by DM
and, therefore, there is less need of a Poissonian compo-
nent. Energy bins not localized near the peak of the DM
emission are only slightly affected by the inclusion of the
DM term in the fit. The best-fit configuration for the
two-components model is plotted by blue triangles: the
inclusion of the DM term makes it multipole-dependent
so that it decreases by a factor of ∼3 over the signal
region. This configuration is characterized by a χ2 of
922.8.
We note that, including the DM component, improves

the χ2 of the best-fit point with respect to the null hy-
pothesis, at least for mχ > 150 GeV in the case of anni-
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FIG. 25. Left: The solid lines show the upper limits on (σannv) derived from the auto- and cross-APS measured in Sec. III,
as a function of mχ and for Mmin = 10−6M⊙. The black line is for the REF scenario, while the red and blue ones are for
MAX and MIN, respectively. The grey band between the MIN and MAX scenario represents our estimated total astrophysical
uncertainty for Mmin = 10−6M⊙, accounting for all the sources of uncertainty mentioned in Sec. VI. The red and blue shaded
bands described the effect of changing Mmin between 10−12Mmin and 1 Mmin/h, for the MAX and MIN scenario, respectively.
In the case of the black, red and blue dashed lines, the upper limits are derived only considering the measured auto-APS and
neglecting the cross-APS. For comparison, the long-dashed grey line marks the annihilation cross section for thermal relics from
Ref. [68] and the dash-dotted grey line the upper limit obtained in Ref. [69] from the combined analysis of 15 dwarf Spheroidal
galaxies. Finally, the short-dashed grey line shows the conservative upper limit derived in Ref. [18] from the intensity of the
DGRB. Right: The same as in the left panel but for the lower limits on τ . The long-dashed grey line represents the lower limit
obtained in Fig. 6 of Ref. [70] from the DGRB intensity.

be minimized in the fit is the following:

χ2 = −
∑

i,j,ℓ

[Ci,j
ℓ − Ci,j

ℓ,DM − Ci,j
P ]2

σ2
Ci,j

ℓ

, (19)

where the i, j indexes in the sum extends over the all
the 91 independent combinations of energy bins and the
ℓ index runs over the 10 bins in multipoles contained in
the signal region. Ci,j

ℓ indicates the APS measured in the
i, j combination of energy bins and in the ℓmultipole bin,
while Ci,j

ℓ,DM and Ci,j
P are the DM and Poissonian com-

ponents of our model, in the same combination of energy
bins and in the same multipole bin, respectively. Finally,
σCi,j

ℓ
is the experimental error associated to Ci,j

ℓ . The

DM APS Ci,j
ℓ,DM is computed for the same 60 values ofmχ

as in the previous section, the same 3 annihilation/decay
channels, 3 benchmark scenarios and 3 values of Mmin.
The only remaining parameter to calculate Ci,j

ℓ,DM is ei-
ther (σannv) or τ : they will be fixed to a specific value
every time we compute χ2. On the other hand, the 91
independent values of Ci,j

P in Eq. 19 are left free in the
fit. Putting the DM term to zero in Eq. 19 defines our
null hypothesis. In that case, the fit to the Fermi LAT
data leds us to the CP estimators discussed in Sec. III,
whose auto-APS is plotted in Fig. 9. Including the DM
component, for a fixed mχ, annihilation/decay channel,
benchmark and Mmin, we repeat the minimization of χ2

in Eq. 19, for different values of (σannv) and τ . We show
an example in Fig. 26, for the case of a DM candidate an-
nihilating in the REF scenario, with a mass of 608 GeV,
(σannv) = 3.4 × 10−24cm3s−1 and annihilating into bb̄.
The value of the annihilation cross section correspond to
the exclusion upper limit for that value of DM mass, as
it will be computed later. The red dots show the mea-
sured auto-APS as a function of ℓ in the signal region
for one reference energy bin, i.e. the one between 10.4
and 21.8 GeV. The solid dashed line within the grey band
denotes the best-fit CP in that energy bin for the null hy-
pothesis (i.e., without DM), while the dashed black line
stands for the best-fit Poissonian component when the
fit is done with the 2-components model (i.e. including
DM). The dashed line is lower than the solid one since,
at these energies, part of the signal is explained by DM
and, therefore, there is less need of a Poissonian compo-
nent. Energy bins not localized near the peak of the DM
emission are only slightly affected by the inclusion of the
DM term in the fit. The best-fit configuration for the
two-components model is plotted by blue triangles: the
inclusion of the DM term makes it multipole-dependent
so that it decreases by a factor of ∼3 over the signal
region. This configuration is characterized by a χ2 of
922.8.
We note that, including the DM component, improves

the χ2 of the best-fit point with respect to the null hy-
pothesis, at least for mχ > 150 GeV in the case of anni-
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and a Mmin = 10−6M⊙. Left: Each
point in the (mχ,σannv) parameter space is colored according to its ∆χ2, i.e. the difference of the χ2 of the best fit to the
auto- and cross-APS in terms of the 2-components model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
inner (outer) white contour marks the 68% (90%) CL region. Right: The same as with the left panel but for decaying DM.
The white contour denotes the 68% confidence level region.
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FIG. 28. Left: The solid lines show the upper limits that can be derived on (σannv) as a function of mχ (for annihilation into
bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-components model that includes astrophysical sources
and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario, respectively.
The blue and red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between
10−12M⊙ and 1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed
grey line is the thermal annihilation cross section from Ref. [68]. The dot-dashed line is the upper limits derived in Ref. [69]
from the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB
intensity performed in Ref. [71]. Right: The same as in the left panel but for the lower limits on τ . The dot-dashed grey line
represents the lower limit obtained in Ref. [70] from the IGRB intensity. The line is taken from Fig. 5 of Ref. [70], where the
IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and a Mmin = 10−6M⊙. Left: Each
point in the (mχ,σannv) parameter space is colored according to its ∆χ2, i.e. the difference of the χ2 of the best fit to the
auto- and cross-APS in terms of the 2-components model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
inner (outer) white contour marks the 68% (90%) CL region. Right: The same as with the left panel but for decaying DM.
The white contour denotes the 68% confidence level region.
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FIG. 28. Left: The solid lines show the upper limits that can be derived on (σannv) as a function of mχ (for annihilation into
bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-components model that includes astrophysical sources
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The blue and red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between
10−12M⊙ and 1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed
grey line is the thermal annihilation cross section from Ref. [68]. The dot-dashed line is the upper limits derived in Ref. [69]
from the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB
intensity performed in Ref. [71]. Right: The same as in the left panel but for the lower limits on τ . The dot-dashed grey line
represents the lower limit obtained in Ref. [70] from the IGRB intensity. The line is taken from Fig. 5 of Ref. [70], where the
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and a Mmin = 10−6M⊙. Left: Each
point in the (mχ,σannv) parameter space is colored according to its ∆χ2, i.e. the difference of the χ2 of the best fit to the
auto- and cross-APS in terms of the 2-components model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
inner (outer) white contour marks the 68% (90%) CL region. Right: The same as with the left panel but for decaying DM.
The white contour denotes the 68% confidence level region.
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FIG. 28. Left: The solid lines show the upper limits that can be derived on (σannv) as a function of mχ (for annihilation into
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error. The dashed black line denotes the best-fit of the Pois-
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mass of 608 GeV and a (σannv) of 3.4 × 10−24cm3s−1, anni-
hilation into bb̄ and a REF scenario with a Mmin = 10−6M⊙.
The best-fit signal (i.e. Poissonian plus DM component) is
plotted by means of the blue triangles.

hilating DM and above 400 GeV for decaying DM. This
is probably due to the fact that the measured auto-APS
is slighlty multipole-dependent. We can quantify the im-
provement in the fit provided by the DM component by
building a 2-dimensional grid in (mχ,σannv) for annihi-
lating DM and in (mχ, τ) for decaying DM and plotting
the Test Statistics ∆χ2 between the χ2 of the best-fit for
the null hypothesis and the χ2 of the best-fit in the case of
the 2-components model. This is shown in Fig. 27, where
the left panel refers to annihilating DM and the right one
to decaying DM (for annihilations/decays into bb̄ and a
REF scenario with Mmin = 10−6M⊙. Starting from the
point with the smallest χ2 (i.e. mχ = 607 GeV and
(σannv) = 2.2 × 10−24cm3s−1 for annihilating DM and
mχ = 1743 GeV and τ = 1.2 × 1026s for decaying DM),
we can identify the region in this parameter space cor-
responding to a ∆χ2 that is smaller than 2.30, 4.61 and
5.99. These values are obtained assuming that the ∆χ2

follows a χ2 distribution with 2 degrees of freedom (i.e.
mχ and (σannv) or τ). Values of ∆χ2 larger than 2.30,
4.61 and 5.99 fall outside 32%, 10% and 5% of the cumu-
lative probability distribution and, therefore, they mark
the boundaries of the 68%, 90% and 95% CL regions,
respectively. For the case of annihilating DM, only the
68% and 90% CL regions are closed and their contours
are plotted in white in the left panel of Fig. 27. For de-
caying DM, only the 68% is closed (plotted in right panel
of Fig.27). This tells us that including the DM compo-
nent in the model provides a better fit to the auto- and

cross-APS measured in Sec. III, with a significance be-
tween 1.6 and 2σ for annihilating DM and between 1 and
1.6σ for decaying DM. This is obviously too small to con-
sider it a significant effect and, thus, instead of claiming
a DM detection, we assume that the data are compatible
with being produced by astrophysical sources only (i.e.
a Poissonian APS) and we use the measured auto- and
cross-APS to derive constraints on the DM signal.
For each value of mχ, Mmin, annihilation/decay chan-

nel and benchmark scenario, the exclusion limits on
(σannv) and τ are derived by scanning on (σannv) and
τ until we find the values that correspond to a best fit
with a Test Statistics∆χ2 of 3.84. Such a value is derived
assuming that ∆χ2 follows a χ2 probability distribution
with one degree of freedom (i.e., (σannv) or τ) and not-
ing that values larger than 3.84 fall outside 5% of the
cumulative distribution probability. The recipe provides
the 95% CL exclusion limits on (σannv) and τ that are
summarised in the left and right panels of Fig. 28, re-
spectively.
In the left panel, as in Fig. 25, the black, blue and red

solid lines correspond to the REF, MIN and MAX scenar-
ios, respectively. The variability between MIN and MAX
covers slightly more than a factor of 5. The blue and red
shaded region around the solid lines of the same color in-
dicate how the upper limits change when we leave Mmin

free to vary. This extends the range of the total system-
atic uncertainty to approximately one order of magni-
tude. For comparison, the black dashed line is the REF
upper limit in its conservative version (from Fig. 25).
Fitting the data with the 2-components model produces
an improvement of approximately a factor of 3, at least
at low DM masses. As the mass increases, the method
employed in this section starts to perform progressively
worse and the solid black line gets closer to the dashed
one. For mχ > 1 TeV, the conservative method is even
more stringent than fitting the data. This is due to the
fact that, for mχ > 150 GeV, the data slightly prefer the
interpretation with DM as opposed to the null hypoth-
esis. The figure also includes the thermal cross section
from Ref. [68] as a long-dashed grey line: our upper limit
for the REF case only touches it below 10 GeV. It is also
more than a factor 10 weaker than the upper limit derived
from the observation of 15 dwarf Spheroidal galaxies in
Ref. [69]. Finally, the short-dashed grey line indicates
the exclusion limits obtained in Ref. [71] by studying the
intensity of the IGRB with a 2-components model that,
similarly to what we do here, includes both a generic
model-independent astrophysical contribution and a DM
one. Our REF limit is stronger than the short-dashed
grey line for mχ < 40 GeV, suggesting that the study of
the IGRB anisotropies could in principle be a more effec-
tive way of constraining DM than the the IGRB intensity.
However, for larger DM masses, our limit gets worse due,
again, to the fact that the data prefer an interpretation
that includes DM.
The same color coding is used in the right panel for

decaying DM. With no dependence on Mmin, the band
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• ΤS = -2 ln[χ2(no DM)] + 2 ln[χ2(mχ,σv)] 

• best-fit solution has TS=-4.5, mχ=607 GeV, (σannv)=2.2×10-24 cm3s-1

TS=2.30

TS=4.61

Updated measurement of gamma-ray angular power spectrum of anisotropies 
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best-fit solution has mχ=1743 GeV, τ=1.2×1026 s

TS=2.30

TS=4.61
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and a Mmin = 10−6M⊙. Left: Each
point in the (mχ,σannv) parameter space is colored according to its ∆χ2, i.e. the difference of the χ2 of the best fit to the
auto- and cross-APS in terms of the 2-components model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
inner (outer) white contour marks the 68% (90%) CL region. Right: The same as with the left panel but for decaying DM.
The white contour denotes the 68% confidence level region.
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FIG. 28. Left: The solid lines show the upper limits that can be derived on (σannv) as a function of mχ (for annihilation into
bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-components model that includes astrophysical sources
and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario, respectively.
The blue and red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between
10−12M⊙ and 1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed
grey line is the thermal annihilation cross section from Ref. [68]. The dot-dashed line is the upper limits derived in Ref. [69]
from the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB
intensity performed in Ref. [71]. Right: The same as in the left panel but for the lower limits on τ . The dot-dashed grey line
represents the lower limit obtained in Ref. [70] from the IGRB intensity. The line is taken from Fig. 5 of Ref. [70], where the
IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
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• new measurement of anisotropy angular power spectrum 

• possibly two distinct population of sources are responsible for the 
signal 

• constraints on additional components can be derived 

• combination with cross-correlation with other tracers of Large Scale 
Structures and with other messengers (neutrinos) 

Updated measurement of gamma-ray angular power spectrum of anisotropies 
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FIG. 18. Poissonian auto-APS as a function of energy for the
default data set in this analysis, with 13 energy bins (red dots)
and with the 4 energy bins used in Ref. [1] (blue triangles).
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FIG. 19. Anisotropy energy spectrum for the default data set
masking the sources in 3FGL (red dots). The different lines
correspond to the best-fit solutions in the interpretation of the
auto- and cross-APS as a function of one or two populations of
unresolved sources. The solid grey line abd solid blue line are
for one population emitting as a power law or a broken power
law, respectively. The solid yellow line is for two populations
with power-law energy spectra. The solid black line represents
the case of two populations emitting as broken power laws.
In this case, the individual broken power laws are shown as
short-dashed and long-dashed black lines. Finally, the case
of a power-law-emitting populationa and a broken-power-law
one is shown in green, almost completely overlapped with the
solid black line.

parametrized as follows:

F (E) =

{

(E/E0)−α if E ≥ Eb

(E0/Eb)−α+β(E/E0)−β otherwise
. (10)

In this case, the best-fit has a χ2 of 144.1 for 3 parame-
ters and the Test Statistics ∆χ2 indicates that it should
be preferred with respect to the simple power law inter-
pretation. The solution has a log10(A/cm

−2s−1sr−1) =
(−8.47 ± 0.01), α = (2.30 ± 0.02), Eb = 99.9+22.7

−18.2 GeV
and β ≥ 3.5 with the best-fit at 5.0 (see solid blue line
in Fig. 19). The presence of the break allows for a bet-
ter interpretation of the data, which, however, still poor
at low energies. We, then, allow for the possibility of
two independent populations and we start by consider-
ing the case of two power laws. This model has a χ2

of 131.0 for 4 parameters and it provides a significantly
better fit to the data, with respect to the case of one
power law (see solid yellow line in Fig. 19): one popu-
lation explains the data points below few GeV and an-
other one reproduces the data at higher energies. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.51 ± 0.02),
log10(A2/cm−2s−1sr−1) = −8.88+0.18

−0.07, α = (2.23± 0.01)
and β = 3.7+0.6

−0.4. We also consider the possibility of
two broken power laws. With a χ2 of 100.1 for 8 pa-
rameters, this is the configuration that describes the
data better (see solid black line in Fig. 19). As for
the two-power-laws configurations: one population re-
produces the data at low energies (short-dashed black
line) and one at higher energies (long-dashed black line).
The best-fit has log10(A1/cm−2s−1sr−1) = −8.61+0.05

−0.07,
log10(A2/cm−2s−1sr−1) = −8.59+0.06

−0.08, α1 = 2.14+0.05
−0.06,

α2 = 3.0+0.3
−0.2, β1 ≥ 3.9 (with best-fit at 5.0), β2 =

0.88+0.09
−0.15, E1 = 88.9+9.6

=14.4 GeV and E2 ≥ 79.0 GeV (with
best-fit at 397.1 GeV). The best-fit solution for the cross-
APS is shown in Figs. 29 and 30.
Finally, we also test the hypothesis of one population

emitting as a power law and one as a broken power-law.
In the previous model we are only sensitive to the power-
law regime of the second broken power law. Thus, we
expect this intepretation to provide an equally good fit
to the data (see solid green line in Fig. 19, pratically
overlapping thesolid black one). Indeed, the best-fit is
characterized by the same χ2 for 6 parameters. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.60 ± 0.07),
log10(A2/cm−2s−1sr−1) = −8.60+0.05

−0.08, α1 = 3.05+0.28
−0.23,

α2 = 2.15+0.06
−0.04, β1 ≥ 3.9 (with best-fit at 5.0) and

Eb = 88.9+10.5
−13.4 GeV.

Having performed the fit withMultiNest allows us to
evaluate not only the Test Statistics but also the Bayes
Factor B. This is defined as the ratio of the so-called
“evidence” for two competing models (given the data)
and it can be used to discriminate between them. Com-
pared to the Test Statistics employed before, the Bayes
Factor also account for the different dimensionality of the
parameter space of the competing models. In particular,
with a lnB = 8.7, there is strong evidence for the two-
power-law interpretation with respect to the one-power-
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and a Mmin = 10−6M⊙. Left: Each
point in the (mχ,σannv) parameter space is colored according to its ∆χ2, i.e. the difference of the χ2 of the best fit to the
auto- and cross-APS in terms of the 2-components model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
inner (outer) white contour marks the 68% (90%) CL region. Right: The same as with the left panel but for decaying DM.
The white contour denotes the 68% confidence level region.
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FIG. 28. Left: The solid lines show the upper limits that can be derived on (σannv) as a function of mχ (for annihilation into
bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-components model that includes astrophysical sources
and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario, respectively.
The blue and red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between
10−12M⊙ and 1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed
grey line is the thermal annihilation cross section from Ref. [68]. The dot-dashed line is the upper limits derived in Ref. [69]
from the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB
intensity performed in Ref. [71]. Right: The same as in the left panel but for the lower limits on τ . The dot-dashed grey line
represents the lower limit obtained in Ref. [70] from the IGRB intensity. The line is taken from Fig. 5 of Ref. [70], where the
IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
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• abundant sources: number of detected objects as a function of their flux 

• rare sources (in gamma rays): measure correlation with other frequencies 
(IR for star-forming galaxies, radio for misaligned AGNs)

Ackermann et al., Astrophys. J. 755 (2012) 164   

24 The Fermi LAT Collaboration
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a given bin.

energies larger than those probed here, while for FSRQs, because of the larger average
redshifts, the EBL efficiently suppresses their >50GeV flux.

For the model reported above, the high-energy peak is a function of Eb alone, for fixed

γa and γb. We calibrated the relationships between Eb and the LAT-measured power-law

Ackermann et al., Astrophys. J. 800 (2012) 2, L27   
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How to bin the APS
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• produce 100 Monte Carlo realisations of the gamma-ray sky with a fixed 
nominal CP 

• PolSpice computes Cℓ and estimates errors and covariances 

• analytical expression for the error is  
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FIG. 4. Comparison between different methods to bin the
auto-APS measured in the bin between ℓ = 243 and 317
from the MC simulations described in the text. The nomi-
nal CrmP is represents by the vertical grey line. The solid
black histograms shows the distribution of the measured Cℓ

for the 100 simulated realizations, if the binned auto-APS is
computed by means of unweighted average. The dashed blue
histogram denotes the case of a weighted average with weights
from Eq. 7. The solid red curves is a Gaussian distribution
centered on the nominal CP and with a standard deviation
of 9.3× 10−19cm−4s−2sr−1, typical of the error estimated by
PolSpice.

follows a χ2
2ℓ+1 distribution [25]) is:

σℓ =
√

2/(2ℓ+ 1)

(

Cℓ +
CN

W 2
ℓ

)

, (7)

with Wℓ = W beam
ℓ W pix

ℓ . We test three approaches to
obtain Cℓ: i) computing the weighted averaging of the
Cℓ in the bin, using σℓ from Eq. 7 as the weight, ii)
computing the weighted averaging of the Cℓ in the bin,
with a weight defined as the σℓ in Eq. 7 but only with the
noise term CN/W 2

ℓ and iii) computing the unweighted
averaging of the Cℓ in the bin. Note that in the first
approach, the weight σℓ depends on the data themselves
via the Cℓ term, while in second and third methods there
is no dependence on the estimated auto-APS. The first
method is the one employed in Ref. [1].
In Fig. 4, we show a histogram of the binned Cℓ in the

bin between ℓ = 243 and 317 for the 100 MC realiza-
tions. The nominal CP is denoted by the grey vertical
solid line. The solid black histogram refers to the case in
which no weights are used (method iii), while the dashed
blue histogram is for an weighted average with weights
from Eq. 7 (method i). The results for method ii (i.e.,
weighted average but with only the noise term in Eq. 7)
are not plotted but they are similar to the solid black
histogram. It is clear than binning the data by means
of a weighted average which includes the data Cℓ itself
gives a result which underestimates the nominal CP. On

the other hand, using the unweighted average (as we do
in the current analysis) or weighting with the noise term
only gives results compatible with the input. From the
histogram it can also be seen that the distribution for
Cℓ obtained from the MC realizations is, to a good ap-
proximation, Gaussian. Indeed, it agrees well with the
solid red curve representing a Gaussian distribution cen-
tered on the nominal CP and with a standard deviation
of 9.3× 10−19cm−4s−2sr−1 (see later).
To assign an error σℓ to the binned auto-APS Cℓ we

test two methods: i) the average of the analytic esti-
mated from Eq. 7 in the bin and ii) the average of the
PolSpice covariance matrix in the the bin under con-
sideration. Both methods produce similar results, so we
consider the latter as our standard approach. The av-
erage of σℓ (computed from the PolSpice covariance
matrix oin the bin between ell = 243 and 317) over t he
100 MC realizations is 9.3× 10−19cm−4s−2sr−1, i.e. the
value considered in Fig. 4 for the standard deviation of
the red curve.
Having determined how to bin the measured auto-

APS, one may want to fit the data Cℓ with a constant, in
order to recover the amplitude CP of the intrinsic Pois-
sonian spectrum. One possibility is to infer CP by mini-
mazing the following χ2 function:

χ2(CP) =
∑

ℓ

(Cℓ − CP)2

σℓ2
, (8)

where Cℓ are the binned data and, in this case, we take
σℓ to be the average, over the bin in multipole, of the
analytic error estimate from Eq. 7, where Cℓ is replaced
by CP, i.e. the quantity we want to measure.
A second possibility is to consider the following likeli-

hood function:

logL = − log(2π)− log(σℓ)−
1

2

∑

ℓ

(Cℓ − CP)2

σℓ2
. (9)

As in Eq. 8, σℓ is the average of
√

2/(2ℓ+ 1)(CP +
CN/W 2

ℓ ).
The different methods described above are used to de-

termine the CP for the 100 MC realization, over the
multipole range from ℓ =49 and 706. As we will dis-
cuss in Sec. IV, this excludes the low-multipole range
where the reconstructed Cℓ are most uncertain due to
possible imperfections in the foreground cleaning proce-
dure and the high-multipole range where the damping
of the window function becomes too extreme. The re-
sult are summarized in Fig. 5: the vertical grey bin is
the nominal CP, while the solid black histogram shows
the distribution of the CP determined via the logL of
Eq. 9 if the binned Cℓ are computed with no weights.
This approach produces a distribution that is approxi-
mately Gaussian and centered on the nominal CP. On
the other hand, if the binned Cℓ are computed with the
weights from Eq. 7, then the minimization of logL un-
derestimates the Poissonian auto-APS (long dashed blue

• to bin Cℓ in one multipole bin, you can compute: 
A. unweighted average
B. weighted average with weight = 1/σℓ 
C. weighted average with weight = 1/σℓ and only photon noise 

• Monte Carlo simulations prove that method B underestimates the APS  

• method B was used in Ackermann et al. (2012) 
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• method A: average of the analytical expression for the error σℓ
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FIG. 4. Comparison between different methods to bin the
auto-APS measured in the bin between ℓ = 243 and 317
from the MC simulations described in the text. The nomi-
nal CrmP is represents by the vertical grey line. The solid
black histograms shows the distribution of the measured Cℓ

for the 100 simulated realizations, if the binned auto-APS is
computed by means of unweighted average. The dashed blue
histogram denotes the case of a weighted average with weights
from Eq. 7. The solid red curves is a Gaussian distribution
centered on the nominal CP and with a standard deviation
of 9.3× 10−19cm−4s−2sr−1, typical of the error estimated by
PolSpice.

follows a χ2
2ℓ+1 distribution [25]) is:

σℓ =
√

2/(2ℓ+ 1)

(

Cℓ +
CN

W 2
ℓ

)

, (7)

with Wℓ = W beam
ℓ W pix

ℓ . We test three approaches to
obtain Cℓ: i) computing the weighted averaging of the
Cℓ in the bin, using σℓ from Eq. 7 as the weight, ii)
computing the weighted averaging of the Cℓ in the bin,
with a weight defined as the σℓ in Eq. 7 but only with the
noise term CN/W 2

ℓ and iii) computing the unweighted
averaging of the Cℓ in the bin. Note that in the first
approach, the weight σℓ depends on the data themselves
via the Cℓ term, while in second and third methods there
is no dependence on the estimated auto-APS. The first
method is the one employed in Ref. [1].
In Fig. 4, we show a histogram of the binned Cℓ in the

bin between ℓ = 243 and 317 for the 100 MC realiza-
tions. The nominal CP is denoted by the grey vertical
solid line. The solid black histogram refers to the case in
which no weights are used (method iii), while the dashed
blue histogram is for an weighted average with weights
from Eq. 7 (method i). The results for method ii (i.e.,
weighted average but with only the noise term in Eq. 7)
are not plotted but they are similar to the solid black
histogram. It is clear than binning the data by means
of a weighted average which includes the data Cℓ itself
gives a result which underestimates the nominal CP. On

the other hand, using the unweighted average (as we do
in the current analysis) or weighting with the noise term
only gives results compatible with the input. From the
histogram it can also be seen that the distribution for
Cℓ obtained from the MC realizations is, to a good ap-
proximation, Gaussian. Indeed, it agrees well with the
solid red curve representing a Gaussian distribution cen-
tered on the nominal CP and with a standard deviation
of 9.3× 10−19cm−4s−2sr−1 (see later).
To assign an error σℓ to the binned auto-APS Cℓ we

test two methods: i) the average of the analytic esti-
mated from Eq. 7 in the bin and ii) the average of the
PolSpice covariance matrix in the the bin under con-
sideration. Both methods produce similar results, so we
consider the latter as our standard approach. The av-
erage of σℓ (computed from the PolSpice covariance
matrix oin the bin between ell = 243 and 317) over t he
100 MC realizations is 9.3× 10−19cm−4s−2sr−1, i.e. the
value considered in Fig. 4 for the standard deviation of
the red curve.
Having determined how to bin the measured auto-

APS, one may want to fit the data Cℓ with a constant, in
order to recover the amplitude CP of the intrinsic Pois-
sonian spectrum. One possibility is to infer CP by mini-
mazing the following χ2 function:

χ2(CP) =
∑

ℓ

(Cℓ − CP)2

σℓ2
, (8)

where Cℓ are the binned data and, in this case, we take
σℓ to be the average, over the bin in multipole, of the
analytic error estimate from Eq. 7, where Cℓ is replaced
by CP, i.e. the quantity we want to measure.
A second possibility is to consider the following likeli-

hood function:

logL = − log(2π)− log(σℓ)−
1

2

∑

ℓ

(Cℓ − CP)2

σℓ2
. (9)

As in Eq. 8, σℓ is the average of
√

2/(2ℓ+ 1)(CP +
CN/W 2

ℓ ).
The different methods described above are used to de-

termine the CP for the 100 MC realization, over the
multipole range from ℓ =49 and 706. As we will dis-
cuss in Sec. IV, this excludes the low-multipole range
where the reconstructed Cℓ are most uncertain due to
possible imperfections in the foreground cleaning proce-
dure and the high-multipole range where the damping
of the window function becomes too extreme. The re-
sult are summarized in Fig. 5: the vertical grey bin is
the nominal CP, while the solid black histogram shows
the distribution of the CP determined via the logL of
Eq. 9 if the binned Cℓ are computed with no weights.
This approach produces a distribution that is approxi-
mately Gaussian and centered on the nominal CP. On
the other hand, if the binned Cℓ are computed with the
weights from Eq. 7, then the minimization of logL un-
derestimates the Poissonian auto-APS (long dashed blue

• method B: average of the variances and covariances computed by 
PolSpice 

• the two methods agree 

• the estimated error describes well the distribution of the binned Cℓ from 
the 100 Monte Carlo realisations 
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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DM-induced emission
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• repetition of the Millennium-II simulation box to cover a large portion of the 
Universe 

• extrapolation below the mass resolution of the Millennium-II (assuming low-mass 
halos trace the smallest halos in Millennium-II) 

• unresolved subhalos accounted for through an analytic fit to P(ρ,r) 

• Milky Way smooth halo and Galactic subhalos from Aquarius (carved in the 
centre) 

EGB radiation from dark matter annihilation 9

Figure 4. Total luminosity coming from main haloes per differ-
ential mass interval as a function of mass. The thin blue lines
are for different redshifts as in Fig. 3, while the thick solid line
shows the z = 0 result. The dashed lines show the run of our
extrapolations as discussed in the text.

with the redshift increasing from top to bottom. The change
in slope of the power law followed by the blue dashed lines is
roughly in agreement with the results of Zhao et al. (2003)
and Gao et al. (2008).

4.1 Gamma-ray luminosity of haloes down to the
damping scale limit

Following the formulation in section 2, we here analyze the
flux multiplier for large volumes, Eqs. (6) and (8), for the
MS-II. Recall, the flux multiplier gives the ratio of the γ-
ray flux coming from all haloes inside the simulated volume
with masses larger than a minimum mass Mmin to the emis-
sion produced by a homogeneous distribution of dark matter
filling the box of volume VB with an average density ρ̄B.

We obtain this dimensionless flux multiplier by defining
first the function

Fh(Mh) =

∑

Lh

M̄h∆ logMh
, (17)

where the sum is over all the luminosities Lh of haloes with
masses in the logarithmic mass range: logMh ±∆ logMh/2,
where ∆ logMh is a fixed logarithmic bin size; M̄h is the
mean value of the halo mass in the given bin. Using this
definition we can approximate Eq. (8) as

f(Mh > Mmin) ∼
1

ρ̄2BVB

∫ ∞

Mmin

Fh(Mh)
ln 10

dMh. (18)

In this sense, the function Fh(Mh) is just the total lumi-
nosity of haloes in a mass range, per unit mass range. The
function Fh(Mh) is shown in Fig. 4 for all main haloes in
the MS-II. The different blue lines are for different redshifts,
as in Fig. 3.

Figure 5. Flux multiplier f(Mh > Mmin) for the main haloes in
the MS-II as a function of Mmin. The solid-blue and dashed-black
lines are analogous to the ones in Fig. 4. The solid-black line is a
theoretical estimate as described in the text.

At intermediate mass ranges, Fh(Mh) is clearly well ap-
proximated by a power law:

Fh(Mh, z) = Ah(z)M
αh(z)
h . (19)

Our goal is to fit the parameters of this power law so that
an extrapolation can be done down to the cutoff mass for
neutralinos. For the neutralino mass corresponding to the
model we have chosen, the free streaming mass is of the or-
der of 10−7 h−1M⊙ (Hofmann et al. 2001), however, acous-
tic oscillations due to the coupling between cold dark mat-
ter and the radiation field in the early Universe, can also
produce a damping in the power spectrum of density per-
turbations (e.g. Loeb & Zaldarriaga 2005). The cutoff mass
of the smallest haloes that can be formed is determined by
the strongest of these effects. Taking the recent results of
Bringmann (2009) (see their Fig. 3), this cutoff mass for
mχ = 185 GeV lies in the range 10−9 − 10−4M⊙. We will
take a fiducial value of 10−6 h−1M⊙ for our extrapolation,
noting that the value of the minimum mass for bound neu-
tralino dark matter haloes is a source of uncertainty in our
results.

We obtain the parameters of the power law in Eq. (19)
by fitting the function Fh(Mh) between two mass limits,
with the lower limit chosen as Mlim,min = 6.89×108 h−1M⊙,
corresponding to haloes with 100 particles (below this num-
ber the mass and abundance of haloes is not reliable), and
the higher limit set equal to the last logarithmic mass bin
with more than 500 haloes, such that uncertainties from
counting statistics are avoided. We find that for these mass
ranges, the parameters of the power law fits change only
slightly with redshift; in fact for z < 2.1, αh ≃ −1.05 with
less than 2% variation, and Ah ≃ 6.92× 1011 with less than
50% variation. The black dashed lines in Fig. 4 show the re-
sulting extrapolation of the power law down to 107 h−1M⊙.
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Figure 9. FOF mass function for the MS-II (solid blue squares)
and for the MS (open red squares) compared at redshift 6.2 and
0. The redshift zero mass functions are in excellent agreement
over the entire range where the two simulations overlap. At red-
shift 6.2, the MS-II points lie systematically above those from the
MS. The shaded gray region shows the range of mass functions
obtained from subdividing the MS into 125 cubes with volume
equal to the MS-II and computing a mass function for each sub-
volume. The MS-II points are well within the scatter, indicating
that the di↵erence is likely due to the small volume of the MS-II.

of fluctuations as a function of mass at redshift zero. This
agreement is at least as good for the uncorrected points, ex-
cluding bins containing halos with fewer than 100 particles.
(We note, however, that Warren et al. used a minimum of
400 particles per halo in deriving their fitting parameters; in
this regime, both the corrected and uncorrected points seem
to exhibit ‘universality.’) The multiplicity function does not
agree precisely with the Warren et al. fit (gray line) in ei-
ther case; however, the volume of the MS-II is not su�ciently
large to obtain statistically precise results in the high �

�1

regime due to cosmic variance.
Figure 9 compares the FOF mass function at redshifts

0 and 6.2 determined from the MS-II (solid blue squares)
with the MS mass function (open red squares). Poisson er-
ror bars are included for all bins with fewer than 400 halos
and the data points do not include the Warren et al. correc-
tion for the sampling bias in Np. At z = 0, the agreement
between the two simulations is excellent for all halo masses
(excluding bins containing halos with fewer than 100 par-
ticles). Combining the two allows for a consistent measure-
ment of the halo mass function over seven decades in halo
mass. At z = 6.2, the MS-II mass function lies systemati-
cally above that of the MS. The most likely explanation of
this di↵erence is cosmic variance: the halos probed by ei-
ther simulation at z = 6.2 are inherently rare objects, as the
characteristic mass M? is 4.5 ⇥ 105

h

�1
M� at that time10.

10 The minimum halo mass in the MS, 1010 h�1 M�, corresponds

10

�4
10

�3
10

�2
0.1 1 10

Mv/M?

0.4

0.6

0.8

1.0

1.2

1.4

1.6

b

Mo & White
Sheth & Tormen
Seljak & Warren

0.321 0.402 0.520 0.702 1.000 1.527

� � �c/�(M, z)

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Figure 10. Halo bias at redshift zero. We combine results from
the MS-II (filled circles) and the MS (open squares) to explore
bias from 10�4 to 10 M?. As expected, the bias decreases as the
halo mass decreases, reaching b(M?) ⇡ 1. At very low masses
(Mv/M? . 2⇥10�2 or ⌫ . 0.55), the bias reaches an asymptotic
value of 0.65.

Furthermore, the MS-II probes only 1/125th the volume of
the MS, making statistical fluctuations much more likely.

In order to estimate the e↵ects of cosmic variance on
these mass functions, we divided the MS into 125 disjoint
sub-cubes, each with the same volume as the MS-II, and
we measured the scatter in mass functions and in the mean
matter densities ⇢̄m computed from these sub-volumes at
z = 6.2. The full range of these mass functions is plotted as
a gray shaded region in Figure 9, while the rms values at each
mass are shown as black error bars on the MS data points.
The MS-II points typically lie slightly outside of the rms
region but well within the full distribution of mass functions,
indicating that they are fully consistent with the MS when
the volume of the MS-II is taken into account. We emphasize
that the variation in the mass functions between the 125
MS sub-cubes is not due to di↵erences in the mean matter
density, as the rms scatter in ⇢̄m is only 2% while the rms
scatter in the mass function exceeds 8% (the full range of
the scatter exceeds ±20%) for all of the data points.

4.2 Bias

Dark matter halos do not cluster in the same way as the
underlying mass density field but rather exhibit a bias rela-
tive to the dark matter. Mo & White (1996), building on the
earlier work of Efstathiou et al. (1988) and Cole & Kaiser
(1989), showed that the two-point correlation function of
halos should be simply related to that of the mass density

to a peak height ⌫ ⌘ �c/�(M, z) of 1.5 at z = 6.2, which is
equivalent to a mass of 7⇥ 1013 h�1 M� at z = 0.

c� 2009 RAS, MNRAS 000, 1–16

3

FIG. 1. The probability distribution function P (�) obtained
from simulations. The solid curves are the simulation results
at r = 300, 100 and 10 kpc (from top to bottom). The dashed
curves show our analytic approximations to the power law tail.
The dotted curve indicates the contribution to the finite width
of the smooth component at 10 kpc from Poisson fluctuations
due to the use of N = 32 neighbors in the density estimator.
Note that the mean host halo density ⇢h to which the x axis
is normalized is ⇠ 175⇥ (⇠ 4900⇥) smaller for the 100-kpc
(300-kpc) curve than in the 10-kpc curve.

and the median density ⇢̄ is obtained from all the parti-
cles in that ellipsoidal shell. These �i are then binned in
equally-spaced bins in log

10

(�). In each of these bins, we
calculate P (log

10

�) =
P

i �
�1

i where the sum is over all
particles in that bin; the �

�1

i weighting gives a volume-
fraction distribution. The distribution in log

10

� is then
converted to a distribution in � and normalized.

A. Power-Law Tail

The central features of Fig. 1 relevant here are the
high-density power-law tails predicted by Ref. [15] (and
seen already in simulations [16]). The figure shows that
the amplitude of the high-density power-law tail is larger
at larger radii. This can be attributed largely to the fact
that the mean density ⇢̄ is ⇠ 175 times lower at 100 kpc
than at 10 kpc, and another factor ⇠ 30 times lower at
300 kpc, and so the ratio of the density in substructures
to the mean density is higher at larger radii.

We now use this simulation to calibrate the analytic
model at a variety of radii r, from 4 to 300 kpc. At each
radius we fit for the power law parameters ↵ and fs. We
find that at radii greater than ⇠ 20 kpc, the smooth-halo

fraction is well approximated by

1� fs(r) = 7⇥ 10�3

✓
⇢̄(r)

⇢̄(r = 100 kpc)

◆�0.26

. (4)

Note that at radii less than ⇠ 20 kpc, 1 � fs(r) drops
faster than Eq. (4); for example, 1 � fs(10 kpc) = 4 ⇥
10�4 ⇡ 1.5⇥10�3 (⇢̄(10 kpc)/⇢̄(100 kpc))�0.26. This close
to the center, however, the clumpiness of the simulated
halo is likely artifically suppressed due to finite resolu-
tion e↵ects. The best-fit values of ↵ are 0.0 ± 0.1 at all
radii greater than 20 kpc. In the following, we implicitly
assume ↵ = 0 and the radial dependence in fs given by
Eq. (4).

FIG. 2. The probability distribution function P (�) at
100 kpc for particle densities estimated from the nearest
N = (16, 32, 64, 128, 1024) neighbors.

B. Finite Width of the Smooth Component

The simulation results shown in Fig. 1 show a finite
width � for the smooth component. However, care must
be taken as Poisson fluctuations due to the finite num-
ber N of nearest neighbors in the density estimator will
also contribute to the width. In Fig. 2 we show P (�)
at 100 kpc for densities determined with N = 16, 32,
64, 128, and 1024. The dotted curves indicated the ex-
pected contribution to the width from Poisson fluctua-
tions (and note that the true and Poisson widths should
add in quadrature), which we obtained by running the
density estimator on a randomly distributed sample of
106 particles. As N is increased, the width of the smooth
component decreases, but not quite as fast as the Poisson
fluctuations, and by N = 1024 it is clear that the true
width has been resolved to be about � ' 0.2. At 10 kpc

Zavala et al., MNRAS 405 (2010) 593 Kamionkowski et al., Phys. ReV. D81 (2010) 043532
Boylan-Kolchin et al., MNRAS 398 (2009) 1150
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Effect of an uncertain MW mass on GAL-AQ
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• uncertainty of a factor 4 on the mass of the Milky Way (MW) 

• 16 bins in MMW accounting for a correspondent depletion in the amount of 
Galactic subhalos 

• including uncertainty on the position of the observer 
24
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FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫

Ē
E
dNann

γ

dE
dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).
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FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫

Ē
E
dNann

γ

dE
dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).
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Effect of an too-bright subhalos on GAL-AQ
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• for certain combination of (mχ, σannv) and (mχ, τ), some subhalos are brighter 
than the 3FGL sensitivity 

• those structures should be masked 
25

terest here. Thus, DM subhalos in GAL-AQ are rarely
extended and the use of the point-source sensitivity is
well motivated.
In Fig. 21, the solid lines show the median (over the

100 realizations) of the number of subhalos that have
been excluded because they are too bright, as a func-
tion of the annihilation (red line, bottom axis) and decay
(blue line, top axis) Particle Physics factor. At the up-
per end of the range considered for ΦPP, this correction
affects between 500 and 2000 DM subhalos, i.e. 1-2% of
the total amount of subhalos considered in the Aquarius
catalog. The colored bands indicate the variability asso-
ciated with the 10% and 90% quantiles among the 100
realizations. The dashed vertical lines are included as
a reference and they correspond to the Particle Physics
factor for an annihilating DM candidate with a mass of
200 GeV and (σannv) = 10−24cm3s−1 (dashed red line)
and for a decaying DM candidate with the same mass
and τ = 2 × 1026s (dashed blue line). In both cases an-
nihilations/decays into bb̄ are considered and the values
chosen for (σannv) and τ correspond to their exclusion
limits (for mχ = 200 GeV and for the REF benchmark
scenario, see later) as they will be computed in the follow-
ing sections. This tells us that, for that DM mass, the
allowed region in the parameter space of decaying DM
would have almost no DM subhalos that are too bright.
On the other hand, the impact of bright subhalos may be
important in the case of annihilating DM and this effect
will be considered when deriving the exclusion limits on
(σannv).
In Fig. 22 we see the effect on the auto-APS of neglect-

ing the DM subhalos in Aquarius that are too bright. The
left (right) panel shows the auto-APS at a specific mul-
tipole, for an annihilating (decaying) DM as a function
of Φann

PP (Φdecay
PP ). The auto-APS has been multiplied by

(Φann
PP )−2 and (Φdecay

PP )−2, respectively, so that deviations
with respect to an horizontal line indicate how much the
auto-APS is suppressed due to the excluded subhalos.
The solid black line is for ℓ = 400, while the red and
blue ones are for ℓ = 49 and ℓ = 706, respectively. They
indicate the median over the 100 realizations, while the
grey band (sometimes difficult to see because it is too
thin) represents the variablity between the 10% and 90%
quantiles. As we anticipated in Fig. 21, deviations from
the effect starts around 10−28cm3s−1GeV−1 in the left
panel and around 10−27s−1 in the right panel. The same
values of the Particle Physics factor marked by the ver-
tical lines in Fig. 21 are plotted in Fig. 22 by the solid
grey lines.
The effect of neglecting DM subhalos that are too

bright is accounted for by defining the following quan-
tity:

κ(ΦPP, ℓ) =
Cℓ(ΦPP)

Cℓ(Φmin
PP )

, (18)

where Φmin
PP = 10−30cm3s−1GeV−1 for annihilating DM

and Φmin
PP = 10−30s−1 for decaying DM. κ is computed
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FIG. 21. The solid lines show the number of the DM sub-
halos in GAL-AQ with an energy flux above 0.1 GeV that
is larger than 3 × 10−12erg cm−2s−1, i.e. the point-source
sensitivity of Fermi LAT in the 3FGL catalog [67]. The solid
lines denote the median over 100 independent realizations dif-
fering by the position of the observer. The solid lines are
plotted as a function of the Particle Physics factor, in the
case of an annihilating DM candidate (red line and bottom
axis) and for a decaying one (blue line and top axis). In both
cases, annihilations/decays into bb̄ are considered. The col-
ored bands indicate the 10% and 90% quantiles among the
100 realizations. For references, the Φann

PP for mχ = 200 GeV,
(σannv) = 10−24cm3s−1 and annihilation into bb̄ is marked by
the dashed red line. Finally, the dashed blue line corresponds
to the Φdecay

PP for mχ = 200 GeV, τ = 2× 1026s and decaying
into bb̄.

by using the median over the 100 realizations. We will
employ it as a correction factor that will be multiplied by
the APS of GAL-AQ with all the DM subhalos to account
for the bright DM subhalos that should be masked.

F. Results

In this section we define some benchmark cases that
we will use in the following to discuss our results:

• REF: this is our reference case and it is con-
structed by summing EG-MSII and EG-LOW,
with Mmin = 10−6M⊙. We also include GAL-
MWsmooth (for the nominal value of the MW DM
halo, taken from Aq-A-1, of 1.34 × 1012M⊙/h)
and the median of GAL-AQ over the 100 realiza-
tions produced for the nominal MW DM halo mass;

• MAX: we build this by maximizing all the uncer-
tainties considered (and discussed in the previous
sections). Thus, we take it as a good estimate
of the largest signal that can be associated with

24

] [M200
MWM

400 600 800 1000 1200 1400 1600 1800
910×

 s
r]

-2
 s

r
-2

 s
-4

AP
S 

of
 G

AL
-A

Q
 a

t a
 fi

xe
d 

m
ul

tip
ol

e 
[c

m

-2810

-2710

-2610

-2810

-2710

-2610
l=400 (median)
10% and 90% quantiles (l=400)
l=49 (median)
l=706 (median)

Annihilation

] [M200
MWM

400 600 800 1000 1200 1400 1600 1800
910×

 s
r]

-2
 s

r
-2

 s
-4

AP
S 

of
 G

AL
-A

Q
 a

t a
 fi

xe
d 

m
ul

tip
ol

e 
[c

m

-2710

-2610

-2510

-2410

-2710

-2610

-2510

-2410

l=400 (median)
10% and 90% quantiles (l=400)
l=49 (median)
10% and 90% quantiles (l=49)
l=706 (median)
10% and 90% quantiles (l=706)

Decay

FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫

Ē
E
dNann

γ

dE
dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).
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FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫

Ē
E
dNann

γ

dE
dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).
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FIG. 22. Left: The solid lines show the APS (computed above 0.1 GeV, for a fixed multipole and multiplied by (Φann
PP )−2) as

a function of Φann
PP , neglecting the DM subhalos that would be detected individually according to the Fermi LAT sensitivity

threshold in the 3FGL catalog [67]. The black, red and blue lines are for ℓ = 400, ℓ = 49 and ℓ = 706, respectively. They
indicate the median over the 100 realizations with different observers’ position, while the grey band (only for the case with
ℓ = 400) shows the variabilty between the 10% and 90% quantiles. For references, the value of Φann

PP for mχ = 200 GeV,
(σannv) = 10−24cm3s−1 and annihilation into bb̄ is marked by the grey vertical line. Right: The same as in the left panel, but
for a decaying DM candidate. The vertical grey line is the Particle Physics factor of a DM candidate with mχ = 200 GeV,
τ = 2× 1026s and decaying into bb̄.

DM (for a given value of the Particle Physics
factors and of Mmin). The MAX benchmark is
defined by summing EG-MSII, EG-HIGH (for
Mmin = 10−6M⊙), GAL-MWsmooth (for a nomi-
mal mass of the MW DM halo) and the 90%
quantile among the 100 realizations of GAL-AQ
relative to a 1.34× 1012M⊙/h MW;

• MIN: contrary to MAX, this benchmark is obtained
by tuning all the uncertainties considered above to
their minimal configuration. In particular, we sum
EG-MSII, EG-LOW (for Mmin = 10−6M⊙), GAL-
MWsmooth (for a MWmass that is 1/4 of the nom-
inal value of Aq-A-1) and the 10% quantile of the
100 realizations of GAL-AQ for a MW mass that is
1/4 of the value of Aq-A-1.

In order to discuss the effect of changing Mmin, we also
compute the MIN and MAX benchmarks for Mmin =
10−12M⊙ and Mmin = 1 M⊙.
Fig. 23 shows our predictions for the intensity of the

DM-induced emission, averaged over the whole sky. The
left panel is for annihilating DM with a mass of 212 GeV
and (σannv) = 3× 10−26cm3s−1, while the right panel is
for a decaying candidate with the same mass and τ =
2 × 1027 s. Annihilations and decays produce gamma
rays via bb̄. The solid black line is for the REF scenario,
while the red and blue ones are for the MIN and MAX
benchmark, respectively (for Mmin = 10−6M⊙). Thus,
the grey band between the red and blue lines indicates

how much our predictions change when accounting for
the uncertainties mentioned above.
For annihilating DM, in the case of the REF bench-

mark, the emission is contributed, almost equally, by
EG-LOW and GAL-MWsmooth. Thus, the difference
between REF and MAX comes entirely from the differ-
ent subhalo boost employed to describe unresolved ex-
tragalactic DM structures (see Sec. VIC). The boost
factor is larger at higher redshifts and, therefore, at en-
ergies close to mχ, where the emission is more local, the
red line approaches the black one. On the other hand,
the contribution of GAL-MWsmooth is suppressed in the
LOW scenario and, therefore, the intensity of the LOW
benchmark is almost halved compared to REF.
Subhalo boosts do not affect the predictions for decay-

ing DM and, therefore, the REF and the MAX bench-
marks in the right panel overlap23. The lower intensity
of the LOW case is, as before, due to the suppression of
GAL-MWsmooth.
In both panels, the blue and red shaded areas indicate

how our predictions for MIN and MAX change when al-
lowingMmin to vary in the range mentioned above. These
uncertainty bands get larger for smaller energies, as the
signal becomes sensitive to the emission at higher red-
shifts. Changing the minimal DM halo mass has a very
minor effect on decaying DM and, thus, the shaded bands
are difficult to see.

23 The contribution of GAL-AQ is subdominant.
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FIG. 22. Left: The solid lines show the APS (computed above 0.1 GeV, for a fixed multipole and multiplied by (Φann
PP )−2) as

a function of Φann
PP , neglecting the DM subhalos that would be detected individually according to the Fermi LAT sensitivity

threshold in the 3FGL catalog [67]. The black, red and blue lines are for ℓ = 400, ℓ = 49 and ℓ = 706, respectively. They
indicate the median over the 100 realizations with different observers’ position, while the grey band (only for the case with
ℓ = 400) shows the variabilty between the 10% and 90% quantiles. For references, the value of Φann

PP for mχ = 200 GeV,
(σannv) = 10−24cm3s−1 and annihilation into bb̄ is marked by the grey vertical line. Right: The same as in the left panel, but
for a decaying DM candidate. The vertical grey line is the Particle Physics factor of a DM candidate with mχ = 200 GeV,
τ = 2× 1026s and decaying into bb̄.

DM (for a given value of the Particle Physics
factors and of Mmin). The MAX benchmark is
defined by summing EG-MSII, EG-HIGH (for
Mmin = 10−6M⊙), GAL-MWsmooth (for a nomi-
mal mass of the MW DM halo) and the 90%
quantile among the 100 realizations of GAL-AQ
relative to a 1.34× 1012M⊙/h MW;

• MIN: contrary to MAX, this benchmark is obtained
by tuning all the uncertainties considered above to
their minimal configuration. In particular, we sum
EG-MSII, EG-LOW (for Mmin = 10−6M⊙), GAL-
MWsmooth (for a MWmass that is 1/4 of the nom-
inal value of Aq-A-1) and the 10% quantile of the
100 realizations of GAL-AQ for a MW mass that is
1/4 of the value of Aq-A-1.

In order to discuss the effect of changing Mmin, we also
compute the MIN and MAX benchmarks for Mmin =
10−12M⊙ and Mmin = 1 M⊙.
Fig. 23 shows our predictions for the intensity of the

DM-induced emission, averaged over the whole sky. The
left panel is for annihilating DM with a mass of 212 GeV
and (σannv) = 3× 10−26cm3s−1, while the right panel is
for a decaying candidate with the same mass and τ =
2 × 1027 s. Annihilations and decays produce gamma
rays via bb̄. The solid black line is for the REF scenario,
while the red and blue ones are for the MIN and MAX
benchmark, respectively (for Mmin = 10−6M⊙). Thus,
the grey band between the red and blue lines indicates

how much our predictions change when accounting for
the uncertainties mentioned above.
For annihilating DM, in the case of the REF bench-

mark, the emission is contributed, almost equally, by
EG-LOW and GAL-MWsmooth. Thus, the difference
between REF and MAX comes entirely from the differ-
ent subhalo boost employed to describe unresolved ex-
tragalactic DM structures (see Sec. VIC). The boost
factor is larger at higher redshifts and, therefore, at en-
ergies close to mχ, where the emission is more local, the
red line approaches the black one. On the other hand,
the contribution of GAL-MWsmooth is suppressed in the
LOW scenario and, therefore, the intensity of the LOW
benchmark is almost halved compared to REF.
Subhalo boosts do not affect the predictions for decay-

ing DM and, therefore, the REF and the MAX bench-
marks in the right panel overlap23. The lower intensity
of the LOW case is, as before, due to the suppression of
GAL-MWsmooth.
In both panels, the blue and red shaded areas indicate

how our predictions for MIN and MAX change when al-
lowingMmin to vary in the range mentioned above. These
uncertainty bands get larger for smaller energies, as the
signal becomes sensitive to the emission at higher red-
shifts. Changing the minimal DM halo mass has a very
minor effect on decaying DM and, thus, the shaded bands
are difficult to see.

23 The contribution of GAL-AQ is subdominant.
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