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Uncertainty on subhalo boost
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Fig. 4.— Upper limits on the self-annihilation cross section for the bb̄ (top) and τ+τ−

(bottom) channels as derived in this work (see § 3) compared to the conservative and

sensitivity-reach limits reported in Ackermann et al. (2014c). The blue band reflects the
range of the theoretical predicted DM signal intensities, due to the uncertainties in the

description of DM subhalos in our Galaxy as well as other extragalactic halos, adopting a
cut-off minimal halo mass of 10−6M⊙. For comparison, limits reported in the literature are
also shown (Abramowski et al. 2011; Ackermann et al. 2014a; Aleksić et al. 2014).

Ajello et al., Astrophys. J. 800, L27 (2015)

Measurement of EGRB spectrum
12 Cuoco et al.
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FIG. 9.— Left: 95% C.L. upper bounds on the DM annihilation rate h�avi as a function of the DM mass, for the LOW substructures model and the reference
NVSS-10 Ak

1h 6=0 fit. Solid lines refer to the bb̄ annihilation channel: the red line refers to the analysis that combines information from all the three energy bins
under consideration (E > 0.5,1,10 GeV), while the other three lines refer to the analysis performed on a single energy bin (as stated in the figure label). The
upper dot-dashed blue line refers to the NS substructure model, while the lower dot-dashed black line to the HIGH substructure model. Right: in addition to the bb̄
case (red line) reported in the left panel, the different lines show the upper bounds for the µ+µ- (blue), ⌧+⌧- (green) and W +W - (magenta) annihilation channels,
for the LOW sub-structures model. The black line instead shows the upper bound for the bb̄ case and LOW substructure scheme, obtained under the assumption
that the DM contribution to the 2MASS cross-correlation is the dominant one (taken from Regis et al. (2015)).
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FIG. 10.— For a decaying DM, 95% C.L. lower limits on the DM lifetime ⌧
as a function of its mass, for different decay channels: bb̄ (red), µ+µ- (blue),
⌧+⌧- (green) and W +W - (magenta). The black line instead shows the lower
bound for the bb̄ case obtained under the assumption that the DM contribution
to the 2MASS cross-correlation is the dominant one (taken from Regis et al.
(2015))

straints. The black curve is taken from Regis et al. (2015) and
refers to the case in which we assumed that all the 2MASS �-
ray correlation is produced by DM, with no astrophysical con-
tribution. As expected, including the astrophysical sources
makes the constraints stronger, of about a factor of 4. The gain
is significant and will further improve once the DM-mAGN-
SFG degeneracies discussed above will be removed.

As expected, uncertainties on the bounds driven by the
substructure model are significant. The left panel of Fig. 9
shows that assuming the HIGH model would strengthen the
constraints on the cross section by about one order of magni-
tude, whereas in the NS scenario, the bounds would weaken
by about a factor of 5. This implies that the thermal annihila-

tion rate h�avi = 3 ·10-26cm3s-1 is excluded at the 95 % C.L.
up to masses of 6, 25, 250 GeV in the NS, LOW and HIGH
scenarios, respectively.

In Fig. 10 we instead show the 95% C.L. lower bounds on
the lifetime of a decaying DM particle, for various decay final
states. Bounds on DM decay, being proportional to the DM
density (and not DM density squared, as instead the annihila-
tion signal) depend on the total DM mass in structures and are
not affected by the different substructure modeling. As for
the annihilation case, including the astrophysical sources in
the analysis improves the constraints, again by about a factor
of 4, with respect to those obtained by ignoring the astrophys-
ical components (Regis et al. 2015).

Finally, to test the robustness of our DM constraints we
have repeated the analysis using the same astrophysical mod-
els used in Xia et al. (2015) and we found that they are very
similar to the ones obtained in the present analysis.

4.1. Self consistency tests: mean intensity and
auto-correlation of the IGRB

As anticipated in Section 3 instead of including the mean
IRGB intensity and its auto-correlation in the fit, we use
these additional observational inputs a posteriori as a self-
consistent test for our best fitting model.

We define, An
IGRB, the fractional mean IGRB intensity pre-

dicted by the cross-correlation fit, as follows

In
TOT An

IGRB = AFSRQIn
FSRQ + ABLLacIn

BLLac +
AmAGNIn

mAGN + ASFGIn
SFG + ADMIn

DM , (8)

where In
↵ are the integrated �-ray intensities of our refer-

ence models for the five �-ray emitters considered here and
shown in Fig. 1 and n = 1,2,3 identifies the energy band The
total intensity is defined as In

TOT ⌘
P

↵ In
↵, where the sum

runs over the five types of emitters. In our model In
TOT =

10-6
, 4⇥ 10-7

, 1.5⇥ 10-8 cm-2 s-1 sr-1 for the energy ranges
E > 0.5, 1, 10 GeV, respectively, which are consistent with
the measured IGRB (Ackermann et al. 2015a). We thus ex-

Measurement of EGRB-galaxy correlation

Cuoco et al., Astrophys. J. Suppl. 221, 29 (2015)

• 1 order magnitude uncertainty related to how little we know about subhalos 
• This is the main bottleneck that prevents EGRB measurement from being reliably 

trusted yet (compared with, e.g., dwarf galaxies)
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a b s t r a c t

We present a review of the current state of the art of cosmological
dark matter simulations, with particular emphasis on the implica-
tions for dark matter detection efforts and studies of dark energy.
This review is intended both for particle physicists, who may find
the cosmological simulation literature opaque or confusing, and
for astro-physicists, who may not be familiar with the role of sim-
ulations for observational and experimental probes of dark matter
and dark energy. Our work is complementary to the contribution
by Baldi in this issue, which focuses on the treatment of dark
energy and cosmic acceleration in dedicated N-body simulations.

Truly massive dark matter-only simulations are being conducted
on national supercomputing centers, employing from several bil-
lion to over half a trillion particles to simulate the formation and
evolution of cosmologically representative volumes (cosmic scale)
or to zoom in on individual halos (cluster and galactic scale). These
simulations cost millions of core-hours, require tens to hundreds of
terabytes of memory, and use up to petabytes of disk storage. Pre-
dictions from such simulations touch on almost every aspect of
dark matter and dark energy studies, and we give a comprehensive
overview of this connection. We also discuss the limitations of the
cold and collisionless DM-only approach, and describe in some
detail efforts to include different particle physics as well as bary-
onic physics in cosmological galaxy formation simulations, includ-
ing a discussion of recent results highlighting how the distribution
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annihilation rate. Halo annihilation rates calculated from average density profiles (like NFW or
Einasto), or even directly from the simulated particle distribution, could well underestimate the
true luminosity by several orders of magnitude. This so-called substructure boost factor has
been invoked to motivate effective annihilation cross sections orders of magnitude larger than
the thermal relic value (e.g. [94,131–134]).

In the following we discuss two important facts about substructure boost factors that are per-
haps not as widely appreciated as they should be:
(a) There is no one single boost factor.

The expected substructure boost depends on the distance from the halo center, with
results from state of the art simulations implying very little (or no) boost at the Galactic
Center, possibly Oð1Þ in the local neighborhood, and perhaps as large as 100–1000 for the
total luminosity of a halo [44,60,91,114,135]. As a result a different boost factor applies
to spatially extended sources (Galactic DGRB, MW satellite galaxies, dark subhalos) than
for unresolved sources (distant halos, extra-galactic DGRB), and similarly a gamma-ray
boost factor may not be the same as those for positron or anti-proton production [136]. Fur-
thermore, if a significant fraction of the mean density at a given radius is locked up in sub-
structure, then properly accounting for the substructure boost will actually lower the
smooth density contribution to the luminosity [114], further reducing the contrast between
the outer regions of a halo and its center. The total halo luminosity boost likely depends on
the mass of the halo, since numerical simulations indicate a roughly equal contribution from
every decade of substructure mass, and larger mass host halos contain more decades of sub-
structure mass [94].

(b) Substructure boosts depend sensitively on subhalo properties many orders of magnitude
below the resolution limit of state of the art simulations.

One approach to estimating the full substructure boost is to stay as close as possible to the
results from ultra-high-resolution numerical simulations like Via Lactea II and Aquarius, by
fitting the luminosity boost from all subhalos with mass greater than Mmin, B(Mmin) =
L(>Mmin)/Lsmooth, to a power law of Mmin over the 4–5 decades of substructure mass that
are currently resolved in the simulations, and then extrapolating this power law down to
the free-streaming cutoff scale. This approach was taken, for example, by Springel et al.
[135], who found BðMminÞ # M$0:226

min , and inferred a total boost factor for a Milky-Way-like
halo of 230 for Mmin = 10$6 M%.

Another approach is to use the numerical simulation results only to constrain the mass
function of subhalos, which is measured to be a power law, dn=dMsub # Ma

sub with logarith-
mic slope a ’ $1.9 [44,45], and to use an analytical approach to determine the subhalo
luminosity–mass relation down to the smallest mass halos [90,91,137]. The luminosity of
a subhalo of mass M is completely determined by its concentration c, L/M # c3/f(c), where
f(c) depends on the shape of the density profile: for an NFW profile, L/M scales approxi-
mately as c2.24; for an Einasto profile, as c2.46 [138]. The subhalo annihilation luminosity–
mass relation is then completely determined by the concentration–mass relation. Again,
one may choose to use a simple power law relation, for example c(M) # M$0.11, which well
describes the concentration–mass relation of galactic scale halos [33]. Alternatively one may
choose a model in which the concentration of a halo reflects the mean density of the uni-
verse at its typical collapse time, as in the analytical model of Bullock et al. [33]. In this case,
the concentration–mass relation is not a simple power law, but instead rolls over at low
masses, and concentrations asymptotically become independent of mass. A comparison of
the three approaches discussed so far is shown in Fig. 2, which demonstrates how sensi-
tively the total halo boost factor depends on assumptions about the small scale behavior
of subhalo luminosities. Depending on what one assumes for the concentration–mass rela-
tion, the total boost of a Milky Way halo ranges from 3 to 300 (for Mmin = 10$6 M%). Note
that these three different approaches are not all equally likely to apply in reality. Simple
extrapolations from the high-mass behavior observed in simulations or assuming a simple
power law concentration–mass relation are inconsistent with expectation from theoretical
models of CDM structure formation. Microhalo simulations find concentrations of the small-

M. Kuhlen et al. / Dark Universe 1 (2012) 50–93 59



First approach: Power-law extrapolation of boost

• Power-law extrapolation for more 
than 10 orders of magnitude 

• Factor of 100 (1000) annihilation 
boost for galaxy (cluster) sized 
halos 

• Very extreme assumption
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Figure 1. Surface brightness profiles from dark matter annihilation for var-
ious components of the Ph-A-1 simulation of a rich galaxy cluster. Sur-
face brightness is given in units of annihilation photons per cm2 per second
per steradian for fiducial values of 100Gev for mp, the dark matter parti-
cle mass, and 3× 10−26cm3s−1 for ⟨σv⟩, the thermally averaged velocity-
weighted annihilation cross-section, assuming Nγ = 1 photons per annihila-
tion. This surface brightness scales as Nγ⟨σv⟩/m2

p. Projected radius is given
in units of kpc. The red line shows radiation from the smoothly distributed
dark matter within the main component of the cluster. The ragged blue dot-
ted lines show radiation from resolved dark matter subhaloes with masses
exceeding 5×107, 5×108, 5×109 and 5×1010 M⊙ (from top to bottom).
Extrapolating to mass limits of 10−6 and 10−12 M⊙ as discussed in the text
gives rise to the smooth blue curves. The purple dashed lines show the re-
sults of summing smooth and subhalo contributions.

rection of 1.5) as the haloes in a representative volume of the Uni-
verse. Thus, we can use analytic predictions for the abundance and
concentration of field haloes (Sheth & Tormen 2002; Neto et al.
2007) to extrapolate our simulation results to much lower sub-
halo masses. The upper blue curves in Figure 1 show the resulting
predictions for minimum subhalo masses of 10−6 and 10−12 M⊙,
respectively. The most uncertain part of this extrapolation is the
assumption that halo concentration continues to increase towards
lower masses in the same way as measured over the mass range
simulated so far. This assumption has not yet tested explicitly, and
has a very large effect on the results. For example, if all (sub)haloes
less massive than 105 M⊙ are assumed to have similar concentra-
tion, then the total predicted emission from subhaloes would be
more than two orders of magnitude below that plotted in Figure 1
for an assumed cut-off mass of 10−6 M⊙.

With our adopted concentration scaling, subhaloes dominate
the surface brightness beyond projected radii of a few kiloparsecs,
as may be seen in Fig. 1. Surface brightness is almost constant be-
tween 10 and 300kpc, dropping by a factor of two only at 460kpc.
At the virial radius of the cluster (r200 = 1936 kpc), the surface
brightness of the subhalo component is a factor of 14 below its
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Figure 2. Annihilation luminosity (in arbitrary units) from subhaloes lying
within r200 per decade in subhalo mass and per unit halo mass (M200) for
the Phoenix and Aquarius simulations. The level-1 simulations are shown
by the black (Phoenix) and red (Aquarius) lines and the medians of the nine
Phoenix and six Aquarius level-2 simulations by the thick blue and orange
lines respectively. The full scatter in each set of simulations is indicated by
the shaded areas. The dashed magenta line gives the predicted annihilation
luminosity density per decade in halo mass from the cosmic population of
dark matter haloes.

central value. Within this radius the luminosity from resolved sub-
haloes in Ph-A-1 is more than twice that from the smooth halo,
even though these subhaloes account only for 8% of the mass. Ex-
trapolating to minimum subhalo masses of 10−6 and 10−12 M⊙

the subhalo excess becomes 718 and 16089 respectively. These
boost factors substantially exceed the equivalent factors predicted
for the galaxy haloes of the Aquarius Project. This is because of
the additional high-mass subhaloes which contribute in the cluster
case (see Figure 2) together with the lower concentration of cluster
haloes relative to galaxy haloes, which reduces the emission from
the smooth component. Note, the boost factor for the Aq-A-1 ob-
tained with the extrapolation we use here is smaller by a factor of
2.4 than the value quoted in Springel et al. (2008a).

For the resolved component, there is significant variation
amongst the nine Phoenix haloes, but the median value of the total
boost factor (for a cutoff mass of 10−6M⊙) is 1125, which, for the
reasons just given, is about twelve times the median boost factor we
obtain by applying the same method to the Aquarius haloes. Com-
paring these results suggests that the ratio of subhalo to smooth
main halo luminosity within r200 (subhalo “boost factor”) varies
with halo mass approximately as

b(M200) = Lsub/Lmain = 1.6×10−3(M200/M⊙)
0.39. (1)

The total luminosity of a halo is therefore Ltot = (1 + b)Lmain,
where Lmain is the emission of the smooth halo. In addition, the
projected luminosity profile of the subhalo component can be well
approximated by

Ssub(r) =
16b(M200)Lmain

π ln(17)
1

r2
200 +16r2 . (2)

These formulae will be used to estimate dark matter annihilation lu-
minosities and surface brightness profiles for haloes with different
masses in subsequent sections.

Gao et al., Mon. Not. R. Astron. Soc. 419, 1721 (2012)

These are what’s resolved

These are what’s extrapolated



Second approach: analytic modeling

• Analytic modeling of mass-concentration relation, and 
hence subhalo mass-luminosity relation 

• But this relation is for field halos, not subhalos 

• For same mass, subhalos are much brighter than field halos

Flattening of c(M) and implications for boost 3
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Figure 1. Top panel: Current knowledge of the median concentration-mass relation at z = 0 for all halo masses available in the
literature from different simulation data sets, i.e. from the smallest Earth-like DM microhalos predicted to exist in the CDM universe
(∼10−6h−1M⊙), up to the largest cluster-size halos (∼1015h−1M⊙). At the high-mass end, the results from Bolshoi (blue circles) and
MultiDark (purple circles) are shown. The two empty black squares at ∼109h−1M⊙ and the three filled black squares at ∼108h−1M⊙

were derived from Ishiyama et al. (2013) and Coĺın et al. (2004), respectively. Another individual ”Draco-like 108h−1M⊙ halo is also
plotted as a green pentagon (Moore et al. 2001). A couple hundreds dwarf halos with masses ∼106 – 109 h−1M⊙ (red triangles) were
extracted from the VL-II data (Diemand et al. 2008). At the low-mass end, we show the microhalo results taken from Diemand et al.
(2005) (orange filled diamonds) and Anderhalden & Diemand (2013) (orange empty diamonds) for individual halos, as well as those
recently reported by Ishiyama (2014) for a sample of thousands of microhalos (empty black triangles). We also provide the upper limit
to halo concentrations obtained by Diemand et al. (2005) in the range 10−6 – 10 h−1M⊙ (pink dotted line). The P12 concentration
model (Prada et al. 2012) is shown with a solid line. The shaded grey region represents a typical 1σ concentration scatter of 0.14 dex
centered on the P12 model. The dashed curve represents the updated M08 version (Macciò, Dutton, & van den Bosch 2008) of the
B01 toy concentration model (Bullock et al. 2001). All concentration values but those from MultiDark, Bolshoi and VL-II, have been
extrapolated down to z = 0 by means of the (1 + z) correction factor. Bottom panel: Same data set but displayed in the c – σ−1 plane,
which allows for a more detailed analysis and comparison between simulations and model in terms of the amplitude of linear density
fluctuations. The concentration values shown are those in the original set of simulations at the corresponding redshift where they were
measured, while the σ(M) values are the ones that halos would have at present time for those values of the concentration, see text for
further details. Solid (dashed) line refers to the σ(M) range in which the P12 model was (not) tested against simulations.

c⃝ 2002 RAS, MNRAS 000, 1–??

Sanchez-Conde, Prada, 
Mon. Not. R. Astron. Soc. 
442, 2271 (2014)
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Tidal stripping makes subhalos more “luminous”

• For field halos, most mass 
comes from radius larger than rs

• But about 90% of annihilation 
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Tidal stripping makes subhalos more “luminous”

• For field halos, most mass 
comes from radius larger than rs

• But about 90% of annihilation 
happens within rs

• Tidal stripping truncates density 
profile

• Mass of the suhalos gets 
reduced substantially, but 
luminosity is almost 
unchanged 

• This makes subhalos 
effectively more luminous 
than field halos!
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Goal

Calculate subhalo boost consistently by taking tidal 
effects into account 

What is the quantitative difference from field halo 
modeling or phenomenological extrapolation?



Semi-analytic modeling
Ingredients we need…

Initial density profile 
of subhalos

Mass accretion 
history of the host

Mass-loss rate of 
subhalos Infall distribution of 

subhalos



Subhalo density profile and mass loss
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Figure 22. Subhalo density profiles for nine different subhalos in the Aq-A halo, simulated with varying resolution. The profiles show
the bound mass only and are drawn with thick lines for the radial range where convergence is expected, based on the criterion of Power
et al. (2003). They are continued with thin lines down to the scale 2 ϵ. Vertical dashed lines mark the radii where the force law becomes
Newtonian (2.8 ϵ). The dot-dashed purple line in each panel is the density profile of all the mass around the subhalo’s centre (i.e. including
unbound mass). The thin black line shows a fit with the Einasto profile. The labels in each panel give the maximum circular velocity,
mass, and distance d to halo centre for each subhalo. α is the shape parameter of the Einasto profile, which we here allowed to vary
freely in our fits.

Our best resolved subhalos in the Aq-A-1 simulation contain
more than 10 million particles, allowing a relatively precise
characterization of their density profiles. Until recently, such
particle numbers represented the state-of-the-art for simu-
lations of main halos.

In Figure 22, we show spherically averaged density pro-
files for 9 subhalos within the Aq-A halo. For each we com-
pare up to 5 different resolutions, covering a factor of ∼ 1835
in particle mass. The density profiles line up quite well out-
side their individual resolution limits, as predicted by the
convergence criterion of Power et al. (2003) in the form given
in equation (3). Individual profiles in the panels are plotted
as thick solid lines at radii where convergence is expected
according to this criterion, but they are extended inwards

as thin lines to twice the gravitational softening length (the
gravitational force is exactly Newtonian outside the radii
marked by vertical dashed lines). These density profiles are
based on particles that are gravitationally bound to the sub-
halos, but for comparison we also show a profile for each
subhalo that includes all the mass (i.e. including unbound
particles; thick dashed lines). It is clear that the background
density dominates beyond the ‘edge’ of each subhalo. It is
therefore important that this region is excluded when fitting
analytic model density profiles to the subhalos.

In making such fits, we restrict ourselves to the radial
range between the convergence radius (equation 3) and the
largest radius where the density of bound mass exceeds 80%
of the total mass density. The density profiles themselves are

c⃝ 0000 RAS, MNRAS 000, 000–000
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Figure 2. Results obtained from the toy model. Left Panel: orbit-averaged mass-loss rates, ṁ, as a function of the orbit-averaged subhalo
mass, m̄, for a host halo of mass M = 1013 h−1M⊙ at z = 0. Grey dots represent the 10,000 individual Monte-Carlo realizations. The
solid red line is the best-fit to the median, which corresponds to Eq.(1)-(2) with A = 0.81 and ζ = 0.04. The dashed black line represents
the average subhalo mass-loss rates of G08, as measured from numerical simulations, which has A = 1.54 and ζ = 0.07. Right Panel:
the distribution of orbit-averaged mass-loss rates at log(m̄/M) = −2. The distribution can be approximated as a log-normal distribution
with dispersion σlog(ṁ/M) = 0.17 (red curve).

rt = Rp

⎡

⎣

m(rt)/M(Rp)

2 +
Ω2

p R3
p

GM(Rp)
− d lnM

d lnR |Rp

⎤

⎦

1/3

, (10)

(e.g., von Hoerner 1957; King 1962; Taylor & Babul 2001),
where

Ωp = L/R2
p (11)

is the instantaneous angular speed at pericenter.
The final ingredient for our toy model is the probabil-

ity distribution, P(E,L), for the orbital energies and angu-
lar momenta of dark matter subhaloes. For convenience, we
characterize E and L via the radius of a circular orbit, Rc,
and the orbital circularity, η. The relations between (E,L)
and (Rc, η) are given by

E =
1
2
V 2
c + Φ(Rc) , (12)

with Vc the circular speed at R = Rc, and

L = ηLc(E) (13)

with Lc(E) = Rc Vc the maximum angular momentum for
an orbit of energy E. Using high-resolution numerical simu-
lations, Zentner et al. (2005) has shown that the circularity
distribution for the orbits of subhaloes at infall is well fit by

P (η) ∝ η1.22 (1− η)1.22 . (14)

Zentner et al. (2005) also showed that the distribution of Rc

for the infalling subhaloes is well approximated by a uniform
distribution covering the range [0.6Rvir, Rvir], i.e.,

P(Rc) =

{

5/3 if 0.6 ≤ Rc/Rvir ≤ 1.0
0 otherwise

(15)

For our toy model we follow Gan et al. (2010) and assume
that the probability distribution for Rc and η is separable,
i.e., P(Rc, η) = P(Rc)P(η), and draw the values for Rc and

η from Eqs. (15) and (14), respectively†.
Using this toy model, we compute orbit-averaged mass

loss rates for large ensembles of subhaloes as follows. For
a given host halo mass, we first draw a subhalo mass, m,
from a uniform distribution on the interval log(m/M) ∈
[−6.0,−0.5]. ‡ Next we draw concentrations for both the
host halo and subhalo, using the log-normal distribution de-
scribed above, as well as values for the orbital energy and an-
gular momentum of the subhalo. These are used to compute
the radial orbital period, Tr, and the subhalo’s tidal radius,
rt, from which we ultimately compute the mass loss rate us-
ing Eq. (4). The left-hand panel of Fig. 2 shows the resulting
orbit-averaged mass loss rates, ṁ/M , as function of the or-
bit averaged subhalo mass, m̄/M , where m̄ = m− (ṁTr)/2.
Both have been normalized by the host halo mass, M ,
for convenience. The dots are the results obtained for our
toy model, using 10,000 subhaloes for a host halo of mass
M = 1013 h−1M⊙. We find that our model results are well
fit by Eqs. (1)-(2) with A = 0.81 and ζ = 0.04, which is
shown as the solid line. Hence, our toy model lends further
support to the functional form of the average subhalo mass
loss rate introduced by B05. For comparison, the dashed line

† Actually, we sample the circularities from the modified distri-
bution, P(η) dη = π

2 sin(πη) dη, which accurately fits Eq. (14)
and has the advantage that it allows values of η to be drawn by
direct inversion.
‡ We have verified that drawing subhalo mass from the unevolved
SHMF instead does not alter any of the results.
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Fig. 7.— Model predictions for the distribution of accretion redshifts for subhalos with ma/M0 = 0.1 (solid lines), 0.03 (dotted lines),
0.01 (dashed lines), 0.003 (long dashed lines) and 0.001 (dot-dashed lines) respectively. Results are shown for host halos of different masses
as indicated in the panels. These results assume a ΛCDM universe and are compared with the results obtained from the 300 h−1Mpc box
N-body simulations with the same cosmology (open circles). For comparison, results obtained from the 100 h−1Mpc box simulations are
also shown (as filled triangles) for cases where statistics are sufficiently good.

tively, where the error-bars have been obtained using 200
bootstrap resamples. The various lines show the predic-
tions based on Model III, and overall match the simu-
lation results remarkably well. Note that the accretion
rate depends strongly on the mass of the host halo. For
the same mass ratio, subhalos in more massive hosts are
accreted later, reflecting the hierarchical nature of struc-
ture formation in the ΛCDM cosmology.

4.4. Un-evolved subhalo mass functions

Finally, let us look at the un-evolved subhalo mass
functions. By integrating Eq. (3) over a given redshift
range, we can obtain the un-evolved mass function of
the subhalos accreted in that redshift range. In Fig. 8
we show the un-evolved mass functions of subhalos ac-
creted in the redshift ranges [0, 1], [1, 2], [2, 3], [3, 4]
and [4, 5], respectively. Results are shown for host ha-
los of different masses, as indicated in each panel. Here

again, symbols indicate the results from our simulation
boxes, while lines show the predictions of Model III.
Clearly, our model is in excellent agreement with the
simulation results at all redshifts and for all host masses.
Upon close inspection, it is clear that the un-evolved sub-
halo mass function for a given redshift range depends on
host halo mass, especially at high redshift: in terms of
the scaled mass, ma/M0, the subhalo mass function at
high z is significantly higher for lower-mass host halos.
Moreover, the normalization of the un-evolved subhalo
mass function at a given redshift for halos of different
masses seem to be roughly proportional to the assem-
bly history of the host halos shown in Fig. 1. To test
this, we show in Fig. 9 the un-evolved subhalo mass
functions for different host halos at the time when the
host halos have assembled a fixed fraction of their fi-
nal masses, i.e. for subhalos accreted in a given range
of log[Ma/M0] range. Results are shown for five dif-
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Infall distribution of subhalos:  
Extended Press-Schechter formalism
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d lnmad ln(1 + za)
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Summary of semi-analytic modeling
• EPS formalism tells us how many smaller halos accreted onto a main 

halo at given redshift (Yang et al. 2011) 

• We get density profile of these halos assuming that they are virialized 
shortly before; concentration-mass relation (Correa et al. 2014) 
determines the parameters such as ρs and rs 

• Solve equation for mass-loss rate of subhalos to get truncation radius 
rt and evolved subhalo mass m0, assuming ρs and rs hardly change 

• Obtain joint PDF for subhalo mass m0 and ct = rt/rs

P(m0, ct) /
d2N

d lnmad ln(1 + za)

����
@(lnma, ln(1 + za))

@(m0, ct)

����



Results: Subhalo mass function

• Evolved subhalo mass function is consistent with simulation (dN/dm0 
~ m0

−1.9) down to free-streaming scale 
• 10-20% of the total mass is confined in subhalos
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Results: Luminosity of subhalos

• About a factor of 3 
enhancement 
compared with the 
field-halo modeling, 
for all subhalo 
masses!!
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FIG. 1. Luminosity-weighted mass function for subhalos
(solid), field halos whose concentration is set at z = 0 (dotted)
and field halos which have the same infall times as the solid
line (dashed) in a 1012 M⊙ host. It shows the contribution of
different mass subhalos to the overall subhalo luminosity. We
always use the subhalo mass function from Table I.

It should be noted that subhalo concentrations depend
on formation time. Halos that formed earlier are more
concentrated since they formed in a denser background,
an effect that has been taken into account in past studies
(e.g., Refs. [10, 16, 34]). Since we set the concentration
of the stripped halos at za we also include the dashed
line for a fully fair comparison. It shows the luminosity
of halos that follow the same infall distribution as the
solid line, and thus have the same natal concentration as
this is set at the time of accretion, but are not tidally
stripped. As can be seen, the tidal stripping still yields
an increase by a factor of ∼2 at any subhalo mass. The
decrease in the difference in luminosity at lower masses
is due to the smallest halos being accreted earlier, thus
their concentrations at accretion differ most compared to
that at z = 0.
Since the boost depends critically on the subhalo mass

function, in addition to our fully self-consistent model
with the mass-function from Table I, we also investigate
dependence on several models for the mass function. We
adopt four models, taking spectral indices of α = 1.9
and 2, and smallest subhalo masses of mmin = 10−6M⊙

and 104M⊙. We compare the subhalo boost Bsh(M),
calculated with Eq. (1), using subhalo luminosities of
stripped halos, to the boost calculated without account-
ing for tidal effects (using the virialized field halo mod-
els). Figure 2 shows the ratio of boosts as a function of
host halo mass for these models. Taking tidal effects into
account will enhance the boost by up to a factor of 5 com-
pared to the simple field halo approach, consistently for
host halo masses between 106–1015M⊙. This is largely
independent of models of the subhalo mass function.
Next to the results obtained using the concentration-
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FIG. 2. Boost using stripped-subhalo luminosities over that
from field-halo luminosities. Four fiducial models of the
subhalo mass function are adopted, with minimum subhalo
masses of mmin = 10−6 M⊙ and 104 M⊙ and slopes α = 1.9
and 2. Starred symbols show results using the concentration-
mass relation from Ref. [26], assuming mmin = 104 M⊙ and
cvir(z|m) ∝ z−0.5.

mass relation of Ref. [9] (shown as solid and dashed
curves in Fig. 2), we also show results for Milky-Way-
sized halos when using the concentration-mass relation
from Ref. [26] assuming mmin = 104M⊙ and cvir(z|m) ∝
z−0.5 as starr1ed symbols. Both concentration models
agree well for large mass halos, but differ significantly for
smaller masses, closer to the resolution of the current-
generation simulations, 105M⊙. However, our results
show that the boost ratio is insensitive to the initial
choice of the concentration-mass relation. We also see
that our semi-analytic model provides relatively smaller
boost ratios compared with what is inferred from simu-
lations directly [15], as estimated above. It might be an
indication that our approach provides a more conserva-
tive boost relative to the dark-matter-only simulations,
even though an increase in boost by upto a factor of ∼4
for the Milky-Way-sized halo is substantial.

B. Boost

Figure 3 shows the overall boost factor using the sub-
halo mass functions that came out of our analysis (Ta-
ble I), as well as a few other phenomenological models of
mass functions. For all cases we adopt the luminosities
for stripped subhalos (solid lines), and compare to the
luminosity using the ordinary field-halo approach (dot-
ted). We caution that this boost can only be compared
to other boost factors presented in the literature when
taking the differences in the subhalo mass functions and
concentration-mass relations properly into account. For
example our boosts (solid lines in Fig. 3) are compara-

Lsh(m) =

Z c
max

1
dctLsh(m, ct)P(m, ct) Lsh(m, ct) ⇠ ⇢2sr

3
s


1� 1

(1 + ct)3

�

Bartels, Ando,  
Phys. Rev D 92, 123508, (2015)



Annihilation boost
• Overall boost 

factor: a factor of 
2-5 enhancement 
compared with 
field-halo modeling 

• Stable against 
choice of subhalo 
mass function 

• Stable against 
choice of 
concentration-
mass relation for 
field halos
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on formation time. Halos that formed earlier are more
concentrated since they formed in a denser background,
an effect that has been taken into account in past studies
(e.g., Refs. [10, 16, 34]). Since we set the concentration
of the stripped halos at za we also include the dashed
line for a fully fair comparison. It shows the luminosity
of halos that follow the same infall distribution as the
solid line, and thus have the same natal concentration as
this is set at the time of accretion, but are not tidally
stripped. As can be seen, the tidal stripping still yields
an increase by a factor of ∼2 at any subhalo mass. The
decrease in the difference in luminosity at lower masses
is due to the smallest halos being accreted earlier, thus
their concentrations at accretion differ most compared to
that at z = 0.
Since the boost depends critically on the subhalo mass

function, in addition to our fully self-consistent model
with the mass-function from Table I, we also investigate
dependence on several models for the mass function. We
adopt four models, taking spectral indices of α = 1.9
and 2, and smallest subhalo masses of mmin = 10−6M⊙

and 104M⊙. We compare the subhalo boost Bsh(M),
calculated with Eq. (1), using subhalo luminosities of
stripped halos, to the boost calculated without account-
ing for tidal effects (using the virialized field halo mod-
els). Figure 2 shows the ratio of boosts as a function of
host halo mass for these models. Taking tidal effects into
account will enhance the boost by up to a factor of 5 com-
pared to the simple field halo approach, consistently for
host halo masses between 106–1015M⊙. This is largely
independent of models of the subhalo mass function.
Next to the results obtained using the concentration-
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and 2. Starred symbols show results using the concentration-
mass relation from Ref. [26], assuming mmin = 104 M⊙ and
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mass relation of Ref. [9] (shown as solid and dashed
curves in Fig. 2), we also show results for Milky-Way-
sized halos when using the concentration-mass relation
from Ref. [26] assuming mmin = 104M⊙ and cvir(z|m) ∝
z−0.5 as starr1ed symbols. Both concentration models
agree well for large mass halos, but differ significantly for
smaller masses, closer to the resolution of the current-
generation simulations, 105M⊙. However, our results
show that the boost ratio is insensitive to the initial
choice of the concentration-mass relation. We also see
that our semi-analytic model provides relatively smaller
boost ratios compared with what is inferred from simu-
lations directly [15], as estimated above. It might be an
indication that our approach provides a more conserva-
tive boost relative to the dark-matter-only simulations,
even though an increase in boost by upto a factor of ∼4
for the Milky-Way-sized halo is substantial.

B. Boost

Figure 3 shows the overall boost factor using the sub-
halo mass functions that came out of our analysis (Ta-
ble I), as well as a few other phenomenological models of
mass functions. For all cases we adopt the luminosities
for stripped subhalos (solid lines), and compare to the
luminosity using the ordinary field-halo approach (dot-
ted). We caution that this boost can only be compared
to other boost factors presented in the literature when
taking the differences in the subhalo mass functions and
concentration-mass relations properly into account. For
example our boosts (solid lines in Fig. 3) are compara-
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FIG. 3. Boost factors for halos of different mass using the
concentration-mass relation from Ref. [9]. Solid curves in-
clude the effect of tidal stripping, dotted curves assume field
halo concentrations. The boost for three different subhalo
mass functions are shown, using those from Table I (blue)
and Ref. [11] (green and red). The expected boost for dwarf
satellites of the Milky Way, adopting the mass functions from
Table I is also shown (magenta).

ble to those of Ref. [11] where the tidal effect was not
included. This is because our model is based on the
concentration-mass relation from Ref. [9], which yields
an even more modest boost and cancels the enhancement
due to inclusion of the tidal effect. To be explicit, if we
instead ran our analysis with the concentration-mass re-
lation from Ref. [11], we would have found a boost that is
2–5 times larger than theirs. Similar arguments hold for
different concentrations (including a simple power law).

Estimate for dwarf spheroidal galaxies

We estimate the expected boost for Milky-Way satel-
lite galaxies. The density profile of the dwarf galaxies is
taken to be that of a subhalo of given mass in a 1012M⊙

host. Therefore, the smooth component of the dwarf has
a higher luminosity than that of similar-mass halos in
the field. By de-projecting the surface brightness from
substructures [35–37], we estimate that about two thirds
of the sub-subhalos lies outside of the tidal radius and is
stripped away. This simple rescaling of the substructure
mass function agrees with what is done by Refs. [10, 38].
However, this method likely yields an upper limit to the
amount of sub-substructure, since, whereas sub-subhalos
lose mass due to tidal effects, no additional sub-subhalos
fall into the subhalo anymore [15]. The combined effect of
the satellite being brighter than similar-mass field halos
and the loss of sub-substructure makes the boost of satel-
lite galaxies one order of magnitude smaller compared to
their companions in the field. This supports the usual as-

sumption that the boost due to sub-substructure is neg-
ligible. Nevertheless, we show an estimate of how sub-
substructure impacts our results in Fig. 3. For this esti-
mate we assumed that two-thirds of the sub-substructure
gets stripped away and that Lssh(m) = Lsh(m). We ex-
plicitly checked this at all host halo masses considered
and the sub-substructure contribution is never more than
∼10%.

VI. DISCUSSION

We find that consistently modeling the subhalo lumi-
nosity by taking into account tidal effects significantly
enhances the global boost factor, compared to orthodox
use of the concentration-mass relation. This result is in-
dependent of uncertainties in the subhalo mass function
or concentration-mass relation.
Thus far, we applied a dark-matter only analysis, but

state-of-the-art numerical simulations study the effects
of baryons. Although they can change subhalo abun-
dance and density profile, we do not expect them to have
major impact on our results. First, the concentration-
mass relations remain similar [39, 40]. Second, low-mass
(! 108–109M⊙) halos, which give major contribution to
the boost (Fig. 1), are not expected to have a large bary-
onic component in them. Nevertheless, we took a con-
servative approach by estimating the boost ratio assum-
ing that baryons would undo the effect of stripping com-
pletely in subhalos ≤ 108M⊙, and in the scenario where
this has most impact (mmin = 104M⊙, and α = 1.9), the
decrease is at most ∼30%.
Encounters of subhalos with stars in the disk of the

host will disrupt subhalos (e.g., Refs. [41, 42]). However,
this happens only in a small volume close the halo center,
and thus, will not affect the conclusions either.
This study will have a broad impact on indirect dark

matter searches in the extragalactic gamma-ray sky.
Recent developments include the updated analysis of
constraints on annihilation cross section from the diffuse
gamma-ray background [43], its anisotropies [37, 44],
and cross correlations with dark matter tracers [45–48].
All these probes are subject to uncertainties in the
halo substructure boost. Our conclusions are promising
because having the boost factor larger by a factor of
2–5 enhances the detectability (or improves the present
upper limits) by the same factor.
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1h 6=0 fit. Solid lines refer to the bb̄ annihilation channel: the red line refers to the analysis that combines information from all the three energy bins
under consideration (E > 0.5,1,10 GeV), while the other three lines refer to the analysis performed on a single energy bin (as stated in the figure label). The
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straints. The black curve is taken from Regis et al. (2015) and
refers to the case in which we assumed that all the 2MASS �-
ray correlation is produced by DM, with no astrophysical con-
tribution. As expected, including the astrophysical sources
makes the constraints stronger, of about a factor of 4. The gain
is significant and will further improve once the DM-mAGN-
SFG degeneracies discussed above will be removed.

As expected, uncertainties on the bounds driven by the
substructure model are significant. The left panel of Fig. 9
shows that assuming the HIGH model would strengthen the
constraints on the cross section by about one order of magni-
tude, whereas in the NS scenario, the bounds would weaken
by about a factor of 5. This implies that the thermal annihila-

tion rate h�avi = 3 ·10-26cm3s-1 is excluded at the 95 % C.L.
up to masses of 6, 25, 250 GeV in the NS, LOW and HIGH
scenarios, respectively.

In Fig. 10 we instead show the 95% C.L. lower bounds on
the lifetime of a decaying DM particle, for various decay final
states. Bounds on DM decay, being proportional to the DM
density (and not DM density squared, as instead the annihila-
tion signal) depend on the total DM mass in structures and are
not affected by the different substructure modeling. As for
the annihilation case, including the astrophysical sources in
the analysis improves the constraints, again by about a factor
of 4, with respect to those obtained by ignoring the astrophys-
ical components (Regis et al. 2015).

Finally, to test the robustness of our DM constraints we
have repeated the analysis using the same astrophysical mod-
els used in Xia et al. (2015) and we found that they are very
similar to the ones obtained in the present analysis.

4.1. Self consistency tests: mean intensity and
auto-correlation of the IGRB

As anticipated in Section 3 instead of including the mean
IRGB intensity and its auto-correlation in the fit, we use
these additional observational inputs a posteriori as a self-
consistent test for our best fitting model.

We define, An
IGRB, the fractional mean IGRB intensity pre-

dicted by the cross-correlation fit, as follows

In
TOT An

IGRB = AFSRQIn
FSRQ + ABLLacIn

BLLac +
AmAGNIn

mAGN + ASFGIn
SFG + ADMIn

DM , (8)

where In
↵ are the integrated �-ray intensities of our refer-

ence models for the five �-ray emitters considered here and
shown in Fig. 1 and n = 1,2,3 identifies the energy band The
total intensity is defined as In

TOT ⌘
P

↵ In
↵, where the sum

runs over the five types of emitters. In our model In
TOT =

10-6
, 4⇥ 10-7

, 1.5⇥ 10-8 cm-2 s-1 sr-1 for the energy ranges
E > 0.5, 1, 10 GeV, respectively, which are consistent with
the measured IGRB (Ackermann et al. 2015a). We thus ex-

Cuoco et al., Astrophys. J. Suppl. 221, 29 (2015)

Figure 10. Upper limit on dark matter annihilation cross section due to cross correlation between
the gamma-ray background and five galaxy catalogs. Line contents are the same as the decaying
cases, i.e., Figs. 7–9.

exclude, for example, annihilating scenario to W+W� to explain the anti-proton excess.
However, it is expected that more cosmic ray data by AMS-02 will reduce the uncertainty in
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NEW BOOST MODELING



• Including tidal stripping when modeling subhalo boost is essential, and 
does improve the detection prospects of dark matter annihilation 

• Semi-Analytic model shows a factor of 2-5 enhancement of the boost 

• The same conclusions are obtained with independent studies by 
Zavala, Afshordi (2016) and Moline et al. (2016) with two different 
approaches 

• A quick recipe for simple-minded physicists: 

• Take your favorite models for subhalo mass function and 
concentration-mass relation for field halos 

• Compute boost factor assuming that there are no tidal stripping

• Multiply this boost by 3, to accommodate the stripping effect

Take-home message 1



This talk is based on…

1. “Boosting the annihilation boost: Tidal effects on dark 
matter subhalos and consistent luminosity modeling”

R. Bartels, S. Ando, Phys. Rev. D 92, 123508 (2015) 

2. “Tomographic Constraints on High-Energy Neutrinos of 
Hadronuclear Origin”

S. Ando, I. Tamborra, F. Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



This work is
• NOT about 

• yet another modeling of whatever sources they are 
for IceCube neutrinos 

• But, it is 

• model-independent study of any generic source 
of both gamma rays and neutrinos (i.e., 
hadronuclear source)
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Two origins of high-energy neutrinos
Photohadron

Hadronuclear

⇡0 ! 2�

p+ � ! ⇡0,⇡±

p+ p ! ⇡0,⇡±

⇡± ! µ± + ⌫µ

µ± ! e± + ⌫e + ⌫µ

Usually, protons have to be very energetic, 
making pions very energetic too

Interaction can happen for low-energy 
protons

Pion decays

Any (optically thin) hadronuclear sources will produce both 
neutrinos and gamma rays down to GeV energies



Spectral constraints

• If IceCube neutrinos 
are explained by 
hadronuclear sources, 
they will also produce 
GeV gamma rays 

• These cannot 
overshoot the Fermi-
LAT measurement of 
IGRB 

• Implication: Spectrum 
cannot be softer than 
E−2.2
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FIG. 3: The same as Fig. 1, but for Γ = 2.0 (thick) and
Γ = 2.18 (thin) with the redshift evolution of ∝ (1 + z)3 for
z ≤ 1 and ∝ (1 + z)0 for z > 1. The generated γ-ray spectra
(dotted) before electromagnetic cascades are also shown.

transparent up to ! 10–100 TeV energies [26, 27].
We arrive at the following implications for pp scenarios:

(a) The spectral index should be hard, Γ " 2.1–2.2, con-
sistent with the present IceCube data. However, future
observations in the sub-PeV range can reasonably deter-
mine Γ in several years [6, 20]. For example, if Γ ∼ 2.3
as suggested in [28], the IceCube signal will support the
pγ origin whether the INB is Galactic or extragalac-
tic. (b) The minimum contribution to the diffuse IGB is
! 30%–40%. Resolving more sources and understanding
the IGB can tighten the constraints. It is widely believed
that unresolved blazars account for ! 50% of the diffuse
IGB at ! 100 GeV [14, 29], which gives Γ ∼ 2.0–2.1.
If ! 60%–70% of the diffuse IGB comes from them, pp
scenarios are disfavored. Better modeling of specific pp
sources is also useful. For example, some predictions of
γ rays from SFGs account for " 40% of the diffuse IGB
with Γ = 2.2 [30–32], where it is difficult for the SFGs
to explain the measured INB. (c) Intrinsic γ-ray spectra
of individual sources, if detected, should be hard as well.
When pp sources like SFGs and IGSs significantly con-
tribute to the diffuse IGB, as required, deeper ! 0.1 TeV
observations by, e.g., CTA will find more known γ-ray
sources like SBGs or may detect sources like GCs that
have not been firmly established as γ-ray sources. These
also give us crucial clues to more specific scenarios.
In Figs. 1-3, broken power-law spectra (with Γ2 = 2.5

above the break at εbν = 2 PeV) are used. Importantly,
our results are valid even without the break/cutoff, since
they are essentially determined by " 1 PeV emission.

III. SPECIFIC SCENARIOS

Viable scenarios must have sufficient CR energy bud-
get and pp efficiency. Using EpQEp

= Qcr/Rp (where
Qcr ≡

∫

dEp QEp
is the total budget), for a power-law

CR spectrum, Eq. (2) becomes

E2
νΦνi ≃ 1.3× 10−8 GeV cm−2 s−1 sr−1 (ξz/3)(25/Rp)

× (min[1, fpp]Qcr/10
45 erg Mpc−3 yr−1), (7)

where Rp ∼ 18–27 for s = 2 and Rp ∼ 200 for s = 2.2
(at εp = 100 PeV) and s is the CR spectral index. Here,
we show that large scale structures and SFGs can explain
the IceCube signal [3, 4] within uncertainty. Note that
pp scenarios require Γ " 2.1–2.2 even if the break/cutoff
is absent. On the other hand, as independently indicated
in [4, 6], the break/cutoff is favored for such hard spectra
due to significantly larger effective areas at multi-PeV
energies [20], so it is interesting to discuss its origin.

A. Galaxy clusters/groups

AGN including radio galaxies are located in large
scale structures containing GCs and galaxy groups.
Radio galaxies with the jet luminosity of Lj ∼
1043−47 erg s−1 [33] are promising CR accelera-
tors, leading to the CR budget of Qcr ∼ 3.2 ×
1046 erg Mpc−3 yr−1 ϵcr,−1Lj,45ρGC,−5, where ρGC is the
density of GCs and ϵcr is the CR energy fraction. As
shown in Fig. 6 of [34], they accelerate protons up to
the maximum energy of εmax

p ∼ 10–100 EeV, overcoming
various energy losses. Then, CRs leaving AGN produce
pp neutrinos in large scale structures [12].
In addition, during cosmological structure formation,

large scale structures generate powerful IGSs on Mpc
scales [35]. Strong shocks are expected around the virial

radius rvir ≈ 2.6 Mpc M1/3
15 (at z = 0) [36]. The

accretion luminosity is Lac ≈ (Ωb/Ωm)GMṀ/rvir ≃

0.9 × 1046 erg s−1 M5/3
15 [35]. Taking ρGC ∼

10−5 Mpc−3 [37], the CR energy budget is Qcr ∼
1.0 × 1047 erg Mpc−3 yr−1 ϵcr,−1Lac,45.5ρGC,−5. Us-
ing the typical shock radius rsh ∼ rvir, shock ve-
locity Vs ∼ 108.5 cm s−1 and magnetic field B ∼
0.1–1 µG [39], we have εmax

p ≈ (3/20)(Vs/c)eBrsh ∼

1.2 EeV B−6.5Vs,8.5M
1/3
15 [40] that can exceed 100 PeV.

While CRs are injected by multiple AGN and/or IGSs
for tinj ∼ a few Gyr, the confined CRs produce neutrinos
with hard spectra (even after tdyn ≈ rsh/Vs for an IGS).
For 100 PeV protons to be confined in GCs, the coherence
length of lcoh ! 0.34 kpc B−1

−6.5εp,17 is needed. Assuming
the Kolmogorov turbulence with lcoh ∼ 10–100 kpc [39],
we have the CR diffusion time, tdiff ≈ (r2vir/6D) ≃

1.6 Gyr ε−1/3
p,17 B1/3

−6.5(lcoh/30 kpc)−2/3M2/3
15 , which gives

εbp ≈ 51 PeV B−6.5(lcoh/30 kpc)−2M2
15(tinj/2 Gyr)−3

from tdiff = tinj. The confinement of CRs with " εbp ∼

100 PeV can lead to hard spectra at " εbν ∼ 0.04εbp ∼

2 PeV, while CRs with ! εbp escape into extracluster
space, making neutrino spectra steeper at ! εbν .

Using typical intracluster densities n̄ ∼ 10−4 cm−3 [26,
36], with a possible enhancement factor g ∼ 1–3 [26, 41],
we get fpp ≃ 0.76 × 10−2 gn̄−4(tint/2 Gyr). Then, we
achieve E2

νΦνi ∼ 10−9–10−8 GeV cm−2 s−1 sr−1, which
can explain the INB flux [43]. A neutrino break naturally
arises from tdiff = tinj. Or, it may come from a broken
power-law CR injection spectrum [44, 45] that has been
suggested to explain CRs above 100 PeV [11, 45].

Murase, Ahlers, Lacki, Phys. Rev. D 88, 121301 (2013)



Cross correlation between IGRB and galaxies

• Yet another probe of 
gamma-ray sources due to 
recent measurements of 
cross correlations between 
IGRB and galaxy catalogs 

• Proven to be strong probe 
of dark matter annihilation 
or decay 

• This can also be applied to 
neutrino sources if they are 
of hadronuclear origin!

2

distribution of 2MASS galaxies can be written as [3]:

C
(�g)
` =

Z
d�

�2
W�(�)Wg(�)P�g (k = `/�,�) , (1)

where �(z) denotes the radial comoving distance,
Wi(�) represent the window functions described below,
P�g(k, z) is the three-dimensional cross power spectrum
(PS), k is the modulus of the wavenumber, and ` is the
multipole. Indices � and g refer to �-ray emitters and
extragalactic sources in 2MASS, respectively. In Eq. (1)
we used the Limber approximation [11], since P�g varies
(relatively) slowly with k.

The (di↵erential in energy) window function for �-ray
emission from DM annihilation W�(z) is [3]:

W a
� (z) =

(⌦DM⇢c)2 h�avi
8⇡mDM

2
(1 + z)3 �2(z)

dNa

dE�
e�⌧ [z,E�(z)],

(2)
where ⌦DM is the DM1 mean density in units of the
critical density ⇢c, �2(z) is the clumping factor, mDM

is the mass of the DM particles, and h�avi denotes the
velocity-averaged annihilation rate. dNa/dE� indicates
the number of photons produced per annihilation and
determines the �-ray energy spectrum. The exponential
damping quantifies the absorption due to extra-galactic
background light [13].

The window function for DM decay is [3]:

W d
� (z) =

⌦DM⇢c �d

4⇡mDM

dNd

dE�
e�⌧ [z,E�(z)] , (3)

where �d = 1/⌧d is the DM decay rate.
The window function of 2MASS galaxies is Wg(z) ⌘

H(z)/c dNg/dz and their redshift distribution dNg/dz is
[14]:

dNg

dz
(z) =

�

�(m+1
� )

zm

zm+1
0

exp

"
�
✓

z

z0

◆�
#
, (4)

with m = 1.90, � = 1.75 and z0 = 0.07.
The PS P�g in Eq. (1) is computed within the halo-

model framework, as the sum of a one-halo plus a two-
halo terms. For more details, see [3, 7]. Both the PS
and the clumping factor �2(z) in Eq. (2) depend on a
number of DM properties: the halo mass function, that
we take from Ref. [15], the halo density profile, for which
we assume a Navarro-Frenk-White model [16], the mini-
mum halo mass, that we set equal to 10�6M�, and the
halo mass-concentration relation c(M, z), that we adopt
from Ref. [17]. The theoretical uncertainty of these quan-
tities is rather small for halos larger than 1010 M�, be-
cause they can be constrained by observations and simu-
lations. Since the DM decay signal is mainly contributed

1
A 6-parameter flat ⇤CDM cosmological model is assumed with

the value of the parameters taken from Ref. [12].
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FIG. 1. Cross-correlation above 500 MeV for the best fit-
ting annihilating and decaying DM scenarios, compared to
the measured CCF. The curves are for DM particles of 100
GeV (200 GeV) annihilating (decaying) into bb̄. We show
the two annihilation models high and low with annihi-
lation rates h�avi = 2 ⇥ 10�26 cm3s�1 (blue-dashed) and
2.4 ⇥ 10�25 cm3s�1 (blue-solid), respectively, and a decay
model with lifetime ⌧ = 1.6⇥ 1027 s (red-dotted). The green
curve shows the CCF of the 1-halo correction term C1h. We
show the sum of this component and the DM CCF (in the
low scenario) with the black curve. The inset shows that
these DM models provide a subdominant contribution to the
observed IGRB spectrum [20].

by large structures, the theoretical predictions are rel-
atively robust. This is not the case for the annihilation
signal which is preferentially produced in small halos and
in substructures within large halos. Consequently, theo-
retical uncertainties on the annihilation signal are larger.
For the subhalo contribution we consider two scenarios
(low and high) to bracket theoretical uncertainty. The
low case follows the model of Ref. [18] (see their Eq. (2),
with a subhalo mass function dn/dMsub / M�2

sub). The
high scenario is taken from Ref. [19], with the halo mass-
concentration relation extrapolated down to low masses
as a power law.

In our CAPS model (Eq. 1), we add a constant term
C1h (one-halo correction term) to correct for possible un-
accounted correlations at very small-scales, within the
Fermi-LAT Point Spread Function (PSF). The value of
C1h will be determined by fitting the data, and we an-
ticipate that we find a C1h value compatible with zero.
Thus, the inclusion of this term does not change signif-
icantly the results. For an extensive discussion on this
term, see Refs. [5, 7].

Regis et al., Phys. Rev. Lett. 114, 241301 (2015) 
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Assumptions
1. Energy spectrum is power law

2. Source luminosity density evolves as power of 1+z

3. Sources trace underlying dark matter distribution 
in an unbiased way

dN

dE
/ E�↵

E / (1 + z)�, for z < 1.5

P�g(k, z) = b�bgPm(k, z) with b� = 1
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Tomographic constraints
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Tomographic constraints

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Dependence on α and δ

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Dependence on α and δ
Soft spectrum

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Dependence on α and δ
Soft spectrum Fast evolution

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Constraints on gamma-ray luminosity density

Cross-correlation data give constraints tighter by up to 
1 order of magnitude! 

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Constraints on high-energy neutrinos

• Spectral constraints: α has 
to be smaller than ~2.2

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Constraints on high-energy neutrinos

• Spectral constraints: α has 
to be smaller than ~2.2

• Tomographic constraints:

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Constraints on high-energy neutrinos

• Spectral constraints: α has 
to be smaller than ~2.2

• Tomographic constraints:

• If δ is smaller than ~3, 
source with spectrum 
softer than E−2.1 is 
disfavored

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Constraints on high-energy neutrinos

• Spectral constraints: α has 
to be smaller than ~2.2

• Tomographic constraints:

• If δ is smaller than ~3, 
source with spectrum 
softer than E−2.1 is 
disfavored

• If δ ~ 4, both spectral and 
tomographic data give 
comparable constraints

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Possible pp sources
Star-forming/starburst galaxies

Clusters of galaxies
• Cosmic rays accelerated through large-scale-structure shocks or 

provided by sources (AGNs, galaxies) 
• In both cases, δ is very small (i.e., clusters are found only in low-z) 
• Very strongly disfavored; also independent constraints from radio 

number counts (Zandanel, Tamborra, Gabici, Ando, 2014)

• No direct measurement of δ yet 
• Infrared luminosity density suggests 

δ ~ 3−4

The PEP HerMES Luminosity Function 23

density of spiral galaxies decreases rapidly at z>0.5, while
that of SF-AGN stays nearly constant at 0.5<

⇠ z<
⇠ 2.5, largely

dominating in that redshift range. Starburst galaxies never
dominate, while the number density of the bright AGN (both
AGN1 and AGN2) increases with redshift, from ⇠10�4 Mpc�3

at z⇠0 to ⇠1–2⇥10�3 Mpc�3 at z⇠3. At higher redshifts
the AGN population largely dominates the number density.
If the overall contribution to the IR luminosity density
(⇢IR) from the AGN components of galaxies is small, ⇢IR
can be considered as a proxy of the SFR density (⇢SFR).
As a further check, we have therefore studied the evolu-
tion of the SF-AGN population (which dominates the distri-
bution of sources) by dividing this class into SF-AGN(SB)

and SF-AGN(Spiral) sub-classes and studying their evolu-
tion separately. Indeed, we have found di↵erent evolution-
ary paths for the two populations, the former dominat-
ing at higher redshifts and showing a behaviour similar to
that of AGN-dominated sources (e.g. AGN1 and AGN2), the
latter dominating at intermediate redshifts (between z⇠1
and 2), rising sharply from z⇠2 toward the lower redshifts
and decreasing, while the spiral population rises at z<

⇠ 1.
These evolutionary trends, in terms of number and lumi-
nosity density, have been reported in Fig. 18 as orange
dot-dot-dot-dashed (SF-AGN(SB)) and dark-green dashed
(SF-AGN(Spiral)) curves.
Galaxies following the SFR–mass relation are always domi-
nant over the o↵-MS population, at all redshifts (although
their space density decreases with increasing z, as well as
the “global” number density), while the number density of
the latter population remains nearly constant between z⇠0.8
and z⇠2.2.
In all the mass bins, the trends with redshift of the galaxy
number densities are similar to the “global” one, decreasing
at higher redshifts, although with slightly di↵erent slopes
for the di↵erent mass intervals. The number densities of
low mass galaxies (8.5<log(M/M�)<10), reported in the
top right panel of Fig. 18, have been computed by inte-
grating the best-fitting modified Schechter function only
to z⇠2, since data were not enough to derive reliable fits
at higher redshifts. To this redshift, these sources outnum-
ber the higher mass ones, although they fall steeply above
z⇠1, when they reach about the same volume density of
higher mass galaxies (10<log(M/M�)<11). Massive objects
(log(M/M�)>11) never dominate (always below 5 per cent)
the total number density.

The total IR LF allows a direct estimate of the total
comoving IR luminosity density (⇢IR) as a function of z,
which is a crucial tool for understanding galaxy formation
and evolution. Although ⇢IR can be converted to a SFR
density (⇢SFR) under the assumption that the SFR and LIR

quantities are connected by the Kennicutt (1998) relation,
before doing that we must be sure that the total IR lu-
minosity is produced uniquely by star-formation, without
contamination from an AGN. The SED decomposition and
separation into AGN and SF contributions show a negligible
contribution to LIR (<10 per cent) from the AGN in most
of the SF-AGN, and a SF component dominating the far-
IR even in the majority of more powerful AGN (AGN1 and
AGN2). Here we prefer to speak in terms of ⇢IR rather than
of ⇢SFR, since, especially at high redshift – where the AGN-
dominated sources are more numerous – the conversion of
⇢IR could represent only an upper limit to ⇢SFR. Note, how-

Figure 17. Redshift evolution of the total IR luminosity den-
sity (⇢IR, obtained by integrating the Schechter functions that
best reproduce the total IR LF down to log(L/L�)=8) to z=4.
The results of integrating the best-fitting curve for our observed
total IR LF in each z-bin are shown as black filled circles (the
grey filled area is the ±1� uncertainty locus) and compared with
estimates from previous mid-IR surveys (magenta filled area, Le
Floc’h et al. 2005; orange filled triangles, Caputi et al. 2007; blue
open triangles, Rodighiero et al. 2010a; and green open circles,
Magnelli et al. 2011). The upward pointing arrow in the highest-z
bin means that, due to the large fraction of photometric redshifts
and the fact that the PEP selection might miss high-z sources,
our 3.0<z<4.2 ⇢IR estimate is likely to be a lower limit.

ever, that since this population is never dominant in our IR
survey, we do not expect that contamination related to ac-
cretion activity occurring in these objects (mainly at high-z)
can significantly a↵ect the results in terms of ⇢SFR.

In Fig. 17 we show ⇢IR estimated from our total IR LF
and compare it with results obtained from previous IR sur-
veys (Le Floc’h et al. 2005; Caputi et al. 2007; Rodighiero
et al. 2010a; Magnelli et al. 2011). In the common redshift
intervals (0<

⇠ z<
⇠ 2–2.5), we find very close agreement with

previous results based on IR data, especially with the Mag-
nelli et al. (2011) derivation. As well as previous findings, ⇢IR
from PEP shows the rapid rise from z⇠0 to z⇠1, followed
by a flattening at higher redshifts. The indications from our
survey are that the intermediate redshift flattening is fol-
lowed by a high redshift decline, which starts around z⇠3.
From our data, ⇢IR evolves as (1+z)3.0±0.2 up to z⇠1.1, as
(1+z)�0.3±0.1 from z⇠1.1 to z⇠2.8, then as (1+z)�6.0±0.9

up to z⇠4.
In the bottom panels of Fig. 18 we plot the di↵erent con-

tributions to ⇢IR from the di↵erent SED populations (left),
from the on- and o↵-MS sources (middle) and from the dif-
ferent mass intervals. We notice a predominance of spiral–
SED galaxies only at low redshifts (z<0.5–0.6), when SF-AGN

begin to dominate ⇢IR up to z⇠2.5. The starburst SED
galaxies are never the prevalent population, although their
contribution to ⇢IR increases rapidly from the local Universe
to z⇠1, then keeps nearly constant to z⇠2.5, to decrease
at higher redshifts. The SF-AGN(SB) and SF-AGN(Spiral)

contributions to ⇢IR show opposite trends, with the former
sharply increasing towards the higher redshifts (dominat-
ing at z>2), and the latter prevailing between z⇠1 and ⇠2,
then dropping at higher redshifts. AGN1 and AGN2 start dom-

c� 2012 RAS, MNRAS 000, 2–29
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What if blazars explain most IGRB data?

• Blazars might be responsible for 
~85% of IGRB spectrum above 50 
GeV (Fermi-LAT, 1511.00693) 

• If so, only very hard sources (α ~ 
2) with fast evolution are allowed 
as the origin of the IceCube 
neutrinos 

• Maybe such hard sources are 
disfavored by IceCube data?? 

• If so, any pp sources are highly 
disfavored
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FIG. 1. The �-ray (red lines) and per-flavor neutrino (black lines) contribution of the hadronic emission model following Eq. (1)
with � = 2.5. We show the contribution of direct and cascaded � rays separately as dashed and dotted lines, respectively. In
the left plot the emission is normalized according to the best-fit of the combined neutrino data [1] in the 25 TeV to 2.8 PeV
energy range (grey-shaded area). The corresponding total �-ray emission is only marginally consistent with the isotropic �-ray
background (IGRB). In the right plot we show the same model normalized to the best-fit 14% non-blazar emission in the
0.05� 1 TeV EGB (red-shaded area).

associated to BL Lac type blazars. In addition to the in-
dividually resolved 2FHL sources, which comprise ⇠ 40
percent of the total EGB intensity, the flux distribution
of sources fainter than the detection threshold of about
8⇥ 10�12 ph cm�2 s�1 has been constrained by the sta-
tistical distribution of individual photons [30]. Specif-
ically, the number of spatial pixels containing varying
numbers of photons can provide information of the num-
ber of sources at fluxes down to about 1.3 ⇥ 10�12 ph
cm�2 s�1. The 2FHL catalog sources and pixel counting
method together yield a best-fit flux distribution which
is well parameterized by a broken power law with a flux
break in the range [0.8, 1.5] ⇥ 10�11 ph cm�2 s�1 and a
slope above and below the break equal to ↵1 = 2.50 and
↵2 2 [1.60, 1.75], with dN/dS / S�↵.

The integral of this flux distribution is 2.07+0.40
�0.34⇥10�9

ph cm�2 s�1 sr�1 compared to the total EGB intensity
above 50 GeV of (2.40±0.3)⇥10�9 ph cm�2 s�1 sr�1. In
other words, blazars comprise 86+16

�14% of the total EGB
intensity [30]. The best-fit cumulative intensity of resid-
ual emission, from both discrete extragalactic sources and
truly di↵use processes, is 14%, corresponding to an in-
tensity of 3.3 ⇥ 10�10 ph cm�2 s�1 sr�1 above 50 GeV.
Taking uncertainties into account, the allowed range for
the non-blazar EGB component is at the level of 28%
(6.6⇥ 10�10 ph cm�2 s�1 sr�1).

Cumulative �-ray and neutrino flux from SFGs—The
hadronic emission of SFGs is thought to originate from
CR interactions in interstellar space, analogous to the
di↵use emission observed from our own Galaxy. The res-
idency time of CRs in given galaxy is determined by the

timescale of di↵usive escape, transport by advective out-
flows, and hadronic interactions with ambient gas. If the
loss time is dominated by di↵usive escape, the hadronic
emission follows a dN/dE ⇠ E�↵�� spectrum where ↵ is
the e↵ective index of the injected CR nucleon spectrum
and � is the index of the energy dependence of the di↵u-
sion tensor. Typical values are � ' 1 (Bohm), � ' 1/2
(Kraichnan) or � ' 1/3 (Kolmogorov). Note that if CRs
are accelerated in multiple source populations with di↵er-
ent rigidity cuto↵s and mass compositions, the resulting
e↵ective nucleon spectrum can have additional spectral
features.

On the other hand, starburst galaxies, a subset of SFGs
that undergo an episode of vigorous star formation in
their central regions, have gas densities that are much
higher than observed in quiescent galaxies [37, 38]. Dif-
fusion in starburst galaxies might also become weaker
due to strong magnetic turbulence [39, 40], while advec-
tive processes might be enhanced [41]. Since losses by
inelastic collisions and advection are nearly independent
of energy, the hadronic emission of starbursts is expected
to follow more closely the injected CR nucleon spectrum,
E�↵. Indeed, the nearby starburst galaxies M82 and
NGC 253 both exhibit relatively hard �-ray spectral in-
dices in the GeV to TeV energy range of 2.1 to 2.3 [42–44].
Due to the harder emission and a higher pion production
e�ciency, the starburst subset is predicted to dominate
the total di↵use �-ray emission of SFGs beyond a few
GeV [27]. Provided that the CR accelerators in starburst
galaxies are capable of reaching per nucleon energies ex-
ceeding 20�30 PeV, the hadronic emission can also con-

Bechtol et al., arXiv:1511.00688 [astro-ph.HE]

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Take-home message 2
• Hadronuclear (pp) interaction is a prime channel for production 

of high-energy neutrinos 

• Contribution to IceCube neutrinos (TeV−PeV) can be constrained 
with Fermi-LAT gamma-ray data (GeV−TeV) 

• New tomographic constraints are obtained with the galaxy-
gamma cross-correlation measurements 

• They exclude soft sources with relatively slow redshift evolution 
much more strongly than spectral constraints 

• Sources with fast evolution (including starbursts) are still allowed, 
but they must have hard spectrum (E−2) that can be tested


