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What	is	High-Performance	Compu(ng	(HPC)?		
•  Not	a	real	defini(on,	depends	from	the	prospec(ve:	
–  HPC	is	when	I	care	how	fast	I	get	an	answer		

•  Thus	HPC	can	happen	on:	
–  A	worksta(on,	desktop,	laptop,	smartphone!		
–  A	supercomputer		
–  A	Linux	Cluster		
–  A	grid	or	a	cloud	
–  Cyberinfrastructure	=	any	combina(on	of	the	above		

•  HPC	means	also	High-Produc(vity	Compu(ng	
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How	fast	is	my	CPU?!	
•  CPU	power	is	measured	in	FLOPS		
– number	of	floa(ng	point	opera(ons	x	second	
– FLOPS	=	#cores	x	clock	x	FLOP	
	 	 	 	 	 	 	 	 			cycle	

•  FLOP/cycle	is	the	number	of	mul(ply-add	
(FMA)	performed	per	cycle	
– architectural	limit		
– depend	also	by	the	instruc(on	set	supported		
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The	CPU	Memory	Hierarchy	

MAIN	MEMORY	

CACHE	

CPU	
Registers	

APPLICATION	DATA	

COMPUTATION	
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What	Determines	Performance?		

•  How	fast	is	my	CPU?	

•  How	fast	can	I	move	data	around?		

•  How	well	can	I	split	work	into	pieces?	
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John Von Neumann 

CPU 

Arithme'c	
Logic		
Unit	Control	Unit	

RAM	–	Memory	Holding	DATA		

I/O
	Devices	

The	Classical	Model	
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Levels	of	Transforma(on	
•  An	 algorithm	 is	 the	 sequence	 of	

finite	 steps	 that	 describes	 how	 to	
compute	a	func(on	

•  A	 computer	 code	 is	 a	 set	 of	
instruc(ons	 wriOen	 in	 a	 syntax	
defined	 by	 the	 programming		
language		

•  The	 code	 is	 finally	 compiled	 to	
become	 architecture-compa(ble	 -	
“readable”	by	the	CPU.		

Problem	
Algorithm	

Program/Language	

Run(me	System	(OS)	

ISA	(Architecture)	

Microarchitecture	

Logic	

Circuits	
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John Von Neumann 

The	Classical	Model	

CPU 

Arithme'c	
Logic		
Unit	Control	Unit	

RAM	–	Memory	Holding	DATA		

I/O
	Devices	

Registers	
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Sequen(al	Processing	

Clock	Period	 1	 2	 3	 4	 5	 6	 7	 8	 9		 ...	 N	

Instruc(on	1	 F	 D	 L	 E	 S	

Instruc(on	2	
	 F	 D	 L	 E	 S	
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Pipelining	
Clock	Period	 1	 2	 3	 4	 5	 6	 7	 8	 9		 ...	 N	

Instruc(on	1	 F	 D	 L	 E	 S	
Instruc(on	2	

	 F	 D	 L	 E	 S	
Instruc(on	3	

	 F	 D	 L	 E	 S	
Instruc(on	4	

	 F	 D	 L	 E	 S	
Instruc(on	5	

	 F	 D	 L	 E	 S	
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Pipelining	
Clock	Period	 1	 2	 3	 4	 5	 6	 7	 8	 9		 ...	 N	

Instruc(on	1	 F	 D	 L	 E	 S	

Instruc(on	2	
	 F	 D	 L	 E	 S	

Instruc(on	3	
	 F	 D	 L	 E	 S	

Instruc(on	4	
	 F	 D	 L	 E	 S	

Instruc(on	5	
	 F	 D	 L	 E	 S	
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Superscalaring	
Clock	
Period	 1	 2	 3	 4	 5	 6	 7	 8	 9		 ...	 N	

Instruc(on	1	 F	 D	 L	 E	 S	
Instruc(on	2	 F	 D	 L	 E	 S	
Instruc(on	3	 F	 D	 L	 E	 S	
Instruc(on	4	 F	 D	 L	 E	 S	
Instruc(on	5	 F	 D	 L	 E	 S	
Instruc(on	6	 F	 D	 L	 E	 S	
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The	Inside	Parallelism	
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The	Inside	Parallelism	

Ivan	GiroOo	-	igiroOo@ictp.it									
Trieste,	3rd	March	2016	

Introductory	School	on	Parallel	Programming	and	Parallel	
Architecture	for	High-Performance	Compu(ng	

14	



Performance	Metrics	
•  When	all	CPU	component	work	at	maximum	
speed	that	is	called	peak	of	performance	
–  Tech-spec	normally	describe	the	theore(cal	peak	
–  Benchmarks	measure	the	real	peak	
– Applica(ons	show	the	real	performance	value	

•  CPU	performance	is	measured	as:	
–  Floa(ng	point	opera(ons	per	seconds	GFLOP/s	

•  But	the	real	performance	is	in	many	cases	mostly	
related	to	the	memory	bandwidth	(GBytes/s)	
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Cache	Memory	
•  Expensive	(SRAM)	high-speed	memory	

•  Rela(vely	low-capacity	in	regards	to	RAM		

•  Cache	Memory	are	for	Instruc(ons	(i.e.,	L1I)	
and	for	Data	(i.e.,	L1D)		

•  Modern	CPU	are	designed	with	several	levels	
of	cache	memories	
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Cache	Memory	
Loop:	load	r1,	A(i)	

		load	r2,	s	
		mult	r3,	r2,	r1	
		store	A(i),	r2	
		branch	=>	loop	

MAIN	MEMORY	

CACHE	

CPU	
Registers	

•  Designed	for	temporal/spa(al	
locality	

•  Data	is	transferred	to	cache	in	
blocks	of	fixed	size,	called	cache	
lines.	

•  Opera(on	of	LOAD/STORE	can	lead	
at	two	different	scenario:	

•  cache	hit	
•  cache	miss	
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The	CPU	Memory	Hierarchy	
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Data	Memory	Access	
•  Data	ordering		
•  Reduce	at	minimum	the	data	transfers				
•  Avoid	complex	data	structure	within	
computa(onal	intensive	kernels	

•  Define	constants	and	help	the	compiler		
•  Exploit	the	memory	hierarchy		
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Xeon	E5650	
hex-core	
processors	
(12GB	-	RAM)	

Mul(-core	system	Vs	Serial	Programming	
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Threading	and	Vectoriza(on	

More	
Parallel	

More	
Performance	

1	 10	 100	

Scalar	&	Single	Thread	

Vector	&	Single	Thread	

Scalar	&	Mul'-Threaded	

Vector	&	Mul'-Threaded	
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