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5.1.1. Scope of this chapter1

We focus in this chapter on numerical models used to understand and predict large-2

scale ocean circulation, such as the circulation comprising basin and global scales. It3

is organized according to two themes, which we consider the “pillars” of numerical4

oceanography. The first addresses physical and numerical topics forming a foundation5

for ocean models. We focus here on the science of ocean models, in which we ask6

questions about fundamental processes and develop the mathematical equations for7

ocean thermo-hydrodynamics. We also touch upon various methods used to represent8

the continuum ocean fluid with a discrete computer model, raising such topics as the9

finite volume formulation of the ocean equations; the choice for vertical coordinate;10

the complementary issues related to horizontal gridding; and the pervasive questions11

of subgrid scale parameterizations. The second theme of this chapter concerns the12

applications of ocean models, in particular how to design an experiment and how to13

analyze results. This material forms the basis for ocean modeling, with the aim being14

to mechanistically describe, interpret, understand, and predict emergent features of the15

simulated, and ultimately the observed, ocean.16

5.1.2. Physical and numerical basis for ocean models17

As depicted in Figure 5.1.1, the ocean experiences a wide variety of boundary in-18

teractions and possesses numerous internal physical processes. Kinematic constraints19

on the fluid motion are set by the geometry of the ocean domain, and by assuming20

each fluid parcel conserves mass, save for the introduction of mass across the ocean21

surface (i.e., precipitation, evaporation, river runoff), or bottom (e.g., crustal vents).22

Dynamical interactions are described by Newton’s Laws, in which the acceleration of23

a continuum fluid parcel is set by forces acting on the parcel. The dominant forces24

in the ocean interior are associated with pressure, the Coriolis force, gravity, and to a25

lesser degree friction. Boundary forces arise from interactions with the atmosphere,26

cryosphere, and solid earth, with each interaction generally involving buoyancy and27

momentum exchanges. Material budgets for tracers, such as salt and biogeochemical28

species, as well as thermodynamic tracers such as heat or enthalpy, are affected by29

circulation, mixing from turbulent processes, surface and bottom boundary fluxes, and30

internal sources and sinks especially for biologeochemical tracers (see Chapter 5.7).31



Figure 5.1.1: Understanding and quantifying the ocean’s role in the earth system, including coastal, regional,
and global phenomena, involves a variety of questions related to how physical processes impact the move-
ment of tracers (e.g., heat, salt, carbon, nutrients) and momentum across the ocean boundaries and within the
ocean interior. The ocean interacts with the variety of earth system components, including the atmoshere, sea
ice, land ice shelves, rivers, and the solid earth lower boundary. Ocean processes transport material between
the ventilated surface boundary layer and the ocean interior. When in the interior, it is useful to charac-
terize processes according to whether they transport material across density surface (dianeutrally) or along
neutral directions (epineutrally). In this figure we illustrate the turbulent air-sea exchanges and upper ocean
wave motions (including wave breaking and Langmuir circulations); subduction/obduction which exchanges
material between the boundary layer and interior; gyre-scale, mesoscale, and submesoscale transport that
largely occurs along neutral directions; high latitude convective and downslope exchange; and mixing in-
duced by breaking internal gravity waves energized by winds and tides. Missing from this schematic include
mixing due to double diffusive processes (Schmitt (1994)) and nonlinear equation of state effects (Chapter
3.2). Nearly all such processes are subgrid scale for present day global ocean climate simulations. The
formulation of sensible parameterizations, including schemes that remain relevant under a changing climate
(e.g., modifications to stratification and boundary forcing), remains a key focus of oceanographic research
efforts, with Chapters 3.3 and 3.4 in this volume detailing many issues.

5.1.2.1. Scales of motion32

The ocean’s horizontal gyre and overturning circulations occupy nearly the full33

extent of ocean basins (103 km to 104 km in horizontal extent and roughly 4 km in34

depth on average), with typical recirculation times for the horizontal gyres of decadal,35

and overturning time scales of millennial. The ocean microscale is on the order of36

10−3 m, and it is here that mechanical energy is transferred to internal energy through37
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Joule heating. The microscale is set by the Kolmogorov length38

LKol = (ν3/ε)1/4, (5.1.1)

where ν ≈ 10−6 m2 s−1 is the molecular kinematic viscosity for water, and ε is the39

energy dissipation rate. In turn, molecular viscosity and the Kolmogorov length imply40

a time scale T = L2/ν ≈ 1 sec.41

Consider a direct numerical simulation of ocean climate, where all space and time42

scales between the Kolmogorov scale and the global scale are explicitly resolved by43

the simulation. One second temporal resolution over a millennial time scale climate44

problem requires more than 3 × 1010 time steps of the model equations. Resolving45

space into cubes of dimension 10−3m for an ocean with volume roughly 1.3 × 1018 m3
46

requires 1.3 × 1027 discrete grid cells, which is roughly 104 larger than Avogadro’s47

Number. These numbers far exceed the capacity of any computer, thus necessitating48

approximated or truncated descriptions for practical ocean simulations, and further-49

more promoting the central importance of subgrid scale parameterizations.50

5.1.2.2. Thermo-hydrodynamic equations for a fluid parcel51

As a starting point for developing ocean model equations, we consider the thermo-52

hydrodynamic equations for an infinitesimal seawater parcel. Some of this material is53

standard from geophysical fluid dynamics as applied to the ocean (e.g., see books such54

as Gill (1982), Pedlosky (1987), Vallis (2006), Olbers et al. (2012)), so the presentation55

here will be focused on setting the stage for later discussions.56

Mass conservation for seawater and trace constituents57

When formulating the tracer and dynamical equations for seawater, it is convenient58

to focus on a fluid parcel whose mass is constant. Writing the mass as M = ρ dV , with59

dV the parcel’s infinitesimal volume and ρ the in situ density, parcel mass conservation60

dM/dt = 0 yields the continuity equation61

dρ
dt

= −ρ∇ · v. (5.1.2)

The three-dimensional velocity of the parcel is the time derivative of its position, v =62

dx/dt, and the horizontal and vertical components are written v = (u,w). Transforming63

this parcel or material Lagrangian expression into a fixed space or Eulerian perspective64

leads to the equivalent form65

∂ρ

∂t
= −∇ · (ρ v), (5.1.3)

where we related the material time derivative to the Eulerian time derivative through66

d
dt

= ∂t + v · ∇. (5.1.4)

Seawater is comprised of fresh water along with a suite of matter constituents such67

as salt, nutrients, and biogeochemical elements and compounds. The tracer concen-68

tration, C, which is the mass of trace matter within a seawater parcel per mass of the69

3



parcel, is affected through the convergence of a tracer flux plus a potentially nonzero70

source/sink term S(C) (sources and sinks are especially important for describing bio-71

geochemical tracers; Chapter 5.7)72

ρ
dC
dt

= −∇ · J(C) + ρS(C). (5.1.5)

The canonical form of the tracer flux is associated with isotropic downgradient molec-73

ular diffusion74

J(C)
molecular = −ρ κ∇C, (5.1.6)

where κ > 0 is a kinematic molecular diffusivity with units of length times a velocity,75

and ρ κ is the corresponding dynamic diffusivity. For large-scale ocean models, the76

tracer flux J(C) is modified according to the parameterization of various unresolved77

physical processes (see Chapters 3.3 and 3.4).78

The Eulerian perspective converts the material time derivative into a local Eulerian79

time derivative plus advection ρ (∂t + v · ∇) C = −∇ · J(C) + ρS(C). Combining this80

advective-form tracer equation with the seawater mass equation (5.1.3) leads to the81

Eulerian flux-form of the tracer equation82

∂t (ρC) = −∇ · (ρ v C + J(C)) + ρS(C). (5.1.7)

Setting the tracer concentration to a uniform constant in the tracer equation (5.1.7) re-83

covers the mass continuity equation (5.1.3), where we assumed there to be no seawater84

mass source, and the tracer flux J(C) vanishes with the concentration constant (e.g., see85

Section II.2 of DeGroot & Mazur (1984), Section 8.4 of Chaikin & Lubensky (1995),86

or Section 3.3 of Müller (2006)). This connection between the tracer equation and the87

seawater mass continuity equation is sometimes referred to as a compatibility condition88

(see Griffies et al. (2001) or Chapter 12 of Griffies (2004)). Equivalently, requiring89

that the tracer equation maintain a uniform tracer unchanged in the absence of bound-90

ary fluxes is sometimes referred to as local tracer conservation, which is a property91

required for conservative numerical algorithms. The flux-form in equation (5.1.7) is92

used in Section 5.1.2.4 as the basis for developing finite volume equations for a region93

of seawater.94

Conservative temperature and in situ density95

As detailed by McDougall (2003), potential enthalpy provides a useful measure of96

heat in a seawater parcel (see also Chapter 3.2). Conservative temperature, Θ, is the97

potential enthalpy divided by a constant heat capacity. According to the First Law of98

Thermodynamics, it satisfies, to an extremely good approximation, a scalar conserva-99

tion equation directly analogous to material tracers100

ρ
dΘ

dt
= −∇ · J(Θ). (5.1.8)

This equation, or its Eulerian form, are termed “conservative” since the net heat content101

in a region is impacted only through fluxes passing across the boundary of that region102

(see Chapter 5.7 for more discussion of conservative and non-conservative tracers).103
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In fact, there are actually nonzero source terms that are neglected in equation (5.1.8),104

so that conservative temperature is not precisely “conservative”. However, McDougall105

(2003) noted that these omitted source terms are negligible, as they are about 100 times106

smaller than those source terms omitted when considering potential temperature, θ, to107

be a conservative scalar. It is for this reason that IOC et al. (2010) recommend the use108

of conservative temperature, Θ, as a means to measure the heat of a seawater parcel.109

The equation of state, which provides an empirical expression for the in situ density110

ρ, is written as a function of conservative temperature, salinity, and pressure111

ρ = ρ(Θ, S , p). (5.1.9)

Note that the equation of state as derived in IOC et al. (2010) is written in terms of the112

Gibb’s thermodynamic potential, thus making it self-consistent with other thermody-113

namic properties of seawater. Based on this connection, efforts are underway to update114

ocean model codes and analysis methods towards the recommendations of IOC et al.115

(2010).116

Momentum equation117

Newton’s Second Law of Motion applied to a continuum fluid in a rotating frame118

of reference leads to the equation describing the evolution of linear momentum per119

volume of a fluid parcel120

ρ

(
d
dt

+ 2Ω∧
)

v = −ρ∇Φ + ∇ · (τ − I p). (5.1.10)

The momentum equation (5.1.10) encapsulates nearly all the phenomena of ocean and121

atmospheric fluid mechanics. Such wide applicability is a testament to the power of122

classical mechanics to describe observed natural phenomena. The terms in the equation123

are the following.124

• Acceleration: When considering fluid dynamics on a flat space, the acceleration125

times density, ρ dv/dt, takes the following Eulerian flux-form126

ρ
dv
dt

=
∂ (ρ v)
∂t

+ ∇ · (ρ v v) flat space, (5.1.11)

which is directly analogous to the flux-form tracer equation (5.1.7). However, for127

fluid dynamics on a curved surface such as a sphere, the acceleration picks up128

an extra source-like term that is associated with curvature of the surface. When129

using locally orthogonal coordinates to describe the motion, acceleration takes130

the form (see Section 4.4.1 of Griffies (2004))131

ρ
dv
dt

=
∂ (ρ v)
∂t

+ ∇ · (ρ v v) +M (ẑ ∧ ρ v) sphere. (5.1.12)

For spherical coordinates, M = (u/r) tan φ, with φ the latitude and r the radial132

position. At latitude φ = 45◦ with r ≈ 6.37 × 106m, and for a zonal current of133

u = 1 m s−1,M ≈ 10−3 f , where134

f = 2 Ω sin φ (5.1.13)
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is the Coriolis parameter (see below). Hence,M is generally far smaller than the135

inertial frequency, f , determined by the Earth’s rotation, except near the equator136

where f vanishes.137

The nonlinear self-advective transport term ρ v v contributing to the acceleration138

(see equation (5.1.12)) accounts for the rich variety of nonlinear and cross-scale139

turbulent processes that pervade the ocean. At the small scales (hundreds of me-140

tres and smaller), such processes increase three-dimensional gradients of tracer141

and velocity through straining and filamentation effects, and in so doing increase142

diffusive fluxes. In turn, tracer variance and kinetic energy cascade to the small143

scales through the effects of three-dimensional turbulence (direct cascade), and144

are dissipated at the microscale (millimetres) by molecular viscosity and diffu-145

sivity. At the larger scales where vertical stratification and quasi-geostrophic146

dynamics dominates (Chapter 4.1), kinetic energy preferentially cascades to the147

large scales (inverse cascade) as in two-dimensional fluid dynamics, whereas148

tracer variance continues to preferentially cascade to the small scales. Such cas-149

cade processes are fundamental to how energy and tracer variance are transferred150

across the many space-time scales within the ocean fluid.151

• Coriolis force: Angular rotation of the earth about the polar axis, measured by152

Ω, leads to the Coriolis force per volume, 2 ρΩ ∧ v. The locally horizontal153

component to the rotation vector, f ∗ = 2 Ω cos φ, can induce tilted convection154

that causes convecting plumes to deflect laterally (Denbo & Skyllingstad (1996),155

Wirth & Barnier (2006, 2008)). Another effect was noted by Stewart & Dellar156

(2011), who argue for the importance of f ∗ in cross-equatorial flow of abyssal157

currents. However, hydrostatic primitive equation ocean models, which are the158

most common basis for large-scale models of the ocean, retain only the local159

vertical component of the earth’s rotation, and thus approximate the Coriolis160

Force according to161

2 ρΩ ∧ v ≈ ẑ f ∧ (ρ v), (5.1.14)

where f (equation (5.1.13)) is termed the Coriolis parameter. Marshall et al.162

(1997) provides a discussion of this approximation and its connection to hydro-163

static balance. It is this form of the Coriolis force that gives rise to many of164

the characteristic features of geophysical fluid motions, such as Rossby waves,165

Kelvin waves, western boundary currents, and other large-scale features (Chap-166

ter 4.1).167

• Gravitational force: The gravitational potential, Φ, is commonly approximated168

in global circulation models as a constant gravitational acceleration, g, times the169

displacement, z, from resting sea level or the surface ocean geopotential (geoid),170

Φ ≈ g z. (5.1.15)

However, the geopotential must be considered in its more general form when in-171

cluding astronomical tide forcing and/or changes to the geoid due to rearrange-172

ments of mass; e.g., melting land ice such as in the studies of Mitrovica et al.173

(2001) and Kopp et al. (2010).174
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• Frictional stresses and pressure: The symmetric second order deviatoric stress175

tensor, τ, accounts for the transfer of momentum between fluid parcels due to176

shears, whereas p is the pressure force acting normal to the boundary of the par-177

cel, with I the unit second order tensor. At the microscale, frictional stresses178

are parameterized by molecular diffusive fluxes in the same way as for tracers179

in equation (5.1.6), with this parameterization based on analogy with the kinetic180

theory of gases (e.g., section 12.3 of Reif (1965)). Vertical stresses in the ocean181

interior are thought to be reasonably well parameterized in this manner for large-182

scale ocean models, with the eddy viscosity far larger than molecular viscosity183

due to momentum mixing by unresolved eddy processes. In contrast, there is184

no consensus on how to represent lateral frictional stress in large-scale ocean185

models, with modelers choosing lateral friction based on empirical (i.e., “tun-186

ing”) perspectives (Part 5 in Griffies (2004), as well as Jochum et al. (2008) and187

Fox-Kemper & Menemenlis (2008) for further discussion). In Section 5.1.2.6,188

we have more to say about certain issues involved with setting lateral friction in189

models.190

Comments on the parcel equations191

The mass conservation equation (5.1.2), tracer equation (5.1.5), conservative tem-192

perature equation (5.1.8), equation of state (5.1.9), momentum equation (5.1.10), and193

boundary conditions (Section 5.1.2.4), are the basic building blocks for a mathematical194

physics description of ocean thermo-hydrodynamics. However, these equations alone195

do not provide an algorithm for numerical simulations. Indeed, we know of no algo-196

rithm, much less a working numerical code, based on a realistic nonlinear equation of197

state for a mass conserving and non-hydrostatic ocean. Instead, various approxima-198

tions are made, either together or separately, that have proven useful for developing199

numerical ocean model algorithms.200

5.1.2.3. Approximation methods201

Three general approaches to approximation, or truncation, are employed in compu-202

tational fluid dynamics, and we outline here these approaches as used for ocean models.203

Coarse grid and realistic large-scale domain204

One approach is to coarsen the space and time resolution used by the discrete grid205

forming the basis for the numerical simulation. By removing scales smaller than the206

grid, the truncated system carries less information than the continuum. Determining207

how the resolved scales are affected by the unresolved scales is fundamental to the208

science of ocean models: this is the parameterization problem (Section 5.1.2.5).209

Refined grid and idealized small domain210

A complementary approach is to configure a small space-time domain so as to211

maintain the very fine space and time resolution set by either molecular viscosity and212

diffusivity (direct numerical simulation (DNS)), or somewhat larger eddy viscosity and213

diffusivity (large eddy simulation (LES)). These simulations are necessarily idealized214
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both because of their small domain and the associated need to include idealized bound-215

ary conditions. Both DNS and LES are important for process studies aimed at under-216

standing the mechanisms active in fine scale features of the ocean. Insights gained via217

DNS and LES have direct application to the development of subgrid scale parameteri-218

zations used in large-scale models. Large-scale simulations that represent a wide range219

of mesoscale and submesoscale eddies (e.g., finer than 1 km grid spacing) share much220

in common with LES (Fox-Kemper & Menemenlis, 2008). Such simulations will con-221

ceivably be more common for global climate scales within the next one or two decades,222

as computational power increases.223

Filtering the continuum equations: hydrostatic approximation224

A third truncation method filters the continuum equations by truncating the funda-225

mental modes of motion admitted by the equations. This approach reduces the admitted226

motions and reduces the space-time scales required to simulate the system.227

The hydrostatic approximation is a prime example of mode filtering used in large-228

scale modeling. Here, the admitted vertical motions possess far less kinetic energy than229

horizontal motions, thus rendering a simplified vertical momentum balance where the230

weight of fluid above a point in the ocean determines the pressure at that point231

∂p
∂z

= −ρ
∂Φ

∂z
hydrostatic balance. (5.1.16)

Since vertical convective motion involves fundamentally non-hydrostatic dynamics232

(Marshall & Schott, 1999), hydrostatic primitive equation models must parameterize233

these effects (Klinger et al., 1996). Although the hydrostatic approximation is ubiqui-234

tous in large scale ocean modeling (for scales larger than roughly 1 km), there are many235

process studies that retain non-hydrostatic dynamics, with the MIT general circulation236

model (MITgcm) a common publicly available code used for such studies (Marshall237

et al., 1997).238

Filtering the continuum equations: oceanic Boussinesq approximation239

In situ density in the large-scale ocean varies by a relatively small amount, with a240

5% variation over the full ocean column mostly due to compressibility. Furthermore,241

the dynamically relevent horizontal density variations are on the order of 0.1%. These242

observations motivate the oceanic Boussinesq approximation.243

As detailed in Section 9.3 of Griffies & Adcroft (2008), the first step to the oceanic244

Boussinesq approximation applies a linearization to the momentum equation by remov-245

ing the nonlinear product of density times velocity, in which the product ρ v is replaced246

by ρo v, where ρo is a constant Boussinesq reference density. However, one retains the247

in situ density dependence of the gravitational potential energy, and correspondingly248

it is retained for computing pressure. The second step considers the mass continuity249

equation (5.1.3), where the three-dimensional flow is incompressible to leading order250

∇ · v = 0 volume conserving Boussinesq approximation. (5.1.17)

This step filters acoustic modes (i.e., sound waves), if they are not already filtered by251

making the hydrostatic approximation.252

8



As revealed by the mass conservation equation (5.1.2), a nontrivial material evolu-253

tion of in situ density requires a divergent velocity field. However, a divergent velocity254

field is unresolved in oceanic Boussinesq models. Not resolving the divergent velocity255

field does not imply this velocity vanishes. Indeed, the oceanic Boussinesq approxima-256

tion retains the dependence of density on pressure (or depth), temperature, and salinity257

(equation (5.1.9)), thus avoiding any assumption regarding the fluid properties. In turn,258

such models allow for a consistent material evolution of in situ density, with this evolu-259

tion critical for representing the thermohaline induced variations in density (and hence260

pressure) that are key drivers of the large scale ocean circulation (Chapter 4.1).261

An element missing from Boussinesq ocean models concerns the calculation of262

global mean sea level. Greatbatch (1994) noted that the accumulation of seawater263

compressibility effects over an ocean column leads to meaningful systematic changes264

in global sea level when, for example, the ocean is heated. These global steric effects265

must therefore be added a posteriori to a Boussinesq simulation of sea level to provide266

a meaningful measure of global sea level changes associated with buoyancy forcing267

(see also the sea level discussion in Chapter 6.1). Griffies & Greatbatch (2012) build268

on the work of Greatbatch (1994) by detailing how physical processes impact global269

mean sea level in ocean models.270

5.1.2.4. Thermo-hydrodynamic equations for a finite region271

Our next step in developing the equations of an ocean model involves integrating272

the continuum parcel equations over a finite region, with the region boundaries gener-273

ally moving and permeable. The resulting budget equations form the basis for a finite274

volume discretization of the ocean equations. They may also be used to develop basin-275

wide budgets for purposes of large-scale analysis (Section 5.1.3.2). The finite volume276

approach serves our pedagogical aims, and it forms the basis for most ocean models in277

use today for large-scale studies. We make reference to the schematic shown in Figure278

5.1.2 relevant for a numerical model.279

Finite volume budget for scalars and momentum280

Consider a volume of fluid, V , with a moving and permeable boundary S. The281

tracer mass budget within this region satisfies282

∂

∂t

(∫
V

C ρ dV
)

= −

∫
S

n̂ · [(v − vS) ρC + J] dS, (5.1.18)

where we ignored tracer source/sink terms for brevity, dropped the superscript (C)283

on the subgrid scale tracer flux J, and wrote n̂ for the outward normal to the bound-284

ary. Tracer mass within a region (left hand side) changes due to the passage of tracer285

through the boundary, either from advective transport or subgrid scale transport (right286

hand side). Advective transport is measured according to the normal projection of the287

fluid velocity in a frame moving with the surface, v − vS. The subgrid scale tracer288

transport must likewise be measured relative to the moving surface. The finite volume289

budget for seawater mass is obtained by setting the tracer concentration to a constant290

in the tracer budget (5.1.18)291

∂

∂t

(∫
V
ρ dV

)
= −

∫
S

n̂ · (v − vS) ρ dS. (5.1.19)
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The relation between the mass budget (5.1.19) and tracer budget (5.1.18) is a manifes-292

tation of the compatibility condition discussed following the continuum tracer equation293

(5.1.7). An analogous finite volume budget follows for the hydrostatic primitive equa-294

tions, in which we consider the horizontal momentum over a finite region with the295

Coriolis Force in its simplified form (5.1.14)296

∂t

(∫
V

u ρ dV
)

= −

∫
V

[ g ẑ + ( f +M) ẑ ∧ u] ρ dV

−

∫
S

[ n̂ · (v − vS)] u ρ dS +

∫
S

n̂ · (τ − I p) dS.
(5.1.20)

The volume integral on the right hand side arises from the gravitational and Corio-297

lis body forces, whereas the surface integrals arise from both advective transport and298

contact forces associated with stress and pressure.299

Some domain boundaries are static, such as the lateral boundaries for a model grid300

cell or the solid earth boundaries of an ocean basin (Figure 5.1.2). However, vertical301

boundaries are quite often moving, with the ocean free surface302

z = η(x, y, t) (5.1.21)

a canonical example. In this case, the projection of the boundary velocity onto the303

normal direction is directly proportional to the time tendency of the free surface304

n̂ · vS =

(
∂η

∂t

)
|∇ (z − η)|−1. (5.1.22)

Iso-surfaces of a generalized vertical coordinate305

s = s(x, y, z, t) (5.1.23)

are generally space and time dependent. For example, the grid cell top and bottom306

may be bounded by surfaces of constant pressure, potential density, or another moving307

surface. Here, the normal component of the surface velocity is proportional to the308

tendency of the generalized vertical coordinate309

n̂ · vS = −

(
∂s
∂t

)
|∇ s|−1. (5.1.24)

Generalized vertical coordinates and dia-surface transport310

To make use of a finite volume budget for layers defined by generalized vertical co-311

ordinates requires that the vertical coordinate be monotonically stacked in the vertical,312

so that there is a one-to-one relation between the geopotential coordinate, z, and the313

generalized vertical coordinate. Mathematically, this constraint means that the specific314

thickness ∂s/∂z never vanishes, and thus remains of one sign throughout the domain315

so there are no inversions in the generalized vertical coordinate iso-surfaces. An im-316

portant case where ∂s/∂z = 0 occurs for isopycnal models in regions of zero vertical317

density stratification. Handling such regions necessitates either a transformation to a318

stably stratified vertical coordinate such as pressure, as in the Hybrid Ocean Model319
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(HYCOM) code of Bleck (2002), or appending a bulk mixed layer (Hallberg, 2003)320

to the interior isopycnal layers as in the Miami Isopycnal Coordinate Ocean Model321

(MICOM) code of Bleck (1998), or the General Ocean Layer Dynamics (GOLD) code322

used in Adcroft et al. (2010).323

The monotonic assumption (i.e., ∂s/∂z remains single signed) allows us to mea-
sure the advective transport across the constant s surfaces according to the dia-surface
velocity component (Section 2.2 of Griffies & Adcroft (2008))

ρw(s) ≡
(mass/time) of fluid thru surface
area of horiz projection of surface

(5.1.25a)

=
n̂ · (v − vS) ρ dS

dA
, (5.1.25b)

where dA is the horizontal projection of the surface area dS. Questions of how to
measure dia-surface mass transport arise in many areas of ocean model formulation as
well as construction of budgets for ocean domains. We present here two equivalent
expressions

w(s) =

(
∂z
∂s

)
ds
dt

(5.1.26a)

= w − (∂t + u · ∇s) z, (5.1.26b)

in which ∇sz = −(∂z/∂s)∇zs is the slope of the s surface as projected onto the horizon-
tal plane (Chapter 6 of Griffies (2004)). Equation (5.1.26a) indicates that if the vertical
coordinate has zero material time derivative, then there is zero dia-surface mass trans-
port. Equation (5.1.26b) is commonly encountered when studying subduction of water
from the mixed layer to the ocean interior, in which the generalized vertical coordinate
is typically an isopycnal or isotherm (e.g., Marshall et al. (1999)). A final example of
dia-surface transport arises from motion across the ocean free surface at z = η(x, y, t),
in which case

Qm dA ≡ (mass/time) of fluid through free surface (5.1.27a)
= −dA (w − u · ∇η − ∂tη) ρ, (5.1.27b)

with Qm > 0 if mass enters the ocean. Rearrangement leads to the surface kinematic324

boundary condition325

ρ (∂t + u · ∇) η = w + Qm at z = η. (5.1.28)

Surface and bottom boundary conditions326

The tracer flux leaving the ocean through the free surface is given by (see equation327

(5.1.18))328 ∫
z=η

n̂ · [(v − vS) ρC + J] dS =

∫
z=η

(−Qm C + J(s)) dA, (5.1.29)

where329

dA J(s) = dS n̂ · J (5.1.30)
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z = η
Qpbl, τ surface, Qm

surface fluxes

J(x) J(x)

J(s)

J(s)

fluxes crossing

grid cell faces

xi xi+1

sk+1

sk

penetrative

shortwave

z = −H

bottom fluxes

Qbottom,τ bottom

Figure 5.1.2: A longitudinal-vertical slice of ocean fluid from the surface at z = η(x, y, t) to bottom at z =

−H(x, y), along with a representative column of discrete grid cells (a latitudinal-vertical slice is analogous).
Most ocean models used for large-scale climate studies assume the horizontal boundaries of a grid cell
at xi amd xi+1 are static, whereas the vertical extent, defined by surfaces of constant generalized vertical
coordinate sk and sk+1, can be time dependent. The tracer flux J is decomposed into horizontal and dia-
surface components, with the convergence of these fluxes onto a grid cell determining the evolution of tracer
content within the cell. Similar decomposition occurs for momentum fluxes. Additional terms contributing
to the evolution of tracer include source terms, and momentum evolution also includes body forces (Coriolis
and gravity). Amongst the fluxes crossing the ocean surface, the shortwave flux penetrates into the ocean
column as a function of the optical properties of seawater (e.g., Manizza et al., 2005).

is the dia-surface tracer transport associated with subgrid scale processes and/or param-330

eterized turbulent boundary fluxes. Boundary fluxes are often given in terms of bulk331

formula (see, e.g., Taylor (2000), Appendix C of Griffies et al. (2009), and Section332

5.1.3.1), allowing for the boundary flux to be written in the form333

−

∫
z=η

n̂ · [(v − vS) ρC + J] dS =

∫
z=η

(Qm Cm + Qpbl) dA, (5.1.31)
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where Cm is the tracer concentration within the incoming mass flux Qm. The first term334

on the right hand side of equation (5.1.31) represents the advective transport of tracer335

through the surface with the water (i.e., ice melt, rivers, precipitation, evaporation).336

The term Qpbl arises from parameterized turbulence and/or radiative fluxes within the337

surface planetary boundary layer, such as sensible, latent, shortwave, and longwave338

heating as occurs for the temperature equation, with Qpbl > 0 signaling tracer entering339

the ocean through its surface. A similar expression to (5.1.31) holds at the ocean bottom340

z = −H(x, y), though it is common in climate modeling to only consider geothermal341

heating (Adcroft et al., 2001; Emile-Geay & Madec, 2009) with zero mass flux.342

The force acting on the bottom surface of the ocean is given by343

Fbottom = −

∫
z=−H

[∇(z + H) · τ − p∇(z + H)] dA. (5.1.32)

In the presence of a nonzero topography gradient, ∇H , 0, the term −p∇H at the344

ocean bottom gives rise to a topographic form stress that affects horizontal momentum.345

Such stress is especially important for strong flows that reach to the ocean bottom, such346

as in the Southern Ocean (Chapter 4.8). Parameterization of this stress is particularly347

important for models that only resolve a coarse-grained representation of topography.348

In addition to form stress, we assume that a boundary layer model, typically in the349

form of a drag law, provides information so that we can parameterize the bottom vector350

stress351

τbottom ≡ ∇(z + H) · τ at z = −H (5.1.33)

associated with bottom boundary layer momentum exchange. This parameterization of352

bottom stress necessarily incorporates interactions between the ocean fluid with small353

scale topography variations, so that there is a non-zero vector stress τbottom even if the354

large-scale topography resolved by a numerical model is flat. Additional considerations355

for the interactions between unresolved mesoscale eddies with topography lead to the356

Neptune parameterization of Holloway (1986, 1989, 1992).357

Momentum transfer through the ocean surface is given by358

Fsurface =

∫
z=η

[ τsurface − pa ∇ (z − η) + Qm um] dA. (5.1.34)

In this equation, um is the horizontal velocity of the mass transferred across the ocean359

boundary. This velocity is typically taken equal to the velocity of the ocean currents in360

the top cell of the ocean model, but such is not necessarily the case when considering361

the different velocities of, say, river water and precipitation. The vector stress362

τsurface ≡ ∇ (z − η) · τ at z = η (5.1.35)

arises from the wind, as well as interactions between the ocean and ice. As for the bot-363

tom stress parameterization (5.1.33), a boundary layer model determining the surface364

vector stress, τsurface, must consider subgrid-scale fluctuations of the sea surface, such as365

nonlinear effects associated with surface waves (Sullivan & McWilliams, 2010; Cava-366

leri et al., 2012; Belcher et al., 2012). Finally, we take the applied pressure at z = η to367
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equal the pressure pa from the media sitting above the ocean; namely, the atmosphere368

and ice. As for the bottom force, there is generally a nonzero horizontal projection of369

the applied pressure acting on the curved free surface, pa ∇ η, thus contributing to an370

applied surface pressure form stress on the ocean.371

5.1.2.5. Physical considerations for transport372

Working with a discrete rather than continuous fluid presents many fundamental373

and practical issues. One involves the introduction of unphysical computational modes374

whose presence can corrupt the simulation; e.g., dispersion arising from discrete advec-375

tion operators can lead to spurious mixing (Griffies et al. (2000b), Ilicak et al. (2012)).376

Another issue involves the finite grid size, ∆, or more generally the finite degrees of377

freedom available to simulate a continuum fluid. The grid scale is generally many378

orders larger than the Kolmogorov scale (equation (5.1.1))379

∆ � LKol, (5.1.36)

and ∆ determines the degree to which an oceanic flow feature can be resolved by a380

simulation.381

There are two reasons to parameterize a physical process impacting the ocean. The382

first is if the process is filtered from the continuum equations forming the basis for383

the model, such as the hydrostatic approximation (5.1.16). The second concerns the384

finite grid scale. To understand how the grid introduces a closure or parameterization385

problem, consider a Reynolds decomposition of an advective flux386

uψ = uψ + u′ ψ′, (5.1.37)

where u = u + u′ expresses a velocity component as the sum of a mean and fluctu-387

ation, and the average of a fluctuating field is assumed to vanish, u′ = 0. The same388

decomposition is assumed for the field being transported, ψ, which could be a tracer389

concentration or velocity component. The discrete grid represents the product of the390

averaged fields, uψ, through a numerical advection operator. Computing this resolved391

transport using numerical methods is the representation problem, which involves spec-392

ification of a numerical advection operator. The correlation term, u′ ψ′, is not explicitly393

represented on the grid, with its specification constituting the subgrid scale parame-394

terization problem. The correlation term is referred to as a Reynolds stress if ψ is a395

velocity component, and an eddy flux if ψ is a tracer. To deduce information about396

the second order correlation u′ ψ′ requires third order correlations, which are functions397

of fourth order correlations, etc., thus forming the turbulence closure problem. Each398

process depicted in Figure 5.1.1 contributes to fluctuations, so they each engender a399

closure problem if unresolved.400

The theory required to produce mean field or averaged fluid equations is extensive401

and nontrivial. A common aim is to render the resulting subgrid scale correlations402

in a form subject to physical insight and sensible parameterization. The variety of403

averaging methods amount to different mathematical approaches that are appropriate404

under differing physical regimes and are functions of the vertical coordinates used to405

describe the fluid. A non-exhaustive list of examples specific to the ocean include the406

following (see also Olbers et al. (2012) for further discussion of even more averaging407

methods).408
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• The microscale or infra-grid averaging of DeSzoeke & Bennett (1993), Davis409

(1994a), Davis (1994b), and DeSzoeke (2009) focuses on scales smaller than a410

few tens of metres.411

• The density weighted averaging of Hesselberg (1926) (see also McDougall et al.412

(2002) and Chapter 8 of Griffies (2004)), provides a framework to account for413

the mass conserving character of the non-Boussinesq ocean equations, either414

hydrostatic or non-hydrostatic.415

• The isopycnal thickness weighted methods of DeSzoeke & Bennett (1993), Mc-416

Dougall & McIntosh (2001), DeSzoeke (2009), and Young (2012) (see also417

Chapter 9 of Griffies (2004)) provide a framework to develop parameterizations418

of mesoscale eddy motions in the stratified ocean interior; see also the combined419

density and thickness weighted methods of Greatbatch & McDougall (2003).420

Eden et al. (2007) propose an alternative that averages over the same mesoscale421

phenomena, but maintains an Eulerian perspective rather than moving to isopy-422

cnal space.423

There are few robust, and even fewer first principle, approaches to parameteriza-424

tion, with simulations often quite sensitive to the theoretical formulation as well as425

specific details of the numerical implementation. One may choose to ignore the topic426

of parameterizations, invoking an implicit large eddy simulation (ILES) philosophy427

(Margolin et al. (2006), Grinstein et al. (2007), Shchepetkin & McWilliams (1998)),428

whereby the responsibility for closing the transport terms rests on the numerical meth-429

ods used to represent advection. For large-scale modeling, especially with applications430

to climate, this approach is not common since the models are far from resolving many431

of the known important dynamical scales, such as the mesoscale. However, it is useful432

to test this approach to expose simulation features where the absence of a parameter-433

ization leads to obvious biases. Delworth et al. (2012) provides one such example, in434

which the ocean model component of a coupled climate model permits, but does not re-435

solve, mesoscale eddies, and yet there is no parameterization of the unresolved portion436

of the mesoscale eddies. Determining methods of mesoscale parameterization for use437

in mesoscale eddy permitting models is an active research area. In general, simulations438

extending over decadal to longer times must confront an ocean whose circulation and439

associated water masses are fundamentally impacted by the zoo of physical processes440

depicted in Figure 5.1.1, most of which are unresolved and have nontrivial impacts on441

the simulation.442

Parameterizing transport in a stratified ocean443

In an ideal ocean without mixing, tracer concentration is reversibly stirred by the re-444

solved velocity field (Eckart, 1948). That is, tracer concentration is materially constant445

(equation (5.1.5) with zero right hand side), and all tracer iso-surfaces are impenetra-446

ble to the resolved fluid flow. Mixing changes this picture, with molecular diffusion447

the ultimate cause of mixing and irreversibility. Upon averaging the equations accord-448

ing to the grid scale of a numerical model of a stratified ocean, subgrid eddy tracer449

fluxes associated with mesoscale eddies are generally parameterized by downgradient450

diffusion oriented according to neutral directions (Solomon, 1971; Redi, 1982), with451
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this parameterization termed neutral, epineutral, or isoneutral diffusion. As noted by452

Gent & McWilliams (1990), there is an additional eddy advective flux (see also Gent453

et al. (1995) and Griffies (1998)). Over the past decade, the use of such neutral physics454

parameterizations has become ubiquitous in ocean climate models since they generally455

improve simulations of water masses (Chapter 3.4).456

Dianeutral processes mix material across neutral directions (Chapter 3.3). These457

processes arise from enhanced mixing in upper and lower boundary layers (e.g., Large458

et al. (1994), Legg et al. (2009)), as well as regions above rough topography (Polzin459

et al. (1997), Toole et al. (1997), Kunze & Sanford (1996), Naveira-Garabato et al.460

(2004), Kunze et al. (2006), MacKinnon et al. (2010)). Dianeutral mixing in the ocean461

interior away from rough topography is far smaller (Ledwell et al., 1993, 2011). Ad-462

ditionally, double diffusive processes (salt fingering and diffusive convection) arise463

from the differing rates for heat and salt diffusion (Schmitt, 1994). Finally, cabbel-464

ing and thermobaricity (Chapter 3.2) may play an important role in dianeutral transport465

within the ocean interior, especially in the Southern Ocean (Marsh (2000), Iudicone466

et al. (2008), Klocker & McDougall (2010)). Cabbeling and thermobaricity arise from467

epineutral mixing of temperature and salinity in the presence of the nonlinear equation468

of state for seawater (McDougall (1987)).469

Although vigorous in parts of the ocean, dianeutral transport is extremely small in470

other parts in comparison to the far larger epineutral transport. Indeed, ocean mea-471

surements indicate that the ratio of dianeutral to epineutral transport is roughly 10−8 in472

many regions away from boundaries and above relatively smooth bottom topography473

(Ledwell et al., 1993, 2011), and it can become even smaller at the equator (Gregg474

et al., 2003). Although tiny by comparison for much of the ocean, dianeutral transport475

in the ocean interior is in fact an important process involved with modifying vertical476

stratification. Consequently, it impacts fundamentally on the ocean’s role in climate. In477

ocean climate models, the parameterization of interior dianeutral mixing has evolved478

from a prescribed and static vertical diffusivity proposed by Bryan & Lewis (1979), to479

a collection of subgrid scale processes largely associated with breaking internal gravity480

waves and other sources of enhanced vertical shear (e.g., Large et al. (1994), Simmons481

et al. (2004), Jackson et al. (2008), Melet et al. (2013)) (Chapter 3.2).482

Two emerging ideas for parameterization483

We mention two emerging approaches to account for subgrid scale processes that484

may impact on ocean climate modeling in the near future. Although much work re-485

mains to determine whether either will become practical, there are compelling physical486

and numerical reasons to give these proposals serious investigation.487

Stochastic closure. Hasselmann (1976) noted that certain components of the climate488

system can be considered a stochastic, or noise, forcing that contributes to the vari-489

ability of other components. The canonical example is an ocean that transfers the490

largely white noise fluctuations from the atmospheric weather patterns into a red noise491

response (i.e., increased power at the low frequencies) (Frankignoul & Hasselmann492

(1977), Hall & Manabe (1997)). More recently, elements of the atmospheric and cli-493

mate communities have considered a stochastic term in the numerical model equations494

used for weather forecasting and climate projections, with particular emphasis on the495
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utility for tropical convection; e.g., see Williams (2005) and Palmer & Williams (2008)496

for pedagogical discussions. This noise term is meant to parameterize elements of497

unresolved fluctuations as they feedback onto the resolved fields.498

Depending on the phenomena, there are cases where subgrid scale ocean fields499

are indeed fluctuating chaotically. Furthermore, the averaging operation applied to the500

nonlinear terms does not generally satisfy the Reynolds assumption of zero average for501

the fluctuating terms (i.e., u′ , 0) (Davis (1994b), DeSzoeke (2009)). So along with the502

compelling results from atmospheric models, there are reasons to consider introducing503

a stochastic element to the subgrid scale terms used in an ocean model (Berlov, 2005;504

Brankart, 2013; Kitsios et al., 2013).505

Super-parameterization. In an effort to improve the impact of atmospheric convec-506

tive processes on the large-scale, Grabowski (2001) embedded a two-dimensional non-507

hydrostatic model into a three-dimensional large-scale hydrostatic primitive equation508

model. The non-hydrostatic model feeds information to the hydrostatic model about509

convective processes, and the hydrostatic model in turn provides information about the510

large-scale to the non-hydrostatic model. Khairoutdinov et al. (2008) further examined511

this super-parameterization approach and showed some promising results. Campin512

et al. (2011) in turn have applied the approach to oceanic convection (see Figure513

5.1.3). Some processes are perhaps not parameterizable, and so must be explicitly514

represented. Additionally, some processes are not represented or parameterized well515

using a particular modeling framework. Both of these cases may lend themselves to516

super-parameterizations.517

We consider a super-parameterization to be the use of a sub-model (or child model)518

that is two-way embedded into the main or parent-model, with the sub-model focused519

on representing certain processes that the parent-model either cannot resolve or does520

a poor job of representing due to limitations of its numerical methods. In this regard,521

super-parameterization ideas share features with two-way nesting approaches (Debreu522

& Blayo, 2008), in which a nested fine grid region resolves processes that the coarse523

grid parent-model cannot (we have more to say on nesting in Section 5.1.3.1). The ap-524

proach of Bates et al. (2012a,b) is another example, in which a dynamic and interactive525

three-dimensional Lagrangian sub-model is embedded in an Eulerian model.526

Where we stand with physical parameterizations527

Many of the same questions regarding parameterizations raised in the review of528

Griffies et al. (2000a) remain topical in the research community today. This longevity529

is both a reflection of the difficulty of the associated theoretical and numerical issues,530

and the importance of developing robust parameterizations suitable for a growing suite531

of applications. We offer the following assessment regarding the parameterization532

question:533

A necessary condition for the evaluation of a physical process param-534

eterization in global ocean climate simulations is to examine companion535

climate simulations that fully resolve the process.536

That is, we will not know the physical integrity of a parameterization until the param-537

eterized process is fully resolved. This assessment does not mean that comparisons538
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large-scale model, we focus on the interplay of plumes and baro-
clinic instability in the context of open ocean deep convection.
We employ the idealized configuration introduced by Jones and
Marshall (1993). It is shown that the use of non-hydrostatic FG
models embedded in a hydrostatic CG model is able to capture
key aspects of the evolving flow at a computational cost which is
orders of magnitude smaller than the 3-d plume resolving model
over the entire domain. In particular the fidelity of the solutions
is clearly superior to that obtained using a convective adjustment
scheme.

The approach explored here is new to oceanography but has
been, and is being vigorously pursued in atmospheric modeling,
where it goes under the name of ‘‘super-parameterization’’
(SP=CG + FG). Parameterization of convective cloud processes by
overset grid (Meakin, 1999) explicit models is an active area of re-
search following Grabowski (2001). Khairoutdinov and Randall
(2001) explored the impact of introducing such a scheme into
the NCAR Community Climate System Model. Subsequently several
authors have reported on research that expands on these ideas in
global, meso-scale and idealized atmospheric models (see for
example Khairoutdinov et al., 2005; Wyant et al., 2006; Tao
et al., 2009; Grabowski, 2006; Majda, 2007; Khairoutdinov et al.,
2008). Recently Grabowski and collaborators have also examined
multiscale approaches to cloud droplet growth in the presence of
turbulence (Wang et al., 2005). Application of horizontal overset
mesh ideas to coupling of land-surface models to atmospheric
models has been explored by Molod et al. (2004). Subsequent work
has looked at overset vertical meshes for atmospheric boundary
layer physics (Molod, 2009). Other research (Freitas et al.,

2006a,b) has used the super-parameterization concept more
directly to tackle the interaction of land-surface fires and the atmo-
sphere, again using overset methods.

Our paper is set out as follows. In Section 2 we describe the
numerical simulation of open ocean deep convection that provides
our test bed to explore SP. In Section 3 we introduce the numerical
scheme used to couple CG and FG models. Section 4 evaluates the
fidelity of our SP approach. In Section 5 we discuss and conclude.

2. Target application: simulation of open-ocean deep
convection

We have developed the super-parameterization algorithm in
the context of the plume-resolving ‘‘chimney’’ problem of Jones
and Marshall (1993). This has been the focus of many parameteri-
zation attempts reviewed in Marshall and Schott (1999). Fig. 2a
shows the development of open-ocean deep convection in a very
high resolution (100 m in the horizontal and vertical) non-hydro-
static (NH) model which simultaneously resolves convective
plumes and large-scale geostrophically balanced motion. The do-
main is doubly periodic and has a horizontal scale of
40 km � 40 km with uniform depth of 2 km. An 800 Wm�2 heat
loss is applied at the surface over a centered circular region with
radius of 10 km. In all cases, the fluid starts at rest with a uniform
stratification of Brunt-Väisälä frequency N = 3 � 10�4 s�1. In all cal-
culations presented here a linear equation of state is used with a
thermal expansion coefficient of 2 � 10�4 K�1. There is no salt. A
background constant Coriolis parameter of f = 10�4 s�1 is used.

Fig. 1. 3-d view of the temperature field (red is warm, blue is cold) in two simulations of chimney convection similar to Jones and Marshall, 1993. Left side: from a high
resolution simulation which resolves small scale plume processes. Right side: from a super-parameterized model in which a coarse-grained (CG) large-scale model (top right
panel) representing balanced motion is integrated forward with embedded fine-grained (FG) (bottom right panel) running at each column of the large-scale grid. The FG is
non-hydrostatic and attempts to resolve the small-scale processes. The FG’s and the CG are integrated forward together and exchange information following the algorithm set
out in Section 3.

J.-M. Campin et al. / Ocean Modelling 36 (2011) 90–101 91

Figure 5.1.3: Three-dimensional view of the temperature field (red is warm, blue is cold) in two simulations
of chimney convection similar to Jones & Marshall (1993). Left side: from a high resolution simulation
which resolves small scale plume processes. Right side: from a super-parameterized model in which a
coarse-grain (CG) large-scale model (top right panel) representing balanced motion is integrated forward
with embedded fine-grained (FG) (bottom right panel) running at each column of the large-scale grid. The
FG is non-hydrostatic and attempts to resolve the small-scale processes. The FGs and the CG are integrated
forward together and exchange information following the algorithm set out in Campin et al. (2011). This
figure is based on Figure 1 of Campin et al. (2011).

between models and field observations, laboratory studies, or process studies, are irrel-539

evant to the parameterization question. It does, however, summarize the situation with540

regard to certain phenomena such as the mesoscale, as supported with recent experience541

studying the Southern Ocean response to wind stress changes. As shown by Farneti542

et al. (2010), mesoscale eddying models respond in a manner closer to the observational543

analysis from Böning et al. (2008) than certain coarse resolution non-eddying models544

using parameterizations. Prompted by this study, numerous authors have made com-545

pelling suggestions for improving the mesoscale eddy parameterizations (e.g., Farneti546

& Gent (2011), Hofmann & Morales-Maqueda (2011), Gent & Danabasoglu (2011)).547

The above assessment does not undermine the ongoing quest to understand pro-548

cesses, such as mesoscale eddy transport, and to develop parameterizations for use in549

coarse grid models. However, it does lend a degree of humility to those arguing for550

the validity of their favorite parameterization. It also supports the use of ensembles551

of model simulations whose members differ by perturbing the physical parameteriza-552

tions and numerical methods in sensible manners to more fully test the large space of553
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unknown parameters.554

5.1.2.6. Numerical considerations for transport555

We propose the following as an operational definition for resolution of a flow fea-556

ture.557

A flow feature is resolved only so far as there are no less than 2π grid558

points spanning the feature.559

This definition is based on resolving a linear wave with a discrete, non-spectral, repre-560

sentation so that any admitted wave has length no smaller than 2π∆. We consider this a561

sensible operational definition even when representing nonlinear and turbulent motion.562

Decomposing the flow into vertical baroclinic modes, one is then led to considering the563

baroclinic flow as resolved only so far as there are 2π grid points for each baroclinic564

wave whose contribution to the flow energy is nontrivial. Traditionally we write the565

Rossby radius as R = 1/κ, with the wavenumber κ = 2π/λ and λ the baroclinic wave-566

length. Hence, if the grid spacing is less than the Rossby radius, ∆ ≤ R, then the grid567

indeed resolves the corresponding baroclinic wave since 2 π∆ ≤ λ. As the first baro-568

clinic mode dominates much of the mid-latitude ocean (Wunsch & Stammer (1995),569

Wunsch (1997), Stammer (1998), Smith & Vallis (2001), Smith (2007)), modelers gen-570

erally look to the first baroclinic Rossby radius as setting the scale whereby baroclinic571

flow is resolved (Smith et al. (2000)). Higher baroclinic modes, submesoscale modes572

(Boccaletti et al. (2007), Fox-Kemper et al. (2008), Klein & Lapeyre (2009)), internal573

gravity wave modes (Arbic et al., 2010), and other filamentary features require even574

finer resolution.575

Ensuring that admitted flow features are resolved576

Nonlinear eddying flows contain waves with many characteristic lengths, and tur-577

bulent flows experience an energy and variance cascade between scales (see Section578

5.1.2.2 or Vallis (2006)). Furthermore, in the presence of a strongly nonlinear flow,579

certain discretizations of the nonlinear self-advection term ρ v v (see equation (5.1.12))580

can introduce grid scale energy even when the eddying flow is geostrophic and thus581

subject to the inverse cascade. So quite generally, resolving all flow features admitted582

in a simulation requires one to minimize the energy and variance contained at scales583

smaller than 2π∆.584

There are two general means to dissipate energy and variance of unresolved flow585

features. The implicit LES approach places responsibility for dissipation with the586

numerical advection operators acting on momentum and tracer. When coupled to a587

highly accurate underlying discretization of the advection fluxes, and with a mono-588

tonicity constraint that retains physically sensible values for the transport field, such589

numerical transport operators can be constructed to ensure that only well resolved flow590

features are admitted. The Regional Ocean Model System (ROMS) (Shchepetkin &591

McWilliams, 2005) has incorporated elements of this approach, in which lateral fric-592

tion or diffusion operators are not required for numerical purposes.593

The second approach to dissipating unresolved flow features is to incorporate a594

friction operator into the momentum equation, and diffusion operator into the tracer595
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equation, each using a transport coefficient that is far larger than molecular. There596

are straightforward ways to do so, yet a naive use of these methods can lead to over-597

dissipation of the simulation (Griffies & Hallberg (2000), Large et al. (2001), Smith598

& McWilliams (2003), Jochum (2009)), and/or spurious dianeutral mixing associated599

with diffusion across density fronts (Veronis (1975), Roberts & Marshall (1998)). Con-600

sequently, more sophisticated dissipation operators are typically considered, with their601

design based on a mix between physical and numerical needs (e.g., see Chapter 14 of602

Griffies (2004)).603

Representing transport in a numerical ocean604

The extreme anisotropy between dianeutral and epineutral transport in the ocean605

interior has motivated the development of ocean models based on potential density606

as the vertical coordinate (see Section 5.1.2.7). Respecting the epineutral/dianeutral607

anisotropy in non-isopycnal models is a nontrivial problem in three-dimensional nu-608

merical transport. Level models or terrain following models must achieve small levels609

of spurious dianeutral mixing through a combination of highly accurate tracer advec-610

tion schemes, and properly chosen momentum and tracer closure schemes, all in the611

presence of hundreds to thousands of mesoscale eddy turnover times and a nonlinear612

equation of state.613

As noted by Griffies et al. (2000a), resolving all flow features (see Section 5.1.2.6)614

is difficult for mesoscale eddying simulations, since eddies pump tracer variance to the615

grid scale and thus increase tracer gradients. At some point, a tracer advection scheme616

will either produce dispersive errors, and so introduce spurious extrema and thus ex-617

pose the simulation to spurious convection, or add dissipation via a mixing operator or618

low order upwind biased advection operator in order to preserve monotonicity.619

Methods for reducing spurious dianeutral transport620

Mechanical energy cascades to the large scale in a geostrophically turbulent flow.621

However, grid scale energy can appear as the nonlinear advection of momentum be-622

comes more dominant with eddies, thus stressing the numerical methods used to trans-623

port momentum. This issue is directly connected to the spurious dianeutral tracer trans-624

port problem, since even very accurate tracer advection schemes, such as the increas-625

ingly popular scheme from Prather (1986) (see Maqueda & Holloway (2006), Tatebe626

& Hasumi (2010), Hill et al. (2012) for ocean model examples) will be exposed to627

unphysically large spurious transport and/or dispersion error (which produce tracer ex-628

trema) if the velocity field contains too much energy (i.e., noise) near the grid scale.629

Hence, the integrity of momentum transport, and the associated momentum closure,630

becomes critical for maintaining physically sensible tracer transport, particularly with631

an eddying flow or any flow where momentum advection is important (Ilicak et al.,632

2012).633

Results from Griffies et al. (2000a), Jochum et al. (2008), and Ilicak et al. (2012)634

emphasize the need to balance the quest for more kinetic energy, which generally635

pushes the model closer to observed energy levels seen in satellites (see, e.g., Figure636

5.1.4 discussed in Section 5.1.3, or Chapter 2.2), with the need to retain a negligible637

spurious potential energy source whose impact accumulates over decades and longer.638
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Following Ilicak et al. (2012), we suggest that maintaining a grid Reynolds number so639

that640

Re∆ =
U ∆

ν
< 2 (5.1.38)

ensures unresolved flow features are adequately filtered. In this equation, U is the641

velocity scale of currents admitted in the simulation, ∆ is the grid scale, and ν is the642

generally non-constant Laplacian eddy viscosity used to dissipate mechanical energy.643

The constraint (5.1.38) has multiple origins. One is associated with the balance be-644

tween advection and diffusion in a second order discretization (see Bryan et al. (1975)645

or Section 18.1.1 of Griffies (2004)), in which Re∆ < 2 eliminates an unphysical mode.646

More recently, Ilicak et al. (2012) identified this constraint as necessary to ensure that647

spurious dianeutral mixing is minimized. ROMS (Shchepetkin & McWilliams, 2005)648

has this constraint built into the advection of momentum, whereas most other codes649

require specification of a friction operator. Selective use of a flow dependent viscos-650

ity, such as from a Laplacian or biharmonic Smagorinsky scheme (see Smagorinsky651

(1993), Griffies & Hallberg (2000), or Section 18.3 of Griffies (2004)), or the scheme652

of Leith (1996) discussed by Fox-Kemper & Menemenlis (2008), assists in maintain-653

ing the constraint (5.1.38) while aiming to avoid over-dissipating kinetic energy in the654

larger scales.655

5.1.2.7. Vertical coordinates656

There are three traditional approaches to choosing vertical coordinates: geopoten-657

tial, terrain-following, and potential density (isopycnal). Work continues within each658

model class to expand its regimes of applicability, with significant progress occurring659

in many important areas. The review by Griffies et al. (2010) provides an assessment660

of recent efforts, which we now summarize.661

We start this discussion by noting that all vertical coordinates found to be useful662

in ocean modeling remain “vertical” in the sense they retain a simple expression for663

the hydrostatic balance (5.1.16), thus allowing for a hydrostatic balance to be triv-664

ially maintained in a simulation. This constraint is a central reason ocean and atmo-665

spheric modelers favour the projected non-orthogonal coordinates first introduced by666

Starr (1945), rather than locally orthogonal coordinates whose form of hydrostatic bal-667

ance is generally far more complex.668

Geopotential and generalized level models669

Geopotential z-coordinate models have found wide-spread use in global climate670

applications for several reasons, such as their simplicity and straightforward nature671

of parameterizing the surface boundary layer and associated air-sea interaction. For672

example, of the 25 coupled climate models contributing to the CMIP3 archive used673

for the IPCC AR4 (Meehl et al., 2007), 22 employ geopotential ocean models, one is674

terrain-following, one is isopycnal, and one is hybrid pressure-isopycnal-terrain.675

There are two key shortcomings ascribed to z-coordinate ocean models.676

• Spurious mixing: This issue was discussed in Section 5.1.2.6.677
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• Overflows: Downslope flows (Legg, 2012) in z-models tend to possess ex-678

cessive entrainment (Roberts & Wood (1997),Winton et al. (1998) Legg et al.679

(2006), Legg et al. (2008), Treguier et al. (2012)), and this behaviour compro-680

mises simulations of deep watermasses derived from dense overflows. Despite681

much effort and progress in understanding both the physics and numerics (Di-682

etrich et al. (1987), Beckmann & Döscher (1997), Beckmann (1998), Price &683

Yang (1998), Killworth & Edwards (1999), Campin & Goosse (1999), Nakano684

& Suginohara (2002), Wu et al. (2007), Danabasoglu et al. (2010), Laanaia685

et al. (2010)), the representation/parameterization of overflows remains difficult686

at horizontal grid spacing coarser than a few kilometers (Legg et al., 2006).687

A shortcoming related to the traditional representation of topography (e.g., Cox688

(1984)) has largely been overcome by partial cells now commonly used in level mod-689

els (Adcroft et al. (1997), Pacanowski & Gnanadesikan (1998), Barnier et al. (2006)). It690

is further reduced by the use of a momentum advection scheme conserving both energy691

and enstrophy, and by reducing near-bottom sidewall friction (Penduff et al. (2007) and692

Le Sommer et al. (2009)). A complementary problem arises from the use of free sur-693

face geopotential coordinate models, whereby they can lose their surface grid cell in694

the presence of refined vertical spacing. Generalizations of geopotential coordinates,695

such as the stretched geopotential coordinate, z∗, introduced by Stacey et al. (1995)696

and Adcroft & Campin (2004), overcome this problem (see Griffies et al. (2011) and697

Dunne et al. (2012) for recent global model applications). Leclair & Madec (2011)698

introduce an extension to z∗ that aims to reduce spurious dianeutral mixing. Addi-699

tional efforts toward mass conserving non-Boussinesq models have been proposed by700

Huang et al. (2001), DeSzoeke & Samelson (2002) and Marshall et al. (2004), with701

one motivation being the direct simulation of the global steric effect required for sea702

level studies (Greatbatch (1994), Griffies & Greatbatch (2012)). What has emerged703

from the geopotential model community is a movement towards such generalized level704

coordinates that provide enhanced functionality while maintaining essentially the phys-705

ical parameterizations developed for geopotential models. We thus hypothesize that the706

decades of experience and continued improvements with numerical methods, parame-707

terizations, and applications suggest that generalized level methods will remain in use708

for ocean climate studies during the next decade and likely much longer.709

Isopycnal layered and hybrid models710

Isopycnal models generally perform well in the ocean interior, where flow is domi-711

nated by quasi-adiabatic dynamics, as well as in the representation/parameterization of712

dense overflows (Legg et al., 2006). Their key liability is that resolution is limited in713

weakly stratified water columns. For ocean climate simulations, isopycnal models at-714

tach a non-isopycnal surface layer to describe the surface boundary layer. Progress has715

been made with such bulk mixed layer schemes, so that Ekman driven restratification716

and diurnal cycling are now well simulated (Hallberg, 2003). Additionally, when pa-717

rameterizing lateral mixing along constant potential density surfaces rather than neutral718

directions, isopycnal the models fail to incorporate dianeutral mixing associated with719

thermobaricity (McDougall, 1987) (see Section A.27 of IOC et al. (2010)). Iudicone720

et al. (2008) and Klocker & McDougall (2010) suggest that thermobaricity contributes721
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more to water mass transformation in the Southern Ocean than from breaking internal722

gravity waves.723

Hybrid models offer an alternative means to eliminate liabilities of the various tra-724

ditional vertical coordinate classes. The HYCOM code of Bleck (2002) exploits ele-725

ments of the hybrid approach, making use of the Arbitrary Lagrangian-Eulerian (ALE)726

method for vertical remapping (Donea et al., 2004). As noted by Griffies et al. (2010),727

progress is being made to address issues related to the use of isopcynal layered models,728

or their hybrid brethren, thus providing a venue for the use of such models for a variety729

of applications, including global climate (Megann et al. (2010), Dunne et al. (2012)).730

A physical system of growing importance for sea level and climate studies concerns731

the coupling of ocean circulation to ice shelves whose grounding lines can evolve. Re-732

quired of such models is a land-ocean boundary that evolves, in which case ocean733

models require a wetting and drying method. We have in mind the growing impor-734

tance of studies of coupled ice-shelf ocean processes with evolving grounding lines735

(Goldberg et al., 2012) (see Chapter 4.6 in this volume). Though not uncommon for736

coastal modeling applications, wetting and drying for ocean climate model codes re-737

main rare, with the study of Goldberg et al. (2012) using the GOLD isopycnal code of738

Adcroft et al. (2010) the first to our knowledge. It is notable that climate applications739

require exact conservation of mass and tracer to remain viable for long-term (decadal740

and longer) simulations, whereas certain of the wetting and drying methods used for741

coastal applications fail to meet this constraint. We conjecture that isopycnal mod-742

els, or their generalizations using ALE methods, will be very useful for handling the743

evolving coastlines required for such studies.744

Terrain following vertical coordinate models745

Terrain-following coordinate models (TFCM) have found extensive use for coastal746

and regional applications, where bottom boundary layers and topography are well-747

resolved. As with geopotential models, TFCMs generally suffer from spurious dianeu-748

tral mixing due to problems with numerical advection (Marchesiello et al., 2009). Also,749

the formulation of neutral diffusion (Redi, 1982) and eddy-induced advection (Gent &750

McWilliams, 1990) has until recently not been considered for TFCMs. However, re-751

cent studies by Lemarié et al. (2012a,b) have proposed new methods to address both of752

these issues.753

A well known problem with TFCMs is calculation of the horizontal pressure gradi-754

ent, with errors leading to potentially nontrivial spurious flows. Errors are a function of755

topographic slope and near-bottom stratification (Haney (1991), Deleersnijder & Beck-756

ers (1992), Beckmann & Haidvogel (1993), Mellor et al. (1998), and Shchepetkin &757

McWilliams (2002)). The pressure gradient problem has typically meant that TFCMs758

are not useful for global-scale climate studies with realistic topography, at least until759

horizontal grid spacing is very fine (order 10 km or finer). However, Lemarié et al.760

(2012b), following from Mellor et al. (1998), identify an intriguing connection be-761

tween pressure gradient errors and the treatment of lateral diffusive transport. Namely,762

the use of neutral diffusion rather than terrain-following diffusion in grids of order763

50 km with the Regional Ocean Model System (ROMS) (Shchepetkin & McWilliams,764

2005) significantly reduces the sensitivity of the simulation to the level of topographic765
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Model vertical coordinate Web site
HYCOM hybrid σ − ρ − p hycom.org/ocean-prediction

MIT general level mitgcm.org/

MOM general level mom-ocean.org

NEMO general level nemo-ocean.eu/

POM terrain following aos.princeton.edu/WWWPUBLIC/PROFS/NewPOMPage.html

POP geopotential climate.lanl.gov/Models/POP/

ROMS terrain following myroms.org/

Table 5.1.1: Open source ocean model codes with structured horizontal grids applicable for a
variety of studies including large-scale circulation. These codes are currently undergoing ac-
tive development (i.e., updated algorithms, parameterizations, diagnostics, applications), pos-
sess thorough documentation, and maintain widespread community support and use. Listed are
the model names, vertical coordinate features, and web site where code and documentation are
available. We failed to find other model codes that satisfy these criteria.
Each model is coded in Fortran with generalized orthogonal horizontal coordinates. MOM and
POP use an Arakawa B-grid layout of the discrete momentum equations, whereas others use an
Arakawa C-grid (see Griffies et al. (2000a) for a summary of B and C grids). General level
models are based on the traditional z-coordinate approach, but may be generalized to include
other vertical coordinates such as pressure or terrain following. HYCOM’s vertical coordinate
algorithm is based on vertical remapping to return coordinate surfaces at each time step to their
pre-defined targets. In contrast, general level models diagnose the dia-surface velocity com-
ponent through the continuity equation (Adcroft & Hallberg, 2006), which is the fundamental
distinction from general layered or quasi-Lagrangian models such as HYCOM.
Acronyms are the following: HYCOM = Hybrid Coordinate Ocean Model, MIT = Mas-
sachusetts Institute of Technology, MOM = Modular Ocean Model, NEMO = Nucleus for Euro-
pean Modelling of the Ocean, POM = Princeton Ocean Model, POP = Parallel Ocean Progran,
ROMS = Regional Ocean Modeling System.

smoothing. This result suggests that it is not just the horizontal pressure gradient er-766

ror that has plagued terrain following models, but the additional interaction between767

numerically-induced mixing of active tracers and the pressure gradient.768

Where we stand with vertical coordinates769

Table 5.1.1 provides a list of open source codes maintaining an active development770

process, providing updated and thorough documentation, and supporting an interna-771

tional user community. There are fewer codes listed in Table 5.1.1 than in the Griffies772

et al. (2000a) review written at the close of the WOCE era. It is inevitable that certain773

codes will not continue to be widely supported. There has also been a notable merger774

of efforts, such as in Europe where the majority of the larger modeling projects uti-775

lize the NEMO ocean component, and in the regional/shelf modeling community that776

focuses development on ROMS.777

Numerical methods utilized for many of the community ocean codes have greatly778

improved during the past decade through intense development and a growing suite of779

applications. We are thus motivated to offer the following hypothesis.780

Physical parameterizations, more so than vertical coordinate, determine781

the physical integrity of a global ocean climate simulation.782
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Model/institute Web site
FESOM/AWI http://www.awi.de/en

ICOM/Imperial http://amcg.ese.ic.ac.uk/index.php?title=ICOM

ICON/MPI http://www.mpimet.mpg.de/en/science/models/icon.html

MPAS-ocean/LANL public.lanl.gov/ringler/ringler.html

SLIM/Louvain http://sites-final.uclouvain.be/slim/

Table 5.1.2: A non-exhaustive list of ongoing development efforts utilizing the flexibility of un-
structured horizontal meshes. These efforts remain immature for large-scale climate applications,
though there are some showing promise (e.g., Timmermann et al., 2009; Ringler et al., 2013).
Furthermore, many efforts are not yet supporting open source public use due to their immaturity.
Acronyms are the following: FESOM = Finite Element Sea-ice Ocean circulation Model, AWI
= Alfred Wegener Institute for Polar and Marine Research in Germany, MPI = Max Planck In-
stitute für Meteorologie in Germany, ICOM = Imperial College Ocean Model in the UK, MPAS
= Model for Prediction Across Scales, LANL = Los Alamos National Laboratory in the USA,
SLIM = Second-generation Louvain-la-Neuve Ice-ocean Model, Louvain = Louvain-la-Neuve
in Belgium.

This hypothesis was untenable at the end of the WOCE era, which was the reason that783

Griffies et al. (2000a) emphasised vertical coordinates as the central defining feature784

of a model simulation. However, during the past decade, great strides in numerical785

methods have removed many of the “features” that distinguish large-scale simulations786

with different vertical coordinates. Hence, so long as the model configuration resolves787

flow features admitted by the simulation, there are fewer compelling reasons today than788

in the year 2000 to choose one vertical coordinate over another.789

5.1.2.8. Unstructured horizontal grid meshes790

Within the past decade, there has been a growing focus on unstructured horizon-791

tal meshes, based on finite volume or finite element methods. These approaches are792

very distinct from the structured Arakawa grids (Arakawa (1966), Arakawa & Lamb793

(1981)) used since the 1960s in both the atmosphere and ocean. The main motivation794

for generalization is to economically capture multiple scales seen in the ocean geometry795

(i.e., land-sea boundaries) and various scales of oceanic flow (i.e., boundary currents;796

coastal and shelf processes; active mesoscale eddy regimes). Griffies et al. (2010),797

Danilov (2013), and Ringler et al. (2013) review recent efforts with applications to the798

large-scale circulation.799

There are many challenges facing finite element and unstructured finite volume800

methods. Even if the many technical issues listed in Section 4 of Griffies et al. (2010)801

are overcome, it remains unclear if these approaches will be computationally compet-802

itive with structured meshes. That is, more generality in grid meshing comes with a803

cost in added computational requirements. Nonetheless, the methods are sufficiently804

compelling to have motivated a new wave in efforts and to have entrained many smart805

minds towards seeing the ideas fully tested. Table 5.1.2 lists nascent efforts focused on806

aspects of this approach, with applications in the ocean. We anticipate that within 5-807

10 years, realistic coupled climate model simulations using unstructured ocean meshes808

will be realized.809
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5.1.3. Ocean modeling: science emerging from simulations810

We now move from the reductionist theme focused on formulating a physically811

sound and numerically robust ocean model tool, to the needs of those aiming to use812

this tool for exploring wholistic questions of ocean circulation and climate. The basis813

for this exercise in ocean modeling is that the model tool has been formulated with814

sufficient respect to the fundamental physics so that simulated patterns and responses815

are physically meaningful. A successful ocean modeling activity thus requires a high816

fidelity numerical tool, a carefully designed experiment, and a variety of analysis meth-817

ods helping to unravel a mechanistic storyline.818

We present a selection of topics relevant to the formulation of a numerical exper-819

iment aimed at understanding aspects of the global ocean circulation. Foremost is820

the issue of how to force an ocean or ocean-ice model. We rely for this discussion821

on the more thorough treatment given of global ocean-ice modeling in Griffies et al.822

(2009). In particular, we do not address the extremely difficult and ambiguous issues823

of model initialization and spinup, leaving such matters to the Griffies et al. (2009)824

paper for ocean-ice models and Chapter 5.4 of this volume for coupled climate models.825

Other important issues, such as boundary conditions for regional models and commu-826

nity model experiment strategies, are introduced very briefly. Additionally, we do not827

consider here the issues of fully coupled climate models (see Chapters 5.4, 5.5, and828

5.6).829

5.1.3.1. Design considerations for ocean-ice simulations830

The ocean is a forced and dissipative system. Forcing occurs at the upper boundary831

from interactions with the atmosphere, rivers, sea ice, and land ice shelves, and at its832

lower boundary from the solid earth (see Figure 5.1.1). Forcing also occurs from astro-833

nomical effects of the sun and moon to produce tidal motions.1 Important atmospheric834

forcing occurs over basin scales, with time scales set by the diurnal cycle, synoptic835

weather variability (days), the seasonal cycle, and inter-annual fluctuations such as the836

North Atlantic Oscillation and even longer time scales. Atmospheric momentum and837

buoyancy fluxes are predominantly responsible for driving the ocean’s large scale hori-838

zontal and overturning circulations (e.g., Kuhlbrodt et al., 2007). Additional influences839

include forcing at continental boundaries from river inflow and calving glaciers, as well840

as in polar regions where sea ice dynamics greatly affect the surface buoyancy fluxes.841

Since the successes at reproducing the El Niño-Southern Oscillation phenomenon842

with linear ocean models in the early 1980s (Philander, 1990), a large number of forced843

ocean models have demonstrated skill in reproducing the main modes of tropical vari-844

ability without assimilation of in-situ ocean data, in part because of the linear character845

of the tropical ocean response to the winds (e.g., Illig et al. (2004)). Furthermore,846

studies from the past decade show that forced ocean models can, to some extent, repro-847

duce interannual ocean variability in mid-latitudes (e.g., regional patterns of decadal848

1Climate modelers tend to ignore tidal forcing, but we may soon reach the limitations of assuming tidal
motions merely add linearly to the low frequency solution (Schiller & Fiedler, 2007; Arbic et al., 2010).
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sea level trends, Lombard et al. (2009)). Hence, a critical issue for the fidelity of an849

ocean and/or coupled ocean-ice simulation is the forcing methodology.850

In the following, we introduce issues associated with how ocean models are forced851

through boundary fluxes. There is a spectrum of methods that go from the fully coupled852

climate models detailed in Chapter 5.4, to highly simplified boundary conditions such853

as damping of surface tracers to an “observed” dataset. Our focus is with ocean and854

ocean-ice models that are not coupled to an interactive atmosphere. Use of uncoupled855

ocean models allows one to remove biases inherent in the coupled climate models856

associated with the prognostic atmosphere component. Yet there is a price to pay when857

removing feedbacks. We outline these issues in the following.858

Air-sea flux formulation for coupled ocean-ice simulations859

Ice-ocean fluxes are not observed, and as a result ocean-ice coupled models are860

more commonly used than ocean-only models for investigations of the basin to global861

scale forced ocean circulation. Coupled ocean-ice models require surface momentum,862

heat, and hydrological fluxes to drive the simulated ocean and ice fields. When decou-863

pling the ocean and sea ice models from the atmosphere and land, one must introduce864

a method to generate these fluxes. One approach is to damp sea surface tempera-865

ture (SST) and salinity (SSS) to prescribed values. This approach for SST is sensible866

because SST anomalies experience a local negative feedback (Haney, 1971), whereby867

they are damped by interactions with the atmosphere. Yet the same is not true for salin-868

ity. Furthermore, the associated buoyancy fluxes generated by SST and SSS restoring869

can be unrealistic (Large et al. (1997), Killworth et al. (2000)). Barnier et al. (1995)870

introduced another method by combining prescribed fluxes and restoring. However,871

fluxes from observations and/or reanalysis products have large uncertainties (Taylor872

(2000), Large & Yeager (2004), Large & Yeager (2009), and Chapter 3.1 in this vol-873

ume), which can lead to unacceptable model drift (Rosati & Miyakoda, 1988).874

Another forcing method prognostically computes turbulent fluxes for heat, mois-875

ture, and momentum from a planetary boundary layer scheme (Parkinson & Wash-876

ington (1979), Barnier (1998)), in addition to applying radiative heating, precipitation877

and river runoff. Turbulent fluxes are computed from bulk formulae as a function of878

the ocean surface state (SST and surface currents) and a prescribed atmospheric state879

(air temperature, humidity, sea level pressure, and wind velocity or wind speed). It is880

this approach that has been recommended by the CLIVAR Working Group for Ocean881

Model Development (WGOMD) for running Coordinated Ocean-ice Reference Exper-882

iments (COREs) (Griffies et al., 2009). Although motivated from its connection to883

fully coupled climate models, a fundamental limitation of this method relates to the884

use of a prescribed and nonresponsive atmospheric state that effectively has an infinite885

heat capacity, moisture capacity, and inertia.886

The first attempts to define a forcing protocol for COREs have shown that a restor-887

ing to observed sea surface salinity is necessary to prevent multi-decadal drift in the888

ocean-ice simulations, even though such restoring has no physical basis (see Chapter889

6.2 as well as Rivin & Tziperman (1997)). It is thus desirable to use a weak restoring890

that does not prevent variability in the surface salinity and deep circulation. Unfor-891

tunately, when the restoring timescale for SSS is much longer than the effective SST892

restoring timescale, the thermohaline fluxes move into a regime commonly known as893
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mixed boundary conditions (Bryan, 1987), with rather unphysical sensitivities to buoy-894

ancy fluxes present in such regimes (Griffies et al., 2009). Furthermore, Griffies et al.895

(2009) have demonstrated that model solutions are very dependent on the arbitrary896

strength of the salinity restoring. Artificial salinity restoring may become unnecessary897

for short term simulations (a few years maximum), if the fidelity of ocean models and898

the observations of precipitation and runoff improve. For long term simulations, some899

way of parameterizing the missing feedback between evaporation and precipitation900

through atmospheric moisture transport is needed.901

Another drawback of using a prescribed atmosphere to force an ocean-ice model902

is the absence of atmospheric response as the ice edge moves. Windy, cold, and dry903

air is often found near the sea ice edge in nature. Interaction of this air with the ocean904

leads to large fluxes of latent and sensible heat which cool the surface ocean, as well905

as evaporation which increases salinity. This huge buoyancy loss increases surface906

density, which provides a critical element in the downward branch of the thermohaline907

circulation (e.g., Marshall & Schott, 1999). When the atmospheric state is prescribed,908

where the simulated sea ice cover increases relative to the observed, the air-sea fluxes909

are spuriously shut down in the ocean-ice simulation.910

Atmospheric datasets and continental runoff911

In order to be widely applicable in global ocean-ice modeling, an atmospheric912

dataset from which to derive surface boundary fluxes should produce near zero global913

mean heat and freshwater fluxes when used in combination with observed SSTs. This914

criteria precludes the direct use of atmospheric reanalysis products (see Chapter 3.1).915

As discussed in Taylor (2000), a combination of reanalysis and remote sensing prod-916

ucts provides a reasonable choice to force global ocean-ice models. Furthermore, it is917

desirable for many research purposes to provide both a repeating ”normal” year forcing918

(NYF) as well as an interannually varying forcing. The dataset compiled by Large &919

Yeager (2004, 2009) satisfies these desires.920

The Large & Yeager (2004, 2009) atmospheric state has been chosen for COREs.
The most recent version of the dataset is available from

http : //data1.gfdl.noaa.gov/nomads/forms/core/COREv2.html,

and it covers the period 1948 to 2009. It is based on NCEP-NCAR reanalysis tem-921

perature, wind and humidity, and satellite observations of radiation and precipitation922

(a climatology is used when satellite products are not available). Similar datasets have923

been developed by Röske (2006), and more recently by Brodeau et al. (2010), both924

of which are based on ECMWF products instead of NCEP. The Brodeau et al. (2010)925

dataset is used in the framework of the European Drakkar project (Drakkar Group,926

2007). The availability of multiple forcing datasets is useful in light of large uncertain-927

ties of air-sea fluxes. In addition, short term (i.e., interannual) or regional simulations928

can take advantage of other forcing data, such as scatterometer wind measurements,929

which have been shown to improve ocean simulations locally (Jiang et al., 2008).930

For the multi-decadal global problem, further efforts are needed to improve the931

datasets used to force ocean models. For example, in the CORE simulations considered932

by Griffies et al. (2009), interannual variability of river runoff and continental ice melt933
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are not taken into account. However, recent efforts have incorporated both a seasonal934

cycle and interannually varying climatology into the river runoff, based on the Dai et al.935

(2009) analysis. Furthermore, the interpretation of trends in the forcing datasets is a936

matter of debate. For example, the increase of Southern Ocean winds between the early937

1970s and the late 1990s is probably exaggerated in the atmospheric reanalyses due to938

the lack of Southern Ocean observations before 1979. This wind increase is retained939

in Large & Yeager (2009) used for COREs, whereas Brodeau et al. (2010) attempt to940

remove it for the Drakkar Forcing. These different choices lead, inevitably, to different941

decadal trends in the ocean simulations.942

Considering the key role of polar regions and their high sensitivity to climate943

change, ocean-ice simulations will need improved forcings near the polar continents.944

One issue is taking into account the discharge of icebergs, which can provide a source945

of freshwater far from the continent, especially in the Antarctic (Jongma et al. (2009),946

Martin & Adcroft (2010)). The ice-ocean exchanges that occur due to the ocean cir-947

culation underneath the ice shelves is an additional complex process that needs to be948

taken into account, both for the purpose of modeling water mass properties near ice949

shelves and for the purpose of modeling the flow and stability of continental ice sheets950

(Chapter 4.6).951

Wind stress, surface waves, and surface mixed layer952

Mechanical work done by atmospheric winds provides a source of available po-953

tential energy that in turn drives much of the ocean circulation. A successful ocean954

simulation thus requires an accurate mechanical forcing. This task is far from trivial,955

not only because of wind uncertainties (reanalysis or scatterometer measurements) but956

also because of uncertainties in the transfer function between 10 meter wind vector957

and the air-sea wind stress. During the WOCE years, the wind stress was generally958

prescribed to force ocean models. However, with the generalization of the bulk ap-959

proach led by Large & Yeager (2004, 2009), modelers started to use a bulk formula to960

compute the wind stress, with some choosing to do so as a function of the difference961

between the 10 m wind speed and the ocean velocity (Pacanowski, 1987). The use962

of such relative winds in the stress calculation has a significant damping effect on the963

surface eddy kinetic energy, up to 50% in the tropical Atlantic and about 10% in mid-964

latitudes (Eden & Dietze, 2009; Xu & Scott, 2008). Relative winds are clearly what965

the real system uses to exchange momentum between the ocean and atmosphere, so it966

is sensible to use such for coupled climate models where the atmosphere responds to967

the exchange of momentum with the ocean. However, we question the physical rele-968

vance of relative winds for the computation of stress in ocean-ice models, where the969

atmosphere is prescribed.970

In general, the classical bulk formulae used to compute the wind stress are being971

questioned, given the complex processes relating surface wind, surface waves, ocean972

currents, and high frequency coupling with fine resolution atmosphere and ocean sim-973

ulations (McWilliams & Sullivan, 2001; Sullivan et al., 2007; Sullivan & McWilliams,974

2010). It is potentially important to take into account surface waves and swell not only975

in the wind stress formulation but also in the parameterization of vertical mixing in the976

surface boundary layer (Belcher et al., 2012).977
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Boundary conditions for regional domains978

In order to set up a numerical experiment in a regional domain, one needs to rep-979

resent the lateral exchanges with the rest of the global ocean, at the “open” boundaries980

of the region of interest. When knowledge of the solution outside the simulated region981

is limited, an approach similar to the one advocated for ROMS is often used (March-982

esiello et al., 2001). This method combines relaxation to a prescribed solution outside983

the domain with a radiation condition aimed at avoiding spurious reflection or trap-984

ping of perturbations at the open boundary. Treguier et al. (2001) have noted that in a985

realistic primitive equation model where Rossby waves, internal waves and turbulent986

eddies are present, the phase velocities calculated from the radiation condition have no987

relationship with the physical processes occurring at the boundary. Despite this fact,988

radiation appears to have a positive effect on the model solution, perhaps because it989

introduces stochastic noise in an otherwise over-determined problem. When the solu-990

tion outside the domain is considered reliable, a “sponge” layer with relaxation to the991

outside solution is often preferred. Blayo & Debreu (2005) and Herzfeld et al. (2011)992

provide a review of various methods.993

For the purpose of achieving regional simulations of good fidelity, the main progress994

accomplished in the past decade has come less from improved theory or numerics, and995

more from the availability of improved global model output that can be used to con-996

strain the boundaries of regional models. These global datasets include operational997

products, ocean state estimates (Chapters 5.2 and 5.3) and prognostic global simula-998

tions (Barnier et al. (2006), Maltrud & McClean (2005)).999

The quality of a regional model depends critically on the consistency between the1000

solution outside and inside the domain. Consistency can be ensured by using the same1001

numerical code for the global and regional solution; by using the same (or similar)1002

atmospheric forcing; or by using strategies of grid refinement and nesting. Nesting can1003

be one-way or two-way. For two-way, the large scale or global model is modified at1004

each time step to fit the regional fine-scale solution. Although complex, two-way grid1005

nesting is a promising strategy (Debreu & Blayo, 2008), with impressive applications1006

documenting the role of Agulhas eddies in the variability of the Atlantic meridional1007

overturning (Biastoch et al., 2008). Further considerations are being given to nesting a1008

number of fine resolution regions within a global model.1009

Community model experiments1010

In Chapter 7.2 of the first edition of this book, Willebrand and Haidvogel wrote:1011

One therefore can argue that the principal limitation for model devel-1012

opment arises from the limited manpower in the field, and that having1013

an overly large model diversity may not be the most efficient use of hu-1014

man resources. A more efficient way is the construction of community1015

models that can be used by many different groups.1016

This statement seems prescient in regards to model codes, as noted by the reduced1017

number of codes listed in Table 5.1.1 relative to the Griffies et al. (2000a) review. Ad-1018

ditionally, it applies to the coordination of large simulation efforts. Indeed, WOCE has1019

motivated the first Community Model Experiment (CME). This pioneering eddy per-1020

mitting simulation of the Atlantic circulation (Bryan et al., 1995) and its companion1021
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sensitivity experiments have engaged a wide community of oceanographers. The re-1022

sults gave insights into the origin of mesoscale eddies (Beckmann & Haidvogel, 1994),1023

the mechanical energy balance (Treguier, 1992), and mechanisms driving the Atlantic1024

meridional overturning circulation (Redler & Böning, 1997).1025

As ocean model simulations refine their grid spacing over longer time periods,1026

such community strategies become more useful, whereby simulations are performed1027

in a coordinated fashion by a small group of scientists and distributed to a wider user1028

community. An example of such strategy is carried out within the European DYNAMO1029

project using regional models (Willebrand et al., 1997), and the more recent Drakkar1030

project (Drakkar Group, 2007) that focuses on global ocean-ice models. Global hind-1031

cast simulations of the past 50 years have been performed using the NEMO modeling1032

framework for Drakkar (see Table 5.1.1), at different spatial resolutions from 2◦ to1033

1/12◦, with different forcings and model parameters. A few examples illustrate the1034

usefulness of this approach.1035

• Analyses of a hierarchy of global simulations with differing resolutions have1036

revealed the role of mesocale eddies in generating large scale, low frequency1037

variability of sea surface height (SSH) (Penduff et al., 2010). Figure 5.1.4 shows1038

that a significant part of the SSH variability observed at periods longer than 181039

months is not captured by the coarse resolution version of the model, but is re-1040

produced in an eddy-permitting version, especially in western boundary currents1041

and in the Southern Ocean.1042

• Using experiments with different strategies for salinity restoring helped assess1043

the robustness of modeled freshwater transports from the Arctic to the Atlantic1044

(Lique et al., 2009).1045

• A long experiment (obtained by cycling twice over the 50 years of forcing) with1046

a 1/4◦ global model has been used to estimate the respective role of ocean heat1047

transport and surface heat fluxes in variability of the Atlantic ocean heat content1048

(Grist et al., 2010). The same simulation helped sort out the influence of model1049

drift on the simulated response of the Antarctic Circumpolar Current to the recent1050

increase in Southern ocean winds (Treguier et al., 2010).1051

5.1.3.2. Analysis of simulations1052

As models grow more realistic, they become tools of discovery. Important fea-1053

tures of the ocean circulation have been discovered in models before being observed in1054

nature. We highlight here two such discoveries.1055

• Zapiola anticyclone: The Zapiola anticyclone is a large barotropic circulation1056

(∼100 Sv) in the Argentine basin south of the Brazil-Malvinas confluence zone.1057

It is a prominent feature in satellite maps of sea surface height variability (Fig-1058

ure 5.1.5), causing a minimum of eddy activity located near 45◦S, 45◦W inside1059

a characteristic “C”-shaped maximum. The satellite record is now long enough1060

to allow a detailed analysis of its variability (Volkov & Fu, 2008). This region1061

is thus a key location for the evaluation of eddy processes represented in ocean1062

circulation models.1063

31



AVISO	  

1/4°	  MODEL	  

1°	  MODEL	  

Figure 5.1.4: Variability of the sea surface height for periods longer than 18 months. Top: AVISO altimetric
observations (Archiving, Validation, and Interpolation of Satellite Oceanographic; Le Traon et al. (1998);
Ducet et al. (2000)); bottom panels: Drakkar model simulations at 1/4◦ and 1◦ horizontal grid spacing. Note
the absence of much variability in the 1◦ simulation. Note the enhanced intrinsic ocean variability in the
1/4◦ model, in contrast to the one-degree model. See Penduff et al. (2010) for details of the models and the
temporal filtering.

The Zapiola anticyclone initially appeared in a terrain-following ocean model of1064

the South Atlantic (B. Barnier, personal communication). Yet the circulation was1065

32



considered a model artefact until observations confirmed its existence (Saunders1066

& King, 1995). As facilitated through studies with ocean models, the Zapiola1067

anticyclone arises from eddy-topography interactions (De Miranda et al., 1999).1068

More precisely, it results from a balance between eddy vorticity fluxes and dissi-1069

pation, mainly due to bottom drag. For this reason, different models or different1070

numerical choices lead to different simulated strengths of this circulation (Fig-1071

ure 5.1.5).1072

The Zapiola Drift rises 1100 m above the bottom of the Argentine Abyssal plain.1073

In model simulations that truncate the bottom to be no deeper than 5500 m,1074

the topographic seamount rises only 500 m above the maximum model depth,1075

whereas models with a maximum depth of 6000 m render a far more realistic1076

representation. Merryfield & Scott (2007) argue that the strength of the simu-1077

lated anticyclone can be dependent on the maximum depth in the model, with1078

shallower representations reducing the strength of the anticyclone.1079

• Zonal jets in Southwest Pacific: Another model-driven discovery is the exis-1080

tence of zonal jets in the Southwest Pacific, between 30◦S and 10◦S in the region1081

northeast of Australia. These jets, constrained by topography of the islands, were1082

first documented by the OCCAM eddy permitting model (Webb, 2000). Their1083

existence in the real ocean was later confirmed by satellite altimetry (Hughes,1084

2002).1085

Whereas the science of ocean model development consists of the construction of1086

a comprehensive tool, the analysis of ocean simulations mechanistically deconstructs1087

and simplifies the output of the simulation to aid interpretation and to make connec-1088

tions to observations and theory. Analysis methods are prompted by the aims of the re-1089

search. For example, one may aim to develop a reduced or simplified description, with1090

dominant pieces of the physics identified to aid understanding and provoke further hy-1091

potheses, predictions, and theories. By doing so, understanding may arise concerning1092

how the phenomena emerges from the underlying physical laws, making simplifica-1093

tions where appropriate to remove less critical details and to isolate essential mech-1094

anisms. The following material represents a non-exhaustive selection of physically-1095

based analysis methods used in ocean modeling. It is notable that options for analyses1096

are enriched, and correspondingly more complex and computationally burdensome, as1097

the model resolution is refined to expand the admitted space and time scales, especially1098

when turbulent elements of the ocean mesoscale and finer scales are included.1099

Our focus in the following concerns methods used to unravel elements of a particu-1100

lar simulation. To complement these methods, modelers often make use of perturbation1101

approaches whereby elements of the simulation are altered relative to a control case.1102

We have in mind those simulations that alter the boundary fluxes (e.g., remove buoy-1103

ancy and/or mechanical forcing, swap one forcing dataset for another, modify fluxes1104

over selected geographical regions); alter elements of the model’s prognostic equations1105

(e.g., modify subgrid scale parameterizations, remove nonlinear terms in the momen-1106

tum equation); and refine the horizontal and/or vertical grid spacing. When combined1107

with analysis methods such as those discussed below, these experimental approaches1108

are fundamental to why numerical models are useful for understanding the ocean.1109
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Figure 5.1.5: Variability of surface eddy kinetic energy (EKE) (units of cm2 s−2) in the Argentine basin of
the South Atlantic. (A): EKE of geostrophic currents calculated from altimetric observations (AVISO; Le
Traon et al. (1998); Ducet et al. (2000)), based on 10-years mean (October 1992 until February 2002), (B)
Drakkar ORCA12 1/12◦ global model, with simulated data taken from a 10-year mean (1998-2007: last 10
years of a multi-decade run), (C) recent version of the Drakkar ORCA025 1/4◦ global model, with simulated
data taken from years 2000-2009 from a multi-decadal run, (D) same model as (C), but using an older model
version with full step bathymetry and a different momentum advection scheme (referenced as ORCA025
G04 in Barnier et al. (2006)), with simulated data taken from 3-year mean (0008-0010: last 3 years from
a climatological 10-year run). Note the good agreement with satellite measurements for both the ORCA12
and more recent ORCA025 simulations.

Budget analysis1110

Identifying dominant terms in the tracer, momentum, and/or vorticity budgets as-1111

sists in the quest to develop a reduced description, which in turn isolates what physical1112

processes are essential. The straightforward means for doing so consists of a budget1113

analysis, which generally occurs within the framework of the model equations associ-1114

ated with the finite volume budgets as developed in Section 5.1.2.4.1115

As one example, the mechanical energy cycle of the ocean has been the subject of1116

interest since a series of papers pointed out the potential role of dianeutral mixing as a1117
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key energy source for the overturning circulation (Wunsch & Ferrari, 2004; Kuhlbrodt1118

et al., 2007). This work has motivated model-based studies aimed at understanding1119

the energy cycle of the ocean. For example, Gnanadesikan et al. (2005) demonstrated1120

that the link between mechanical mixing and meridional heat transport is rather weak1121

in a climate model with parameterized ocean mesoscale eddies. No unifying view has1122

emerged, but the approach is promising, and will gain momentum when results can be1123

confirmed in more refined eddying global models.1124

Other examples include budgets of heat or salt in key regions, such as the sur-1125

face mixed layer (Vialard & Delecluse, 1998) or the subtropical waters (McWilliams1126

et al., 1996). Griffies & Greatbatch (2012) and Palter et al. (2013) present detailed1127

budget analyses focusing on the role of buoyancy on global and regional sea level. Fol-1128

lowing the pioneering studies of the 1990s, a large number of model-based analyses1129

have considered such tracer budgets in various parts of the ocean. The Argo observ-1130

ing network now makes possible similar analyses that can be partially compared with1131

model results (e.g., de Boisseson et al. (2010)). The confrontation of model-based and1132

observation-based tracer budgets will undoubtedly help improve the representation of1133

mixing processes in models.1134

Isopycnal watermass analysis1135

How much seawater or tracer transport passes through an isopycnal layer is a com-1136

mon question asked of model analysts. Relatedly, isopycnal mass analysis as per1137

methods of Walin (1982) have proven of use for inferring the amount of watermass1138

transformation associated with surface boundary fluxes (e.g., Tziperman (1986), Speer1139

& Tziperman (1992), Williams et al. (1995), Marshall et al. (1999), Large & Nurser1140

(2001), Maze et al. (2009), Downes et al. (2011)). Numerical models allow one to1141

go beyond an analysis based solely on surface fluxes, so that interior transformation1142

processes can be directly deduced. For example, the effect of mesoscale eddies on1143

the subduction from the surface mixed layer into the ocean interior has been quanti-1144

fied in the North Atlantic (Costa et al., 2005). By performing a full three-dimensional1145

analysis in a neutral density framework, Iudicone et al. (2008) discovered the essential1146

importance of light penetration on the formation of tropical water masses.1147

Lagrangian analysis1148

The Lagrangian parcel perspective often provides useful complementary informa-1149

tion relative to the more commonly used Eulerian (fixed point) perspective. One method1150

of Lagrangian analysis proposed by Blanke et al. (1999), as well as Vries & Döös1151

(2001) and van Sebille et al. (2009), uses mass conservation (or volume conservation1152

in Boussinesq models) to decompose mass transport into a large number of “particles”,1153

each carrying a tiny fraction of the transport. By following these particles using a La-1154

grangian algorithm, one can recover the transport of water masses and diagnose their1155

transformation.1156

Applications of such Lagrangian analyses are numerous. Examples include the1157

tropical Atlantic study of Blanke et al. (1999); the first quantification of the contribution1158

of the Tasman leakage to the global conveyor belt (Speich et al., 2002); the Lagrangian1159

view of the meridional circulation in the Southern Ocean (Döös et al., 2008; Iudicone1160

et al., 2011); and quantification of how water masses are transferred between different1161
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regions (Rodgers et al. (2003), Koch-Larrouy et al. (2008), Melet et al. (2011)). These1162

Lagrangian methods have been applied to models absent mesoscale eddies, or only par-1163

tially admitting such eddies, where a significant part of the dispersion of water masses1164

is parameterized rather than explicitly resolved. The application to eddying models1165

requires large computer resources, and thus have to date only been applied in regional1166

models (Melet et al., 2011). More classical Lagrangian analysis, following arbitrary1167

parcels without relation to the mass transports, have also been applied to eddying mod-1168

els, with a focus on statistical analyses of dispersion (Veneziani et al., 2005).1169

Passive tracer methods1170

Many of the ocean’s trace constituents have a neglible impact on ocean density,1171

in which case these tracers are dynamically passive (Chapter 5.7). England & Maier-1172

Reimer (2001) review how chemical tracers, such as CFCs and radioactive isotopes,1173

can be used to help understand both the observed and simulated ocean circulation,1174

largely by providing means of tracking parcel motions as well as diagnosing mixing1175

processes. Purposefully released tracers have provided benchmarks for measurements1176

of mixing across the ocean thermocline and abyss (Ledwell et al., 1993; Ledwell &1177

Watson, 1998; Ledwell et al., 2011). Ocean modelers have used similar tracer meth-1178

ods to assess physical and spurious numerical mixing (Section 5.1.2.6). Tracers can1179

also provide estimates for the time it takes water to move from one region to another,1180

with such timescale or generalized age methods exemplified by the many articles in1181

Deleersnijder et al. (2010).1182

5.1.4. Summary remarks1183

The evolution of numerical methods, physical parameterizations, and ocean climate1184

applications has been substantial since the first edition of this book in 2001. Today,1185

we better understand the requirements of, for example, maintaining a realistic tropi-1186

cal thermocline essential for simulations of El Niño fluctuations (Meehl et al., 2001),1187

whereas earlier models routinely suffered from an overly diffuse thermocline. We un-1188

derstand far more about the importance of and sensitivity to various physical parame-1189

terizations, such as mixing induced by breaking internal waves (Chapter 3.3) and lateral1190

mixing/stirring from mesoscale and submesoscale eddies (Chapter 3.4). Nonetheless,1191

many of the key questions from the first edition remain with us today, in part because1192

the ocean “zoo” (Figure 5.1.1) is so diverse and difficult to tame.1193

Questions about resolution of physical processes and/or their parameterization sit1194

at the foundation of nearly all compelling questions of ocean models and modeling.1195

What does it mean to fully resolve a physical process? What sorts of numerical meth-1196

ods and/or vertical coordinates are appropriate? Are the multi-scale methods offered1197

by unstructured meshes an optimal means for representing and parameterizing (using1198

scale aware schemes) the multi-scales of ocean fluid dynamics and fractal structure of1199

the land-sea geometry? How well does a parameterization support high fidelity simula-1200

tions? How do we parameterize a process that is partially resolved without suppressing1201

and/or double-counting those elements of the process that are resolved? Relatedly, how1202

do subgrid scale parameterizations impact on an effective resolution? What are the cli-1203

mate impacts from a particular physical process? Are these impacts robust to whether1204
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the process is unresolved and parameterized, partially resolved and partially parameter-1205

ized, or fully resolved? We suggested potential avenues in pursuit of answers to these1206

questions, though noted that robust answers will perhaps only be available after global1207

climate models routinely resolve processes to determine their role in a holistic context.1208

Amongst the most important transitions to have occurred during the past decade is1209

the growing presence of mesoscale eddying global ocean climate simulations. Changes1210

may appear in air-sea fluxes in coupled simulations due to refined representation of1211

frontal-scale features (Bryan et al., 2010); circulation can be modified through eddy-1212

mean flow interactions (Holland & Rhines, 1980); stochastic features are introduced1213

through eddy fluctuations; and currents interact with a refined representation of bathymetry.1214

Relative to their more laminar predecessors, eddying simulations necessitate enhanced1215

fidelity from numerical methods and require a wide suite of analysis methods to un-1216

ravel mechanisms. There is progress, but more is required before mesoscale eddying1217

simulations achieve the trust and familiarity required to make them a robust scientific1218

tool for numerical oceanography and climate. In particular, we need a deeper under-1219

standing of the generation and decay of mesoscale eddies, both to ensure their proper1220

representation in eddying simulations, and to parameterize in coarse models. We also1221

must address the difficulties associated with managing the huge amounts of simulated1222

data generated by global eddying simulations.1223

No sound understanding exists of what is required from both grid spacing and nu-1224

merical methods to fully resolve the mesoscale in global models. The work of Smith1225

et al. (2000) suggest that the mesoscale is resolved so long as the grid spacing is finer1226

than the first baroclinic Rossby radius. This is a sensible hypothesis given that the1227

mesoscale eddy scales are proportional to the Rossby radius, and given that much of1228

the mid-latitude ocean energy is contained in the barotropic and first baroclinic modes.1229

However, this criterion was proposed without a rigorous examination of how important1230

higher modes may be; how sensitive this criteria is to specifics of numerical methods1231

and subgrid scale parameterizations; or whether the criteria is supported by a thorough1232

resolution study. We propose that a solid understanding of the mesoscale eddy resolu-1233

tion question will greatly assist in answering many of the questions regarding the role1234

of the ocean in climate.1235

A related question concerns the relation between the numerical modeling of mesoscale1236

eddies and dianeutral mixing. Namely, is it sensible to consider mesoscale eddying cli-1237

mate simulations using a model that includes unphysically large spurious dianeutral1238

mixing? Are isopycnal models, or their generalizations to ALE (Arbitrary Lagrangian-1239

Eulerian) methods, the optimal means for ensuring spurious numerical mixing is suffi-1240

ciently small to accurately capture physical mixing processes, even in the presence of1241

realistic stirring from mesoscale eddies? Or will the traditional level model approaches1242

be enhanced sufficiently to make the modeler’s choice based on convenience rather1243

than fundamentals? We conjecture that an answer will be clear within a decade.1244

As evidenced by the increasing “operational” questions being asked by oceanogra-1245

phers, spanning the spectrum from real time ocean forecasting (Chapter 5.3) to interan-1246

nual to longer term climate projections (Chapters 5.4, 5.5, 5.6, 5.7) as well as reanalysis1247

and state estimation (Chapter 5.2), numerical oceanography is being increasingly asked1248

to address applied questions that have an impact on decisions reaching outside of sci-1249

ence. As with the atmospheric sciences, the added responsibility, and the associated1250
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increased visibility, arising from applications brings great opportunities for enhancing1251

ocean science. The increased functionality and applications of ocean models must in1252

turn be strongly coupled to a continued focus on the physics and numerics forming1253

their foundation.1254

Acknowledgements1255

We thank WCRP/CLIVAR for sponsoring the Working Group for Ocean Model1256

Development, where the authors have participated since 1999. The presentation in this1257

chapter was greatly assisted by comments from John Church, Carolina Dufour, John1258
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Döös, K., Nycander, J., & Coward, A. (2008). Lagrangian decomposition of the Dea-1414

con Cell. Journal of Geophysical Research-Oceans, 113.1415

Downes, S. M., Gnanadesikan, A., Griffies, S. M., & Sarmiento, J. (2011). Water mass1416

exchange in the Southern Ocean in coupled climate models. Journal of Physical1417

Oceanography, 41, 1756–1771.1418

Drakkar Group (2007). Eddy-permitting ocean circulation hindcasts of past decades.1419

CLIVAR Exchanges, 42, 8–10.1420

Ducet, N., Le Traon, P.-Y., & Reverdin, G. (2000). Global high-resolution mapping of1421

ocean circulation from TOPEX/Poseidon and ERS-1 and -2. Journal of Geophysical1422

Research, 105, 19477–19498.1423

Dunne, J. P., John, J. G., Hallberg, R. W., Griffies, S. M., Shevliakova, E. N., Stouffer,1424

R. J., Krasting, J. P., Sentman, L. A., Milly, P. C. D., Malyshev, S. L., Adcroft, A. J.,1425

Cooke, W., Dunne, K. A., Harrison, M. J., Levy, H., Samuels, B. L., Spelman, M.,1426

Winton, M., Wittenberg, A. T., Phillips, P. J., & Zadeh, N. (2012). GFDLs ESM21427

global coupled climate-carbon Earth System Models Part I: Physical formulation1428

and baseline simulation characteristics. Journal of Climate, 25, 6646–6665.1429

42



Eckart, C. (1948). An analysis of the stirring and mixing processes in incompressible1430

fluids. Journal of Marine Research, 7, 265–275.1431

Eden, C., & Dietze, H. (2009). Effects of mesoscale eddy/wind interactions on biolog-1432

ical new production and eddy kinetic energy. Journal of Geophysical Research, 114,1433

C05023.1434

Eden, C., Greatbatch, R., & Olbers, D. (2007). Interpreting eddy fluxes. Journal of1435

Physical Oceanography, 37, 1282–1296.1436

Emile-Geay, J., & Madec, G. (2009). Geothermal heating, diapycnal mixing and the1437

abyssal circulation. Ocean Science, 5, 203–217.1438

England, M. H., & Maier-Reimer, E. (2001). Using chemical tracers to assess ocean1439

models. Reviews of Geophysics, 39, 29–70.1440

Farneti, R., Delworth, T., Rosati, A., Griffies, S. M., & Zeng, F. (2010). The role1441

of mesoscale eddies in the rectification of the Southern Ocean response to climate1442

change. Journal of Physical Oceanography, 40, 1539–1557.1443

Farneti, R., & Gent, P. (2011). The effects of the eddy-induced advection coefficient in1444

a coarse-resolution coupled climate model. Ocean Modelling, 39, 135–145.1445

Fox-Kemper, B., Ferrari, R., & Hallberg, R. (2008). Parameterization of mixed layer1446

eddies. I: Theory and diagnosis. Journal of Physical Oceanography, 38, 1145–1165.1447

Fox-Kemper, B., & Menemenlis, D. (2008). Can large eddy simulation techniques1448

improve mesoscale rich ocean models? In M. Hecht, & H. Hasumi (Eds.), Eddy re-1449

solving ocean models Geophysical Monograph 177 (pp. 319–338). American Geo-1450

physical Union.1451

Frankignoul, C., & Hasselmann, K. (1977). Stochastic climate models. Part II: Appli-1452

cation to sea-surface temperature variability and thermocline variability. Tellus, 29,1453

284–305.1454

Gent, P., & Danabasoglu, G. (2011). Response of increasing Southern Hemisphere1455

winds in CCSM4. Journal of Climate, 24, 4992–4998.1456

Gent, P. R., & McWilliams, J. C. (1990). Isopycnal mixing in ocean circulation models.1457

Journal of Physical Oceanography, 20, 150–155.1458

Gent, P. R., Willebrand, J., McDougall, T. J., & McWilliams, J. C. (1995). Parameteriz-1459

ing eddy-induced tracer transports in ocean circulation models. Journal of Physical1460

Oceanography, 25, 463–474.1461

Gill, A. (1982). Atmosphere-Ocean Dynamics volume 30 of International Geophysics1462

Series. London: Academic Press. 662 + xv pp.1463

Gnanadesikan, A., Slater, R. D., Swathi, P. S., & Vallis, G. K. (2005). The energetics1464

of ocean heat transport. Journal of Climate, 17, 26042616.1465

43



Goldberg, D., Little, C., Sergienko, O., Gnanadesikan, A., Hallberg, R., & Oppen-1466

heimer, M. (2012). Investigation of land ice-ocean interaction with a fully coupled1467

ice-ocean model: 1. Model description and behavior. Journal of Geophysical Re-1468

search, 117-F02037, doi:10.1029/2011JF002246.1469

Grabowski, W. (2001). Coupling cloud processes with the large-scale dynamics using1470

the Cloud-Resolving Convection Parameterization (CRCP). Journal of Atmospheric1471

Sciences, 58, 978–997.1472

Greatbatch, R. J. (1994). A note on the representation of steric sea level in models that1473

conserve volume rather than mass. Journal of Geophysical Research, 99, 12767–1474

12771.1475

Greatbatch, R. J., & McDougall, T. J. (2003). The non-Boussinesq temporal-residual-1476

mean. Journal of Physical Oceanography, 33, 1231–1239.1477

Gregg, M., Sanford, T., & Winkel, D. (2003). Reduced mixing from the breaking of1478

internal waves in equatorial waters. Nature, 422, 513–515.1479

Griffies, S. M. (1998). The Gent-McWilliams skew-flux. Journal of Physical1480

Oceanography, 28, 831–841.1481

Griffies, S. M. (2004). Fundamentals of Ocean Climate Models. Princeton, USA:1482

Princeton University Press. 518+xxxiv pages.1483

Griffies, S. M., & Adcroft, A. J. (2008). Formulating the equations for ocean mod-1484

els. In M. Hecht, & H. Hasumi (Eds.), Eddy resolving ocean models Geophysical1485

Monograph 177 (pp. 281–317). American Geophysical Union.1486

Griffies, S. M., Adcroft, A. J., Banks, H., Böoning, C. W., Chassignet, E. P., Danaba-1487
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Redler, R., & Böning, C. W. (1997). Effect of the overflows on the circulation in the1809

subpolar north atlantic: A regional model study. Journal of Geophysical Research,1810

102, 18529–18552.1811

Reif, F. (1965). Fundamentals of Statistical and Thermal Physics. New York:1812

McGraw-Hill.1813

Ringler, T., Petersen, M., Higdon, R. L., Jacobsen, D., Jones, P. W., & Maltrud, M.1814

(2013). A multi-resolution approach to global ocean modeling. Ocean Modelling,1815

..., doi.org/10.1016/j.ocemod.2013.04.010.1816

Rivin, I., & Tziperman, E. (1997). Sensitivity of air-sea fluxes to SST perturbations.1817

Journal of Climate, 11, 2431–2446.1818

Roberts, M. J., & Marshall, D. (1998). Do we require adiabatic dissipation schemes in1819

eddy-resolving ocean models? Journal of Physical Oceanography, 28, 2050–2063.1820

Roberts, M. J., & Wood, R. (1997). Topographic sensitivity studies with a Bryan-Cox-1821

type ocean model. Journal of Physical Oceanography, 27, 823–836.1822

Rodgers, K., Blanke, B., Madec, G., Aumont, O., Ciais, P., & Dutay, J.-C. (2003).1823

Extratropical sources of Equatorial Pacific upwelling in an OGCM. Geophysical1824

Research Letters, 30, doi:10.1029/2002GL016003.1825

Rosati, A., & Miyakoda, K. (1988). A general circulation model for upper ocean1826

simulation. Journal of Physical Oceanography, 18, 1601–1626.1827

Röske, F. (2006). A global heat and freshwater forcing dataset for ocean models. Ocean1828

Modelling, 11, 235–297.1829

Saunders, P., & King, B. (1995). Bottom currents derived from a shipborne ADCP on1830

WOCE cruise A11 in the South Atlantic. Journal of Physical Oceanography, 25,1831

329–347.1832

Schiller, A., & Fiedler, R. (2007). Explicit tidal forcing in an ocean general circulation1833

model. Geophysical Research Letters, 34.1834

53



Schmitt, R. W. (1994). Double diffusion in oceanography. Annual Review of Fluid1835

Mechanics, 26, 255–285.1836

Shchepetkin, A., & McWilliams, J. (2002). A method for computing horizontal1837

pressure-gradient force in an ocean model with a non-aligned vertical coordinate.1838

Journal of Geophysical Research, 108, 35.1–35.34.1839

Shchepetkin, A., & McWilliams, J. (2005). The regional oceanic modeling system1840

(ROMS): a split-explicit, free-surface, topography-following-coordinate oceanic1841

model. Ocean Modelling, 9, 347–404.1842

Shchepetkin, A. F., & McWilliams, J. C. (1998). Quasi-monotone advection schemes1843

based on explicit locally adaptive dissipation. Monthly Weather Review, 126, 1541–1844

1580.1845

Simmons, H. L., Jayne, S. R., St.Laurent, L. C., & Weaver, A. J. (2004). Tidally driven1846

mixing in a numerical model of the ocean general circulation. Ocean Modelling, 6,1847

245–263.1848

Smagorinsky, J. (1993). Some historical remarks on the use of nonlinear viscosities. In1849

B. Galperin, & S. A. Orszag (Eds.), Large Eddy Simulation of Complex Engineering1850

and Geophysical Flows (pp. 3–36). Cambridge University Press.1851

Smith, K. S. (2007). The geography of linear baroclinic instability in earth’s oceans.1852

Journal of Marine Research, 65, 655–683.1853

Smith, K. S., & Vallis, G. K. (2001). The scales and equilibration of midocean eddies:1854

freely evolving flow. Journal of Physical Oceanography, 31, 554–570.1855

Smith, R., Maltrud, M., Bryan, F., & Hecht, M. (2000). Numerical simulation of the1856

North Atlantic at 1/10◦. Journal of Physical Oceanography, 30, 1532–1561.1857

Smith, R. D., & McWilliams, J. C. (2003). Anisotropic horizonal viscosity for ocean1858

models. Ocean Modelling, 5, 129–156.1859

Solomon, H. (1971). On the representation of isentropic mixing in ocean models.1860

Journal of Physical Oceanography, 1, 233–234.1861

Speer, K., & Tziperman, E. (1992). Rates of water mass formation in the North Atlantic1862

Ocean. Journal of Physical Oceanography, 22, 2444–2457.1863

Speich, S., Blanke, B., de Vries, P., Drijfhout, S., Döös, K., , Ganachaud, A., & Marsh,1864
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