Exercise #3:
Set up simulator, Apache services and IDE
environment

Introduction

In this exercise, we are going to set up all the services required to run the Big Data / 1oT
real time (truck) event processing exercises. We will install NiFi onto our Hortonworks
Sandbox while activating Kafka and Storm for later use in the exercise series. We will
also walkthrough how to set up an IDE on our local machine for Storm development
testing and deploy our Storm project to the Sandbox for further testing.

Pre-requisites

Read Table 1 to figure out some basic details about your sandbox

Parameter Value (VirtualBox)
Host Name 127.0.0.1

Port 2222

Terminal Username root

Terminal Password hadoop

Table 1: Virtual Machine Information

Added ' sandbox.hortonworks.com ' t0 your /private/etc/hosts file (mac and linux users)

Added | sandbox.hortonworks.com to your /c/Windows/System32/Drivers/etc/hosts | file
(windows 7 users)
The following terminal commands in the exercise instructions are performed in

VirtualBox Sandbox and Mac machine. For windows users, to run the following terminal
commands, download Git Bash.

If on mac or linux, to add = sandbox.hortonworks.com ' t0 your list of hosts, open the terminal,

enter the following command, replace {Host-Name} with the appropriate host for your
sandbox:

echo '{Host-Name} sandbox.hortonworks.com' | sudo tee -a /private/etc/hosts


https://openhatch.org/missions/windows-setup/install-git-bash

If on windows 7, to add = sandbox.hortonworks.com t0 your list of hosts, open git bash, enter

the following command, replace {Host-Name} with the appropriate host for your
sandbox:

echo '{Host-Name} sandbox.hortonworks.com' | tee -a
/c/Windows/System32/Drivers/etc/hosts

Section #1: Setup Nifi Environment

STEP 1: Install Nifi by Ambari Wizard
Use the following steps to perform the NiFi installation:

1. SSH into the Sandbox VM:

ssh root@sandbox.hortonworks.com -p 2222

Note: You should receive a success message.

2. Login into Ambari as admin. In the left sidebar of services, click on
the Actions button. A drop down menu appears, select the Add

Service button S°“‘. The Add Service Wizard window will appear.
' Add Service Wizard

ADD SERVICE WIZARD

h rvi
oo Srve i i
Assign Masters Choose which services you want to install on your cluster.
Service Version Description
v HDFS 2.71.25  Apache Hadoop Distributed File System

7 YARN + MapReduce2 2.7.1.25 Apache Hadoop NextGen MapReduce (YARN)

v Tez 0.7.0.2.5 Tezis the next generation Hadoop Query Processing framework written on top of
immary YARN.

v Hive 1.21.25 Data warehouse system for ad-hoc queries & analysis of large datasets and table &
storage management service

Choose the NiFi service:

i NiFi 1.0.0- Apache NiFi is an easy to use, powerful, and reliable system to process and distribute
DEMO data. This service is for demo purposes only and not officially supported

3. Once NiFi box is checked, select the Next button. As the Ambari Wizard transitions
to Assign Masters, you will see an Error window message ignore it. Click on
the OK button. You will see an indicator that the Assign Masters page is loading,
keep its default settings and click Next. As the wizard transitions to Assign Slaves



and Clients, a Validation Issues window will appear, select Continue Anyway.
The wizard will continue onto the next setup settings called Customize Services.
Keep its default settings, click Next. A Consistency Check Failed window will
appear, click Proceed Anyway and you will proceed to the Review section.

4. For the Review section, you will see a list of repositories, select Deploy->.

Add Service Wizard

ADD SERVICE WIZARD
Choose Services
Assign Masters
Assign Slaves and Clients
Customize Services
Configure Identities
Review
Install, Start and Test

Summary

Review

Please review the configuration before installation

Admin Name : admin
Cluster Name : Sandbox
Total Hosts : 1 (0 new)
Repositories:

debian? (HDP-2.5):
http://s3.amazonaws.com/dev.hortonworks.com/HDP/debian7/2.x/BUILDS/2.5.1.0-19

debian? (HDP-UTILS-1.1.0.21):
http://public-repo-1.hortonwerks.com/HDP-UTILS-1.1.0.21/repos/debiang

redhat6 (HDP-2.5):
http://s3.amazonaws.com/dev.hortonworks.com/HDP/centos6/2 x/BUILDS/2.5.0.0-1245/

redhat6 (HDP-UTILS-1.1.0.21):
http://public-repo-1.hortonworks.com/HDP-UTILS-1.1.0.21/repos/centos6

redhat? (HDP-2.5):
http://s3.amazonaws.com/dev.hortonworks.com/HDP/centos7/2 x/BUILDS/2.5.1.0-19

redhat? (HDP-UTILS-1.1.0.21):
http://public-repo-1.hortonworks.com/HDP-UTILS-1.1.0.21/repos/centos?

susell (HDP-2.5):
http://s3.amazonaws.com/dev.hortonworks.com/HDP/suse11sp3/2 x/BUILDS/2.5.1.0-19

o

Note: you should see a preparing to deploy message.

5. The wizard will transition to the Install, Start and Test section. Click Next.



Add Service Wizard

ADD SERVICE WIZARD

Install, Start and Test

Assign Masters Please wait while the selected services are installed and started.

Choose Services

Assign Slaves and Clients

) 00 % overa

Customize Services

Configure Identities Show: ] In Progress (0) | Warning (0) | Success (1) | Fail (0)
050 Host Status Message
Install, Start and Test
sandbox.hartenworks.com B 100%  Success
Summary
1 of 1 hosts showing - Show All Show:| 25 H 1-10f1 H €& 9% M

Successfully installed and started the services.

W

6. Atthe Summary section, you see an Important alert, which states that we should
restart services that contain restart indicators in the left sidebar of Ambari Services
on the Ambari Dashboard. Click Continue->.

Add Service Wizard

ADD SERVICE WIZARD

Summary

Choose Services

Assign Masters Important: You may also need to restart other services for the newly added services to function properly (for example, HDFS
and YARN/MapReduce need to be restarted after adding Oozie). After closing this wizard, please restart all services that have

RSN SIaVos . Lron e the restart indicator =~ next to the service name.

Customize Services

Configure Identities Here is the summary of the install process.

Review

Install, Start and Test The cluster consists of 1 hosts

Installed and started services successfully on 1 new host

7. Upon a successful installation, you should see a new service listed with a green
check symbol next to the service name. This check symbol also indicates that NiFi is
running.

NiFi

STEP 2: Start Nifi via Ambari Services

If NiFi is not already running, we will use Ambari Service Tool to launch NiFi.



1. Click on NiFi located in the left sidebar of Ambari Services on the Dashboard.

2. Select the Action Services button, click Start to activate NiFi.

Service Actions ~

W Stop

C Restart All

Turn On Maintenance Mode
% Delete Service

Note: Once the service successfully started you should see a green check
symbol next to the name of the service.

3. Open NiFi at http://sandbox.hortonworks.com:9090/nifi/ . Wait 1 to 2 minutes for
NiFi to load.
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Section #2: Setup Kafka Service

We need to setup Kafka because it will be used as secure cluster or the location
where NiFi transports the data. Storm will pull that data from the cluster and
push it into its topology(dataflow).

STEP 1: Start Kafka

1.1 ACCESS AMBARI

Login to Ambari to activate Kafka. Enter the URL in your browser

http://sandbox.hortonworks.com: 8080

Sign in
Username

Password

Note: username for admin is admin. Password is the password you defined.

1.2 USE AMBARI TO ACTIVATE KAFKA

1. Click on Kafka located in the left sidebar list of installed services

I8 Knox

@ Ranger

= Slider

I8 Spark

® Zeppelin Notebook

Actions =

2. Click on Service Actions -> Start located at the top left of the Kafka Services Page:



HDFS Summary  Cenfigs Service Actions ~

© MapReduce?
© YARN Summary B Stop
O Tez Kafka Broker (@) Stopped C Restart All
@ Hive © Restart Kafka Brokers
& HBase Metrics ¢ Run Service Check
' @ Turn Off Maintenance Mode
o Pig
2 Sgoop No Data Available No Data Available No Data Available No Data Available No Data Available
A Oozie Broker Topics Active Controller Count Controller Status Replica Manager Replica MaxLag

3. Check the Turn off Maintenance Mode for Kafka box and click on Confirm Start:

r al

Confirmation

You are about to start Kafka
#: Turn Off Maintenance Mode for Kafka

s

Wait for Kafka to start.
STEP 2: Configure Kafka with ZooKeeper

ZooKeeper is the coordination interface between the Kafka broker and consumers:

( s )

The important Zookeeper properties can be checked in Ambari.

Consumers

Consumers

Broker 2

=
<.

Broker 3

2.1 CONFIGURE ZOOKEEPER

Click on ZooKeeper in the list of services, then open the Configs tab. Verify ZooKeeper
runs on port 2181:



Dashboard Services Hosts Alerts Admin +

1B HDFS Summary  Cenfigs Service Actions ¥

@ MapReduce2

® YARN Group  Default (1) ~ Manage Config Groups Filter. =
0 Tez
admin
@ Hive about a month ago
HDP-2.4
& HBase
H g V1 v admin authored on Tue, May 03, 2016 02:51
O Sqoop
© Oozie ~  ZooKeeper Server
ZooKeeper
A Falcon ZooKeeper Server host sandbox.hortonworks.com
© Storm ZooKeeper directory /hadoop/zookeeper B o C
@ Flume
Length of single Tick 2000 ms C
B Ambari Metrics
& Atlas Ticks to allow for sync at 10 c
Init
© Kafka
B Knox Ticks to allow for sync at 5 c
Runtime
& Ranger
O Slider I Port for running ZK 2181 I I
Server
A Spark

& Zeppelin Notebook

If this port 2181 is busy or consumed by other processes, you can change the default
port number of ZooKeeper to any other valid port number. If ZooKeeper is not running,
you can start the Zookeeper service from Ambari:

';;.,'\ Ambari Sandbox - - Dashboard Services Hosts Alerts Admin HH

&) HDFS Summary  Configs Service Actions =
@ MapReduce2
© YARN ST op
O Tez ZooKeeper Server & Started C' Restart All
® Hive ZooKeeper Client 1 ZooKeeper Client Installed ¢ Run Service Check
18 Turn On Maintenance Mode
HBase
] + Add ZooKeeper Server
2 Pig & Download Client Configs
O Sqgoop
@ Oozie

2.2 CONFIGURE KAFKA

From the Kafka page, click on the Configs tab. Verify
the  zookeeper.connect property points to your ZooKeeper server name and

port:



Dashboard Services Hosts Alerts Admin HH m

B HOFS Summary Configs Service Actions ~

@ MapReduce2

® YARN Group  Default(1) ~ Manage Config Groups Filter. -
0 Tez
m admin m admin
@ Hive about a month ago about a month ago
HDP-2.4 HDP-2.4
& HBase
o V2 v admin authored on Tue, May 03, 2016 02:51
O Sqoop
© Oozie ~  Kafka Broker
@ ZooKeeper
A Falcon Kafka Broker host sandbox.hortonworks.com
@ B zookeeper.connect | sandbox.hortonworks.com:2181 ff M a © C
& Flume
log.dirs /kafka-logs
Ambari Metrics
a © C
@ Atlas
7
Kafka
. : 8 ©
Knox log.retention.hours 168 c
& Ranger log.roll.hours 168 a © C
O Slider
listeners PLAINTEXT://localhost:6667 e o C
A Spark

Section #3: Setup Storm & HBase Services

We need to setup the Storm & HBase services because storm will deploy a topology
that is configured to send data to HBase and HBase is used to create the tables that
storm populates.

STEP 1: Start Storm & HBase

1. View the HBase Services page

From the previous exercises: HDFS, Hive, YARN and Kafka should already be running
but HBase may be down. From the Dashboard page of Ambari, click on HBase from the
list of installed services.

HDFS

@ MapReduce2
© YARN

L Tez

@ Hive

CI==N—

1.1 SETUP HBASE



2. Start HBase

From the HBase page, click on Service Actions -> Start

g"‘ Ambari Sandbox - n Dashboard Services Hosts Alerts Admin EH m
& HOFS Summary Heatmaps Configs Quick Links~ Service Actions +
@ MapReduce2
© YARN Summary M Stop
(=1 T HBase Master I Stopped Master Started Mot Rur  C Restart All
@ Hive RegionServers 0/1 RegionServers Live Master Activated Mot Rur @ Restart RegionServers

HBase Regions In Transition 0 Average Load n/aregi ) Run Service Check
Master Heap n/a/rvi I Turn Off Maintenance Mode
= Pig + Add HBase Master
Sldaon Matrics & Download Client Configs
A Oozie
@ ZooKeeper Reads and Writes Read Latency Write Latency Open Connections Request Handlers

Check the box and click on Confirm Start:

r )

Confirmation

You are about to start HBase

Wait for HBase to start (It may take a few minutes to turn green)

q‘t‘ Ambari  Sandbox {ilEes e Dashboard Services osts Alerts Admin HH m
& HOFS Summary Heatmaps Configs Quick Links - Service Actions
© MapReduce2
& YARN Summary
O Tez Active HBase Master @ Started Master Started 103.94 secs
® Hive RegionServers 1/1 RegionServers Live Master Activated 103.94 secs

Regions In Transition 0 Average Load 268 regions per RegionServer

Master Heap 29.1 MB /990.8 MB (2.9% used)
0 Pig

0 Sqoop
A Oozie

Metrics Actions ~ Last 1 hour -

1.2 SETUP STORM

3. Start Storm the same way we started HBase in the previous steps. We will need it
later for streaming real-time event data.



@ Flume
Ambari Metrics
@ Atlas
@ Kafka

4. After starting storm, a green check symbol will be present:

Storm
& Flume
I Ambari Metrics
@ Atlas
@ Kafka

Now that we have storm activated, we need to download a storm demo project for later
when we use Storm’s Visualization feature.

5. Let's SSH into the sandbox by shell:

ssh root@sandbox.hortonworks.com -p 2222

6. We will download the demo project because it contains the necessary
code and configuration properties required for storm to deploy the topology.

cd ~
git clone -b hdp25experiment https://github.com/james94/iot-truck-streaming

7. Navigate to the iot-truck-streaming folder, which is the location where the
appropriate storm configuration files reside for configuring our topology.

cd ~/iot-truck-streaming

8. Since we are at the base of our project, let's export our storm demo
configurations. We will create a new folder storm_demo as the new location
where storm will look for instructions on configuring the storm topology:

sudo mkdir /etc/storm_demo
sudo cp config.properties /etc/storm_demo/
sudo cp -R storm-demo-webapp/routes/ /etc/storm_demo/

Note: Storm will refer to the properties in the config.properties file to configure the
topology.



You can use the Ambari dashboard to check status of other components too. If HDFS,
Hive, YARN are down, you can start them in the same way: by selecting the service
and then using the Service Actions to start it. The remaining components do not have to
be up. (Oozie can be stopped to save memory, as it is not needed for this exercise)

Section #4: Run the simulator by terminal

The simulator must be setup in order for NiFi to pull data from it and push
that data into the dataflow.

Stream Simulator

The stream simulator is a lightweight framework that generates truck event data. The
simulator uses New York City Truck Routes (kml) which defines driver road paths with
Latitude and Longitude information.

The simulator uses Akka to simplify concurrency, messaging and inheritance. It has
two Plain Old Java Objects (POJOS), one for Trucks and another for Drivers that
generate the events. Consequently, the AbstractEventEmitter class becomes
extended while the onReceive method generates events, creates new Actors, sends
messages to Actors and delivers those events to an EventCollector class. This class’s
purpose is to collect events generated from the domain objects and print them to
standard output. Let’s run the simulator through the terminal and see the events that are
generated.

STEP 1: Run the simulator by shell

Before we run the simulator, let’s install and download the simulator.

1.1 SETUP THE SIMULATOR

1. If you have not already, ssh into sandbox shell, type the command to access the

sandbox by shell:

ssh root@sandbox.hortonworks.com -p 2222

2. Install Apache Maven. We will use it to compile the simulator code,
SO0 we can activate the simulator by shell or NiFi later. Execute the command:

cd ~/iot-truck-streaming
./setup/bin/install_maven.sh

Note: You will be prompted to allow maven to install, type ‘y’ for yes


http://www.nyc.gov/html/dot/downloads/misc/all_truck_routes_nyc.kml
http://akka.io/
https://en.wikipedia.org/wiki/Plain_Old_Java_Object
http://doc.akka.io/docs/akka/snapshot/java/untyped-actors.html

After your maven package installs, you should obtain the message: Complete!

3. For maven to run, it needs to detect the pom.xml file. Rename pom25.xml to
pom.xml, copy/paste the commands:

mv -f storm-streaming/pom25.xml storm-streaming/pom.xml

/usr/maven/bin/mvn clean package -DskipTests

Note: You should receive that all sub projects compiled successfully.

1.2 RUN THE SIMULATOR

1. Totestthe simulator, run generate.sh  Script.

cd stream-simulator
chmod 750 *.sh
./generate.sh

Note: press ctrl+c stop the simulator

You should see message data generated. The data in the image includes logs as can
be seen in the top portion and truck events bottom portion. We will use NiFi to separate
this data.



- & jmedel — root@sandbox:~fiot-truck-streaming/stream-simulator — ssh root@127.0.0.1 -p 22...

[Jun @1 ©2:25:56] INFO (RouteProvided.java) - Going Original Direction...

[Jun @1 02:25:56] INFO (Truck.java) — Route has ended for Driver[32] on Truck[8
8]

[Jun @1 ©2:25:56] INFO (Truck.java) — The Driver[Ryan Templeton] has new Truck|
86] with[Des Moines to Chicago Route 2] traversed 3 times.

[Jun 81 ©2:25:56] INFO ({RouteProvided.java) - Revering Direction..

[Jun @1 02:25:56] INFO (Truck.java) — Route has ended for Driver[32] on Truck[8
6]

[Jun @1 ©2:25:56] INFO (Truck.java) — The Driver[Ryan Templeton] has new Truck|
88] with[Des Moines to Chicago Route 2] traversed 4 times.

[Jun @1 82:25:56] INFO (Truck.java) — Truck[88] with Driver[Ryan Templeton ] ha
s stopped its route

2016—06-01 ©2:25:56.701|48|11|Jamie Engesser|1384345811|Joplin to Kansas City|No
rmal|38.65|-90.2 | 1008

2016—06-01 ©2:25:56.74|105|13|Joe Niemiec|24929475 |Peoria to Ceder Rapids|Normal
|41.62 |-93.58 | 1000

2016—06-01 02:25:56.74|98|21|Jeff Markham|1961634315|Saint Louis to Memphis|Norm
al|37.83|-94.58|1000

2016—06-01 02:25:56.777|66|10 |George Vetticaden|13963725603|Saint Louis to Tulsa|
Normal |38.64|-96.18 | 1060

2016-96-01 82:25:56.777|25)|23 |Adam Diaz |16@8779139|Des Moines to Chicago Route 2|
Normal |40.7|-89.52 | 1606

2016-96-01 02:25:56.797|89 |17 |Eric Mizell|1927624662 |Springfield to KC Via Colum
bia|Normal|38.65|-96.21|1000

2016—06-01 02:25:56.797|87|28|0livier Renault|137128276|Springfield to KC Via Ha
nibal Route 2|Normal|39.78|-89.66|1006

2016—06-01 ©2:25:56.829|16|24 |Don Hilborn|1990292248|Peoria to Ceder Rapids Rout

Note: generate.sh runs java source code located at iot-truck-

streaming/stream-
simulator/src/main/java/com/hortonworks/streaming/impl/collectors/StdOutEventCol

lector.java . If you would like to see modify/run the code.

Section #5: Setup Intellij IDE locally and run topologies on
the sandbox

We will use Intellij as our editor to write and change storm code on our local computer
and then send our storm project to the sandbox.

STEP 1: Install Intellij locally

If you have not installed Intellij, refer to JetBrains Installing and Launching instructions.

STEP 2: Download trucking demo for development with IDE


https://www.jetbrains.com/help/idea/2016.2/installing-and-launching.html

Earlier we cloned the iot-truck-streaming project from github onto our sandbox. Now we
will clone it onto our local machine.

1. Perform the git clone command on the local machine. Feel free to clone it in any
directory, just remember the location. In the exercise, let’s clone it in our Documents
folder.

cd ~/Documents
git clone -b hdp25experiment https://github.com/james94/iot-truck-streaming.git

Note: You may receive an error if you don’t have git installed on your local
machine.

STEP 3: Open trucking demo in Intellij

1. Open Intellij. On the welcome screen, click on the Open button. We will open our iot-
truck-streaming project.

@ Welcome to IntelliJ IDEA

IntelliJ IDEA

4% Create New Project
o Import Project
3 Open

¥ Check out from Version Control ~

Register #* Configure ~ Get Help ~

2. Select iot-truck-streaming project.



e e Open File or Project |

ADGOG EX O @ Hide path
' /Users/jmedel/Documents/iot-truck-streaming |
v [jUsers
v [jmedel

» [ Applications

» [lcode

» [Desktop

v [aDocuments

» [Z1Burn Temporary.localized
» [Zfolders_desktop

C1bin

1 phoenix

[ setup

1 storm-demo-webapp
1 storm-kafkaplus
[71storm-streaming

~______» [stream-simulator
Drag and drop a file into the space above to quickly locate it in the tree

cancel (TN

it

vVvyVvyVvYyYYyyy

Register

[

3. Intellij will display the project in its IDE.

ﬂml“u)ﬂmm)nm?ﬂm) H-rpew $P@o@Q

: » Castorm-kafkaplus [storm-kafka-0.8-plus]
v [3storm-streaming

£ Cisetup

g » Castorm-demo-webapp
~

ke v Cisrc

Punguy we  aseqeieq 5] 5139(01d vanew 3

v Blimpl

» Cibolts
» [ikafka
v [Jtopologies
[ BaseTruckEventTopology.java
[ TruckEventKafkaExperimTopology.java
[3 TruckEventProcessorKafkaTopology.java
» Dlutils
[3 TruckEventRuleEngine java
» [Cresources
» Eitest
3 build.sh
3 pom22.xml
¥ pom23.xml
4 pom24.xml
% pom25.xml

README.md
» [Cistream-simulator
» [atransport-domain
» Eatruckml
[ .gitignore
(i config.properties
drivers.csv
[ installdemo.sh
[ LICENSE
‘m pom.xml
[2 README.md
[ rundemo.sh
[ SETUP.md
[ timesheet.csv
B truck_drivers.ddI
B truck_events.dd!
[9) truck_events_table.csv
o
B Terminal M 9:Version Control (@ JvaEnterprise @ Spring 2 6:T0D0 = eventLog
/a Git:hdp2s_NiFiBok: & @

(7] Glweb o 2: Favorites

STEP 4: Configure Intellij to recognize Maven project

You'll notice, the image icons next to the code files have small red circles on them.
Intellij does not recognize the Trucking Demo is a Maven Project. The solution we will

use istorun mvn cleanpackage from the command line and cause Intellij to warn us




that Maven Projects need to be imported to be recognized by the IDE. When
the Enable Auto-Import box appears in Intellij, we will activate for Maven projects.

1. Let’s begin the process to run maven against our Trucking Demo Project.

4.1 SPECIFY POM.XML FOR MAVEN

For maven to work, we have to tell it which pom file to use from the storm-streaming
directory. Let’'s rename pomz25 to pom using shell.

mv iot-truck-streaming/storm-streaming/pom25.xml iot-truck-streaming/storm-
streaming/pom.xml

4.2 COMPILE AND PACKAGE DEMO FILES INTO JAR

Now that we specified the pom for maven, it knows how to build the project. Let’s
execute the command:

cd iot-truck-streaming
mvn clean package -DskipTests

Output should show success for each sub project within the overall project.

/target/storm-kafka-0.8-plus-0.4.jar

[INFO]

[INFO]

[INFO]

[INFO]

[INFO]

[INFO]

[INFO]

[INFO] Reactor Summary:

[INFO]

[INFD] transport—domain ...cesssessacasajassssssnsnnsasnanns SUCCESS [ 1.279 s]
[INFO] stream—simulator .....cccecuiccauauccasuanauacacanans SUCCESS [ 2.346 s]

[INFO] storm-streaming SUCCESS [81:31 min]
[INFO] storm—demo-webapp SUCCESS [ 4.735 s]
[INFO] storm-kafka-@.8-plus SUCCESS [ 2.857 s]
[INFO] Storm Demo Parent Proj . SUCCESS [ ©.810 sl
[INFO] —_—
[INFO]

Total time: @1:42 min

Finished at: 2016-09-14T12:20:14-07:00

Final Memory: 142M/1834M
(wfg —7————"4--—-—-—---"+"—+--—--—-—-—- -~
HW12388: iot-truck-streaming jmedel$




APACHE MAVEN COMMAND:

mvn clean deletes everything in the target folder. For example, if this was the second
time you ran the mvn command from iot-truck-streaming folder, the storm-streaming
folder as well as other folders that contain pom.xml files will have their target folders
impacted. Clean part of the command removes the old target folder, while the package
part of the command compiles the code and packages it into jar files per the pom file.

Note: packaging may take around 9 minutes. Add -DskipTests to the end of mvn
command to speed up process.

Why is Maven important for development testing?

It enables developers to test their large software projects that contain many
java files at fast speeds.

4.3 INSTRUCT INTELLIJ TO ENABLE AUTO-IMPORT FOR MAVEN PROJECTS

1. Switch to the Intellij IDE to see if it recognizes the Maven Project.
2. As you run maven, you will see in Intellij that a box in the top right corner appears
and states Maven projects need to be imported. Click on Enable Auto-Import.

‘ene storm-demo - [~/Downloads/iot-truck-streaming]
3 fot-truck-streaming ) () storm-streaming ) [ src £ com ) 1 hortonworks ) (] streaming ) [ imp! ) (] topologies ) (3 TruckEventkafiaExperimTopology java H-rPEBTTRO AQ

» [Castorm-kafkaplus [storm-kafka-0.8-plus]
v Castorm-streaming
¥ Osrc
v Cimain
v Cljava
v Cicom
v [3hortonworks
v [istreaming
v Caimpl
» CIbolts
» Dikafka
=

«J Z: Structure.

PUnguy we  aseqrie ] s13foid uaew 3

=

[ TruckEventRulengine.

» Clresources
» Citest

[ build.sh

m pom.xml

@ pom22.xml

README.md

» Castream-simulator
» Catransport-domain
» Catruckml

[ .gitignore

[ config.properties

[ drivers.csv

[ installdemo.sh

B LicensE

m pom.xml

[ README.md

B rundemo.sh

[ SETUP.md.

[astorm-demo.iml

[ timesheet.csv

& truck_drivers.ddl

B truck_events.ddl

Bhacscte oo sabio oo
[ Terminal % 9:Version Control  (fj Java Enterprise @3 Spring % 6: TODO
ch: )

&lweb 3 2: Favorites




4.4 INTELLIJ RECOGNIZES TRUCKING DEMO IS MAVEN PROJECT

Notice that the icons next to the code files changed to blue circles.

‘e0e B ? Java - storm-clamo = [=/DX " ingl
L3 fot-truck-streaming ) [3 storm-streaming ) [ sre ) [ main ) [ java ) [£3 com ) 51 hortonworks ) [£] streaming ) [53 impl ) (21 topologies ) (€} TruckEventxafiaExperimTopology ) Hpoen $EBRO Q
B Project - O+ B .:_'mx:ammﬂanp«-nmmpa\ugmva x @ e e N m
v [Cliot-truck-streaming [storm-demo] ~/Downloads/iot-truc //Previous import packages from TruckEventKafkatopelogy Spring framework is detected in the project Configure f
= > Dlidea package com.hortonworks.streaming. impl.topologies. -1
B » Cibin Fd
import ...
» L3 phoenix i H]
£ > Disewp b public class o0y extends Bas. { B
S+ Cistorm-demo-webapp private static final Logger LOG = Logger. perLoggerlTruckEveanafkiExperinTupﬂ\wy class); -
& - ~kafka-0.8-
q| * Castom hﬂ‘apl'f”““"" kafka-0.8-pleal //HBase table names and column families -2
5 v Cistorm-streaming private static final String DANGEROUS_EVENTS_TABLE_NAME = umnr nng-uux events", S
v Cisrc private static final String EVENTS_TABLE_COLUMN_FANILY_NAME = £
v Eimain 1
v O private static final String EVENTS_TABLE_NAME = "driver_events";
Java private static final String ALL_EVENTS_TABLE COLUMN_FAMILY NAME = "allevents'; &
¥ [ com.hortonworks.streaming.impl -z
» Elbolts H i private static final String EVENTS COUNT TABLE NAME = “driver_dangerous_events count"; e
» Elkafka Files Recognized private static final String EVENTS_COUNT_TABLE_COLUMN_FAMILY_NAME = “counters"; ]
- plpala //HBase RowKey
BaseTruckEventTopology private static final String HBASE_ROW KEY = “hbaseRowkey";
& frruckEventkafkaExperimTopology
@ KEventP: KaflaTopol //Spout and bolt names =1
(U CKEVENtPrOCEssorkalkaTopology private static final String ROUTE_BOL a
» BTGNS private static final String COUNT_BOL
© % TruckEventRuleEngine private static final String HBASE _m:r,mm:m_rmrs "hbaseDangerousEvents”;
» Caresources private static final String HBASE_BOLT_DRIVER_INCIDENT_COUNT = “hbaseDangerousEventsCount®;
» Dtest private static final String HBASE_BOLT_ALL_EVENTS = “"hbaseAllDriverEvents";
» DCitarget public i ing configFi throws Exception {
1 build.sh super(configFileLocation);
m pom.xml }
= pom22.xml » public static void main(String(] args) threws Exception {
& pom23.xml String configFilelocation = args[e];
& pom24.xml
README.md /4 kafkaspout ==> RouteBolt-writes to one hbase table
Q . TruckEventKafkaExperinTopalogy truckTopology = new TruckEventKafkaExperinTopalogy(configFilelocation);
Storm-straaming. b truckTopology. buildandSubmit () ;
» Cistream-simulator }
» Catransport-domain
> B truckml public void buildAndSubmit() throws Exception {
[3] .gitignore lder builder = new der();
[3i config. properties.
El drivers.csv /= This config is for Starm and it needs be configured with things like the following:
B installdemo.sh ® Zookeeper server, nimbus server, ports, etc... All of this configuration will be picked up
B 8 # in the ~/.storm/storm.yaml file that will be located on each storm node.
5| LICENSE w
m pom.xml Config config = new Configl);
- 5] README.md config. setbebugitrue);
3 El rundemo.sh Map<String, Object> hbaseConf = new HashMap<->(); _
3 [ seTuP.md config.put(“hbase.conf", hbaseConfl; =
~ [ storm-demo.imi
* B) timeshaat.csv /% Set the nunber of workers that will be spun up for this topology.
B bvern.dl  Each workar represents @ JW where exautar thrsed will be spawned from =/ =
truck_drivers. nteg = Integer.valuedf( roperty(“storm. trucker. topology .workers")); =
§ & truck_events.ddl conflg.put Cont 0. TOPOLOGY_WORKERS , toplogyWorkers) —
L] Q truck_events._table.csv

. //Read the nimbus host in from the confia file as well
ETermiod W BVersinConwrol (@ vabrieprise @ Spring 27000 Cmpe 125 lec
[l Frameworks s detected in onfigure (L1 minutes ago) = Engr 337

Note: If you want to make commits to github from Intellij, feel free to try out Intellij's git
feature, else ignore the “Add Files to Git” Window if it appears.

4.5 INTELLIJ SETUP TO DEVELOP HADOOP PROJECTS LOCALLY

1. Now we can develop our storm code from the storm-streaming folder directly on our
local machine. Feel free to explore the code, modify or add bolts, spouts, or

topology.



fot-truck-streaming ) [*3 storm -streaming ) [ src ) [ main » [ java

B 1

@ Project
iot-truck-streaming [storm-demo] ~/Downlc
idea
bio
phoenix &
setup
storm-demo-webapp
storm-Kkafkaplus [storm-kafka-0.8-plus]

storm-streaming Je |
src =

—

@' 1: Project.

4 7 Structure

main
Jjava
com_hortonworks. streaming.impl
[* Tibolts | emm—
common —
hdfs.
hive
DriverincidentCount
DroolsBolt
DroolsWebSocketBolt
Prediction
PredictionBolt
PredictionBoltPMML
PredictionWebSocketBolt
RouteBolt
TruckEvent
TruckEventRuleBolt
TruckHBaseBolt
WebSocketBolt
kafka Vs
topol EQIESF’
€% BaseTruckEventTopology
& & TruckEventkafkaExperimTopology
& & TruckEventProcessorKafkaTopology
utils
Truck EventRuleEngine
iresources
test
Citarget
build.sh
m pom.xml
= pom22.xmi
& pom23.xml
& pom24.xmi
README.md
& storm-streaming.iml
stream-simulator
wansport-domain

G

2: Favorites

Elwed

B Terminal W 9:Version Control (i java Enterprise g $pring

] Frameworks detected: Spring framework is detected in the project Configure (today 12:22 PM)

Some appE couia nat o upaaTea
TruckEventKafkaExperimTopalogy.java - storm-demo - [~/Downloadsfiot-truck-streaming] -

automatically.
com ) [ hortonwerks ) 1 streaming ) [ impl ) [ topologies ) (¥ TruckEventKafiaExperimTopology L Fowom e W@ R
& TruckiventafkakxperimTopology java X -
- kafkaspout 01+ +8 BHuh w MachCase  Regex  Words 19 maiches x E
package com.hortonworks. streaming. impl. topologies; \ 2
import com.hortonworks.streaming. impl.bolts.common. EventTypeStrean; B &
import org.apache.storm.Config;
import org.apache. storm.Stormsubnitter; =m
import org.apache. storm.spout. SchemeAsMultiScheme; 2
imgort org.apache. storm.topology. TopologyBuilder; £
import org.apache.storm. tuple. Fields; £
..pon <on.hortonworks. streaning. inpl. bolts. +; .
mport nPe
import ¢ HiveTab ion ¥
import com. hnrtnnunrks streammq mp\ Kafka. Tru:kscheﬂez 2>
import urg apache. logd). Lngger 2.,
import 45 E
import org.s orm. be
port 1
port
port
port
port
Lnport arg.apache. storm. kafka, BrokerHosts;
import org.apache.storm. kafka. KafkaSpout;
import org.apache.storm. kafka.SpoutConfig;
import org.spache. storm. kafka. Zkhosts;
import org.apache.storm.hbase. bolt.HBaseBolt;
import org. apache.storm. bbose. bale.mapper swpunnasmapur
import org
import java.util.HashMap;
import java.util.Map;
public class TruckeventKafkaExperimTopology extends BaseTruckEventTopology {
private static final Logger LOG = Logger.getLogger| TruckEventKafkaExperinTopology. class) ;
private static tinal String DANGERDUS_EVENTS_TABLE_NAME = “driver. _dangerous_events”
private static final String EVENTS_TABLE_COLUMN_FAMILY NAME = “events"
private static final String EVENTS_TABLE_NANE = “driver_events"
private static final String ALL_EVENTS_TABLE_COLUMN_FAMILY_NAME = "sllevents";
private static final String EVENTS_COUNT_TABLE NAWE = “driver_dangerous_events_count”;
private static final String EVENTS COUNT_TABLE COLUMN_FAMILY NAME = “counters";
private static final String HBASE_ROW_KEY = “hbaseRowKey';
private static final String ROUTE_BOLT = "ROUTE_BOLT";
private static final String COUNT_BOLT = “COUNT_BOLT";
private static final String HBASE BOLT_DANGEROUS_EVENTS = “hbaseDangerousEvents”;
private static final String HBASE_BOLT_DRIVER_INCIDENTCOLNT = “hbaseDangerousEventsCount”;
private static final String HBASE_BOLT_ALL_EVENTS = “hbaseAllDriverEvents";
Cmpe 127 lec
public TruckEventKafkaExperinTopology(String configFileLocation) throws Exception { Engr 325

super(configFileLocation); Overdue (1:30 PM)

2 §:T0DO

10chars 64:22 |

2. Once you’ve added or modified the code, we can run mvn command used earlier to
package our storm project into a jar.

cd ~/Documents/iot-truc
mvn clean package -Dski

Note: If you want to add

k-streaming
pTests

an enhancement to the demo, all you need to do is re-execute

the above steps and the new modifications will be added to the jar.

3. As you will see, mvn

generates a target folder in every sub project folder; for

instance, let’s view the project we are working on, storm-streaming, it’s target folder

contains:

1s -1tr storm-streaming

HW12388: iot-truck-streaming
total 324216
drwxr-xr-x
drwxr-xr-x
drwxr-xr-x
—rW—-r—r—
drwxr-xr-x
=rW=r==r== jmedel staff
ot o B B jmedel staff
HW12388: iot-truck-streaming

staff
staff
staff
staff
staff

jmedel
jmedel
jmedel
jmedel
jmedel

/target

jmedel$ 1s

-1ltr storm-streaming/target/

14
14
14
14
14
14
14

102

272

102

75791

102
165908231
10580

jmedel$

12:19
12:19
12:19
12:19
12:19
12:20
12:20

maven-status

classes

test-classes
original-storm-streaming-1.0-SNAPSHOT. jar
maven-archiver
storm-streaming-1.0-SNAPSHOT. jar
dependency-reduced-pom. xml

Sep
Sep
Sep
Sep
Sep
Sep
Sep




Notice the target folder contains storm-streaming-1.0-SNAPSHOT .jar file. This jar is a
collection of java classes for our storm project. When you add an enhancement to the
demo and maven is executed, the jar file will be removed and replaced with a new
version.

4. Let’s send our jar to the sandbox for later use in Day 3.

scp -P 2222 ~/Documents/iot-truck-streaming/storm-streaming/target/storm-streaming-
1.0-SNAPSHOT.jar root@sandbox.hortonworks.com:/root/iot-truck-streaming/storm-
streaming/target

Note: Each time we update the demo, we have to transport the latest jar file to the
sandbox.

SUMMARY

Since we can build jars on our local machine and have an instance of the iot-truck-
streamingproject on our sandbox with the appropriate configurations, we can make
changes to our code locally, and then send the jar to any directory on our sandbox. In

our case, we will send it to storm-streaming/target folder. This approach makes it

easy to develop storm topologies locally, and test it on an HDP environment. Therefore,
we can test if our code performs as expected by viewing the topology visually through
the Storm View’s Visualization. For example, did we connect our spouts and bolts
properly. We can also use HBase to view if Storm sending the proper data to the tables.
We will perform these tests in Day 3.



