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Fig. 1. Comparison (a) of the band structure of semimetals with that of other crystalline 
solids at low temperatures, namely metals with a high electronic population and insulators 
with a large energy gap. The band structure of bismuth at 0 K is represented in (b); here 
GFe, GFh and GFl are the Fermi energies of electrons, heavy holes and light holes respectively, 
while e. is the direct energy gap. 

or, in other words, the density of free carriers at 0 K. While the Fermi energies are 
of the order of eV in metals, they are usually below a few tenths of an e V in semimetals 
(Table 1). The Fermi energies of electrons or holes are specified with respect to 
the energy extrema in the corresponding electron and hole carrier pockets, as indicated 
in Fig. 1. In this figure, the band structures of various kinds of crystalline solids 
are also schematically represented. It may be seen how the band structure varies 
from the typical metal, i.e. a partially filled band at 0 K which may be due to a large 
overlap, to an insulator with a large energy gap. The difference in the electronic 

Enhancement of the effect of the interaction:
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 BCS like instability when n->0 : 

electrons-holes form bound pairs - 
« an excitonic insulator »
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low carrier conductors 

(n=1e18cm-3 => small EF≃10meV) 
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well defined Fermi Surface resolved by QO
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fore a minimum value Eg &0 of the gap Eg below
which the screened Coulomb interaction is too weak
to support an excitonic distorted state, even at O'K. '
Quantitative calculations of the effects of anisotropy
on the value of Ez have been undertaken by Zittartz. '
For moderate anisotropy, the magnitude of Ez is
comparable to the value of E~.
B. Nature of the Distortion

O'K
Ec

EG

Pro. 3. Phase diagram for semimetal-to-semiconductor transi-
tion assuming second-order phase transitions to the excitonic
phase. The abscissa Eg is a function of crystal density, and is
the value of the indirect energy gap in the nondistorted ground
state for the given density. The stable phase is nondistorted in
regions 1 and 2, a simple excitonic distorted state in regions 3
and 4, a doubly distorted state in regions 5 and 6, etc. Regions
1, 3, and 5 are nominally semimetallic, regions 2, 4, 6 semiconduct-
ing. The dividing line (dotted curve) is the place where the
renormalized energy gap Eo(T) goes to zero, and does not
represent any singularities in the physical properties of the
system.

Hartree-Pock potential is calculated for the distorted
state, the exchange potential has terms with periodicity
2w/to; in order for the distorted state to have lower
energy than the nondistorted state, the exchange po-
tential must be strong enough to produce the required
admixture of valence and conduction band states.
The interpretation of the Hartree —Fock excitonic

state in terms of a dilute Bose exciton gas is only
valid for Eg close to Es. As Eg decreases through zero,
the average distance between electrons or holes be-
comes smaller than the radius of the exciton. The
Coulomb interaction becomes more and more strongly
screened as Eg becomes more and more negative, and
significant mixing of valence and conduction band
states becomes restricted to states near the Fermi sur-
face of the nondistorted semimetal. In this region the
Hartree —Fock theory of the excitonic state is mathe-
rnatically similar to the BCS theory of superconductiv-
ity.' If the electron and hole Fermi surfaces are identical
in size and shape, as occurs in a simple two-band model
with isotropic effective masses, then the nondistorted
semimetal ground state is unstable for arbitrarily weak
electron —hole attraction, just as the normal Fermi sur-
face of a metal is unstable to the formation of Cooper
pairs, if there is an arbitrarily weak attraction between
spin-up and spin-down electrons.
Because of the relative simplicity of the calculations,

many studies of the excitonic state have been carried
out in the limit of the isotropic two-band semimetal
with weak eGective electron —hole interaction. The same
model has also been used by Fedders and Martin'8 in
their study of the antiferromagnetism of chromium.
For a real semimetal, the electron and hole Fermi

surfaces are never identical in shape. There is there-
"P.A. Fedders and P C. Martin, Ph. ys. Rev. 143, 245 (1966).

The nature of the distortion in the excitonic state
depends on whether the expectation value (A„t) is
real or imaginary, and also on whether the macro-
scopically occupied exciton state is a singlet or a triplet.
In a model without spin —orbit coupling, the four possi-
bilities are:
(1) Singlet with real phase—characterized by a

charge-density oscillation.
(2) Triplet with real phas- characterized by an

antiferromagnetic spin density oscillation. "
(3) Singlet with imaginary phase characterized by

transverse currents which change sign from one unit
cell to the next (i.e., orbital antiferromagnetism).
(4) Triplet with imaginary phase—characterized by

transverse spin currents. I In the presence of spin —orbit
coupling, states (2) and (3) would be mixed, as would
be states (1) and (4).j
The energies of these four states are degenerate if one
includes in the electron —hole interaction only the domi-
nant term, the long-range Coulomb attraction. The
energies are split, however, by terms in the Hamilton. -
ian representing interband scattering when the electron
and hole are on the same lattice site. The energy split-
tings are proportional to the ratio of the unit cell
volume to the volume of an exciton: these splittings
are therefore very small for loosely bound excitons.
The magnitude of the spin- or charge-density wave or
current is also very small.
By treating the splitting terms as a small perturba-

tion in the Hartree —Fock theory, we have found that
the lowest energy state, in the simplest models, is
always the spin-density wave state (2).4 If coupling
to the phonons is included in the model, however, and
if the coupling to the phonons is suQiciently strong,
then the charge-density oscillation can have a lower
energy. The charge-density oscillation is, of course,
coupled to a lattice distortion which doubles the lattice
period, whereas in the antiferromagnetic state the lat-
"The idea that, under some circumstances, the energy of the

Hartree-Fock ground state of a crystal could be lowered by the
introduction of an antiferromagnetic spin oscillation was sug-
gested by J. C. Slater, Phys. Rev. 82, 538 (1951).Later, A. W.
Overhauser )Phys. Rev. Letters 4, 462 (1960)g proposed that the
nondistorted ground state of a metal will always be unstable in
favor of a state with a spin-density wave. Although it is in fact
true in the strict Hartree-Fock approximation that the normal
metallic ground state always has this instability, this is not true
when the exchange interaction is screened by the dielectric func-
tion of the electron gas. It is believed by most authors that the
nondistorted state will be unstable only for special kinds of band
structures I,'see, for example, Ref. 18).
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Fig. 1. Comparison (a) of the band structure of semimetals with that of other crystalline 
solids at low temperatures, namely metals with a high electronic population and insulators 
with a large energy gap. The band structure of bismuth at 0 K is represented in (b); here 
GFe, GFh and GFl are the Fermi energies of electrons, heavy holes and light holes respectively, 
while e. is the direct energy gap. 
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Perfect semi-metal  : Δρ/ρ0=μ0B2

2

2

high mobility of its bulk carriers [14] and its topologi-
cally non-trivial surface states[16], its large bulk magne-
toresistance [15, 17] has never been studied in detail. Its
carrier density of n�p�5.5 × 1019 cm−3 [18] is compara-
ble to WTe2 (n�p�6.6× 1019cm−3 [19]) and two orders
of magnitude larger than bismuth (n�p�3× 1017cm−3

[24]). We show that in a reasonably clean Sb single crys-
tal, a magnetic field of 56 T enhances resistivity by a
factor of ∆ρ

ρ0
= 3× 106. This is one order of magni-

tude higher than what was reported in WTe2 [6], and
comparable with what was observed in WP2 [8]. The
field dependence of magnetoresistance is close to (but
slightly different from) quadratic. We present an angle-
dependent study, with magnetic field kept perpendicular
to the applied current and rotating in three perpendicu-
lar crystalline planes (as in the case of bismuth [20]), and
employ a semiclassical picture, based on distinct mobility
tensors for electrons and holes, to explain the data. We
show that by assuming slightly imperfect compensation,
one can explain the finite Hall response. Taking into ac-
count a smooth field-induced reduction in mobility allows
perfect fits to the non-quadratic magnetoresistance and
the non-linear Hall resistivity at the same time. Thus,
antimony becomes the first semi-metal whose extremely
large magnetoresistance is totally explained by an ex-
tended semiclassical treatment for any arbitrary ampli-
tude and orientation of magnetic field.

The two additional assumptions required to attain per-
fect fits bring new insight to the apparent diversity of
semi-metallic magnetoresistance. Imperfect compensa-
tion caused by 1 part per million (ppm) of uncontrolled
doping is barely noticeable when there is one hole and
one electron per 104 atoms, that is when carrier density
is in the range of 1019cm−3. But the same amount of
uncontrolled doping has a much stronger signature when
the carrier density is two orders of magnitude lower. This
explains why the high-field magnetoresistance is close to
quadratic in Sb and WTe2, but almost linear in Bi. The
field-induced reduction in mobility can be caused by a
disorder invisible to long-wavelength electrons at zero-
field and becoming relevant in presence of magnetic field.
Since the electron wave-function is smoothly squeezed by
magnetic field, Raleigh scattering by extended defects be-
comes more efficient as the Landau levels are depopulated
[21]. This provides a simple, but non-universal founda-
tion for the field-induced decrease in mobility leading to
the ubiquitous non-quadratic magnetoresistance.

Fig. 1a) presents the reported magnetoresistance of
numerous semimetals at B=9T and T=2K (See [22] for
details). The amplitude of field-induced enhancement
in resistivity is plotted as a function of zero-field mobil-
ity, extracted from resistivity and carrier density: µ0=

1
ρ0(n+p)e . Here, e is the charge of the electron, n and p
are the electron and hole densities and ρ0 the zero-field
resistivity at T=2K. One can see that across more than
three orders of magnitude, the MR of semi-metals (topo-
logical or not) roughly scales with their zero-field mobil-
ity. The higher the mobility, the larger the magnetore-
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FIG. 1: a) Magnetoresistance of various semi-metals at B=9T
and T=2K as a function of the mobility µ0= 1

ρ0(n+p)e where e
is the charge of the electron, n and p are the electron and hole
density and ρ0 the zero field resistivity at 2K. µ0 is expressed
in Tesla−1=104cm2.V−1.s−1 b) Magnetoresistance of elemen-
tal semi-metals antimony (j//trigonal and B//Bisectrix), bis-
muth (j//bisectrix and B//trigonal) and WTe2 (j//a-axis and
B//c-axis) at T=2K. RRR (Residual Resistivity Ratio) is

equal to ρ(T=300K)
ρ(2K) .

.

sistance. However, one can, also see that systematically
∆ρ
ρ0

is lower than 81< µ2
0 >, which is what is expected for

9 T if the mobility was the same unique number relevant
to the two (zero-field conductivity, σ=e(nµe + pµh), and
finite-field magnetoresistance).

Even the most ideally simple semimetal requires more
complexity. Such a system would have a single electron-
like and a single hole-like Fermi surface. The two pockets
are isotropic with scalar mobilities of µe and µh. The
semi-classic magnetoresistance of such a system would
be ∆ρ

ρ0
=< µ2

m > B2, where µm =
√
µeµh. Note that

the zero-field average mobility is µ0 = nµe+pµh

(n+p) . The
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Fig. 1. Comparison (a) of the band structure of semimetals with that of other crystalline 
solids at low temperatures, namely metals with a high electronic population and insulators 
with a large energy gap. The band structure of bismuth at 0 K is represented in (b); here 
GFe, GFh and GFl are the Fermi energies of electrons, heavy holes and light holes respectively, 
while e. is the direct energy gap. 
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Another way to estimate the Fermi temperature is to put
the magnitude of the Seebeck coefficient under scrutiny.
In a wide variety of correlated metals, the slope of the
Seebeck coefficient in the zero-temperature limit is
inversely proportional to the Fermi temperature, as is ex-
pected in the semiclassical transport theory for a Fermi
liquid [32]. In doped SrTiO3, the magnitude of the Seebeck
coefficient in the intermediate temperature range is known
to be remarkably large [33]. Figures 5(a) and 5(b) display
the evolution of the low-temperature Seebeck coefficient in
SrTiO3 with doping. As is seen in the figure, as the carrier
density lowers, the diffusive component of the Seebeck
coefficient increases. In the sample with the lowest carrier
concentration (n ¼ 5:5" 1017 cm#3), the magnitude of
S=T becomes as large as #22 !VK#2. Assuming an
energy-independent mean free path and a spherical Fermi
surface, a Fermi temperature of TF ¼ 12:9 K is obtained
using the equation

!!!!!!!!
S

T

!!!!!!!!¼ "2

3

kB
e

1

TF
: (2)

Thus, data obtained from two independent probes
converge to a Fermi temperature as low as 13 K. The
energy gap between valence and conduction bands in
SrTiO3 is as large as 3 eV. By removing one oxygen
atom out of 105 (assuming that each oxygen vacancy
liberates two potentially mobile electrons), one can cre-
ate a metal with a chemical potential as small as
1.1 meV on the top of this gap. It is remarkable that
this well-defined chemical potential can be achieved in
spite of unavoidable inhomogeneities in dopant distribu-
tion. Long-range screening, which damps local band-
bending effects, appears to be the key factor here. This
result is the first major outcome of this investigation.
This dilute liquid of electrons becomes a supercon-

ductor below a critical temperature of Tc ¼ 86 mK. This
second unexpected result is illustrated in Fig. 5(c), which
shows the resistive transition. The width of transition
(defined as the difference between the temperatures of
10% and 90% drops in resistivity) is 25 mK, to be
compared with a width of 30 mK in a sample with a
Tc of 180 mK and a carrier density of 4:1" 1018 cm#3

FIG. 5. (a) The temperature dependence of the zero-field Seebeck coefficient for three different carrier concentrations. (b) The
temperature dependence of S=T. As is seen in the figure, the diffusive component of thermopower becomes larger with underdoping,
which is indicative of a decrease in the Fermi energy. (c),(d) Superconducting resistive transition for two different carrier
concentrations in the presence of a magnetic field. (e) Temperature dependence of the upper critical field near Tc (defined as the
temperature at which resistivity drops by half) for three carrier concentrations.
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magnetic field for seven samples with different carrier
concentrations kept at the same temperature (0.5 K). As
is seen in the figure, quantum oscillations are barely de-
tectable in the sample with the highest carrier density. As n
decreases, the amplitude of oscillations grows and their
frequency shrinks. Giant oscillations of the Nernst effect
with the approach of the quantum limit were previously
observed in semimetallic bismuth [21] and graphite [22],
as well as doped Bi2Se3 [23]. A property that these three
systems share with lightly doped SrTiO3 is that their Fermi
surface is an extremely small portion of the Brillouin zone.
A 10 T magnetic field truncates such a tiny Fermi surface
into a few Landau tubes. In such a context, each time a
squeezed Landau tube leaves the Fermi surface, the Nernst
signal peaks. The Nernst quantum oscillations are concom-
itant with Shubnikov–de Haas oscillations. For the lowest
Landau indexes, however, while the oscillating component
of resistivity is a small fraction of the overall signal, the
oscillating part of the Nernst coefficient dominates the
monotonous background [22], making the analysis of
the Nernst data straightforward.

At low magnetic fields, the monotonous Nernst signal is
expected to be affected by fluctuating superconductivity.
In a superconductor, fluctuations of the superconducting
order parameter can generate a Nernst signal above Tc.
Theory has quantified the magnitude of the signal due to
the Gaussian fluctuations of the superconducting order
parameter in both two and three dimensions [27]. On the

other hand, the contribution of normal quasiparticles to the
Nernst signal is proportional to the ratio of their mobility
to their Fermi energy [28]. In a dirty high-density two-
dimensional superconductor with low electron mobility
and large Fermi energy, the quasiparticle contribution is
small, and the superconducting Nernst signal is detectable
in a large temperature window above Tc [29]. In slightly
doped bulk SrTiO3, in contrast, the electron mobility is
large, the Fermi energy is small, and the Nernst signal is
therefore dominated by the quasiparticle contribution. (See
the Supplemental Material for a comparison of the orders
of magnitude of the quasiparticle and superconducting
contributions to the Nernst signal [26]).
As is seen in Fig. 1, in the intermediate doping range,

the oscillations display a complex structure, and several
frequencies are detectable. For samples with larger carrier
densities (n ! 1:05" 1018 cm#3), the spectrum of oscil-
lations is indicative of the presence of more than one
component of the Fermi surface. For the lowest doping
level, the structure becomes remarkably simpler.
Figure 2 displays detailed data at different temperatures

for two low-density samples. Quantum oscillations show a
complex structure. At n ¼ 4:1" 1018 cm#3, more than
one frequency are clearly detectable, indicating that the
Fermi level is above the bottom of the second band and that
there are two occupied bands. At n ¼ 1:05" 1018 cm#3,
we detect two sets of peaks with slightly different
frequencies (26.8 and 28.3 T). These two almost identical

FIG. 3. Nernst quantum oscillations as a function of (a) the magnetic field and (b) the inverse of the magnetic field at different
temperatures for the sample with a carrier density of 5:5" 1017 cm#3. There is a single periodicity, with the lowest peak displaying
Zeeman splitting. (c) The variation of the Nernst coefficient (! ¼ Sxy=B) divided by temperature, with the inverse of the magnetic field
at different temperatures. (d) The amplitude of oscillations in !=T for different magnetic fields and temperatures. The solid line
represents the damping expected in the Lifshitz-Kosevitch theory for an effective mass of 1:83me.
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Zeeman splitting. (c) The variation of the Nernst coefficient (! ¼ Sxy=B) divided by temperature, with the inverse of the magnetic field
at different temperatures. (d) The amplitude of oscillations in !=T for different magnetic fields and temperatures. The solid line
represents the damping expected in the Lifshitz-Kosevitch theory for an effective mass of 1:83me.
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Figure 4

Evolution of the Fermi surface structure and resistive Tc a) The evolution of the
frequency of quantum oscillations ¡ith increasing carrier concentration. At two critical doping
levels, nc1 and nc2 new frequencies emerge marking the occupation of new bands.b)The resistive
superconducting phase diagram in SrTiO3−δ and in SrTi1−xNbxO3. Note the structure, which
correlates with band occupation.

4.2. The symmetry of the order parameter

The first study of the superconducting gap in SrTiO3 was by Binnig et el.(5), who performed

planar tunneling experiments on NB-doped SrTiO3 and observed two distinct gaps. Recent

tunneling studies on superconducting SrTiO3/LaAlO3 interfaces(96) and Nb-doped thin

films(97), however, could not detect such multiple gaps. Both these early and recent tun-

neling studies found that the magnitude of the pap is close to the BCS weak-field coupling

value of ∆/kBTc = 1.76 and in agreement with the size of the specific heat jump(99)

The study of thermal conductivity (κ) in the superconducting state(99) found no T-

linear term in κ deep inside the superconducting state (Fig. 5a). since nodal quasi-particles

are expected to present a T-linear contribution to the heat transport, the result implies

that the superconducting gap is nodeless, Controlled disorder was found to have little effect

on the superconducting transition temperature(98). As seen in Fig. 5b, Tc is insensi-

tive to defects introduced by electron irradiation. This behavior is similar to what was

observed in MgB2, and contrasts with the typical sensitivity of unconventional supercon-

ductors. In d-wave YBaCuO7−δ and p-wave Sr2RuO4 p-wave), Tc is extremely sensitive to

potential scattering and the superconducting ground state can be completely destroyed by

disorder(101, 102, 103). On the other hand, according to Anderson’s theorem(100), Cooper
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fore a minimum value Eg &0 of the gap Eg below
which the screened Coulomb interaction is too weak
to support an excitonic distorted state, even at O'K. '
Quantitative calculations of the effects of anisotropy
on the value of Ez have been undertaken by Zittartz. '
For moderate anisotropy, the magnitude of Ez is
comparable to the value of E~.
B. Nature of the Distortion

O'K
Ec

EG

Pro. 3. Phase diagram for semimetal-to-semiconductor transi-
tion assuming second-order phase transitions to the excitonic
phase. The abscissa Eg is a function of crystal density, and is
the value of the indirect energy gap in the nondistorted ground
state for the given density. The stable phase is nondistorted in
regions 1 and 2, a simple excitonic distorted state in regions 3
and 4, a doubly distorted state in regions 5 and 6, etc. Regions
1, 3, and 5 are nominally semimetallic, regions 2, 4, 6 semiconduct-
ing. The dividing line (dotted curve) is the place where the
renormalized energy gap Eo(T) goes to zero, and does not
represent any singularities in the physical properties of the
system.

Hartree-Pock potential is calculated for the distorted
state, the exchange potential has terms with periodicity
2w/to; in order for the distorted state to have lower
energy than the nondistorted state, the exchange po-
tential must be strong enough to produce the required
admixture of valence and conduction band states.
The interpretation of the Hartree —Fock excitonic

state in terms of a dilute Bose exciton gas is only
valid for Eg close to Es. As Eg decreases through zero,
the average distance between electrons or holes be-
comes smaller than the radius of the exciton. The
Coulomb interaction becomes more and more strongly
screened as Eg becomes more and more negative, and
significant mixing of valence and conduction band
states becomes restricted to states near the Fermi sur-
face of the nondistorted semimetal. In this region the
Hartree —Fock theory of the excitonic state is mathe-
rnatically similar to the BCS theory of superconductiv-
ity.' If the electron and hole Fermi surfaces are identical
in size and shape, as occurs in a simple two-band model
with isotropic effective masses, then the nondistorted
semimetal ground state is unstable for arbitrarily weak
electron —hole attraction, just as the normal Fermi sur-
face of a metal is unstable to the formation of Cooper
pairs, if there is an arbitrarily weak attraction between
spin-up and spin-down electrons.
Because of the relative simplicity of the calculations,

many studies of the excitonic state have been carried
out in the limit of the isotropic two-band semimetal
with weak eGective electron —hole interaction. The same
model has also been used by Fedders and Martin'8 in
their study of the antiferromagnetism of chromium.
For a real semimetal, the electron and hole Fermi

surfaces are never identical in shape. There is there-
"P.A. Fedders and P C. Martin, Ph. ys. Rev. 143, 245 (1966).

The nature of the distortion in the excitonic state
depends on whether the expectation value (A„t) is
real or imaginary, and also on whether the macro-
scopically occupied exciton state is a singlet or a triplet.
In a model without spin —orbit coupling, the four possi-
bilities are:
(1) Singlet with real phase—characterized by a

charge-density oscillation.
(2) Triplet with real phas- characterized by an

antiferromagnetic spin density oscillation. "
(3) Singlet with imaginary phase characterized by

transverse currents which change sign from one unit
cell to the next (i.e., orbital antiferromagnetism).
(4) Triplet with imaginary phase—characterized by

transverse spin currents. I In the presence of spin —orbit
coupling, states (2) and (3) would be mixed, as would
be states (1) and (4).j
The energies of these four states are degenerate if one
includes in the electron —hole interaction only the domi-
nant term, the long-range Coulomb attraction. The
energies are split, however, by terms in the Hamilton. -
ian representing interband scattering when the electron
and hole are on the same lattice site. The energy split-
tings are proportional to the ratio of the unit cell
volume to the volume of an exciton: these splittings
are therefore very small for loosely bound excitons.
The magnitude of the spin- or charge-density wave or
current is also very small.
By treating the splitting terms as a small perturba-

tion in the Hartree —Fock theory, we have found that
the lowest energy state, in the simplest models, is
always the spin-density wave state (2).4 If coupling
to the phonons is included in the model, however, and
if the coupling to the phonons is suQiciently strong,
then the charge-density oscillation can have a lower
energy. The charge-density oscillation is, of course,
coupled to a lattice distortion which doubles the lattice
period, whereas in the antiferromagnetic state the lat-
"The idea that, under some circumstances, the energy of the

Hartree-Fock ground state of a crystal could be lowered by the
introduction of an antiferromagnetic spin oscillation was sug-
gested by J. C. Slater, Phys. Rev. 82, 538 (1951).Later, A. W.
Overhauser )Phys. Rev. Letters 4, 462 (1960)g proposed that the
nondistorted ground state of a metal will always be unstable in
favor of a state with a spin-density wave. Although it is in fact
true in the strict Hartree-Fock approximation that the normal
metallic ground state always has this instability, this is not true
when the exchange interaction is screened by the dielectric func-
tion of the electron gas. It is believed by most authors that the
nondistorted state will be unstable only for special kinds of band
structures I,'see, for example, Ref. 18).
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Fig. 1. Comparison (a) of the band structure of semimetals with that of other crystalline 
solids at low temperatures, namely metals with a high electronic population and insulators 
with a large energy gap. The band structure of bismuth at 0 K is represented in (b); here 
GFe, GFh and GFl are the Fermi energies of electrons, heavy holes and light holes respectively, 
while e. is the direct energy gap. 

or, in other words, the density of free carriers at 0 K. While the Fermi energies are 
of the order of eV in metals, they are usually below a few tenths of an e V in semimetals 
(Table 1). The Fermi energies of electrons or holes are specified with respect to 
the energy extrema in the corresponding electron and hole carrier pockets, as indicated 
in Fig. 1. In this figure, the band structures of various kinds of crystalline solids 
are also schematically represented. It may be seen how the band structure varies 
from the typical metal, i.e. a partially filled band at 0 K which may be due to a large 
overlap, to an insulator with a large energy gap. The difference in the electronic 
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3D « Dirac » dispersion Na3Bi,Cd3As2,WTe2…

Enhancement of the effect of the interaction: EF ~EC
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« an excitonic insulator »

Dilute metals: 
low carrier conductors 
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a positive Nernst signal corresponds to an electric field along the y-axis, when the

thermal gradient is along the x-axis and the magnetic field along the z-axis. This older

convention is the one used in thermoelectric literature[41] and textbooks[42] unrelated

to the Nernst signal of the vortices. According to this convention, the Nernst signal in

bismuth is negative[41, 36]. However, a second sign convention has been widely used

during the last few years. According to it, the Nernst signal expected by the vortices
moving from hot to cold is taken as positive[18]. As seen in Fig. 1, this is opposite

of the first convention. The scientific literature on the superconducting Nernst signal,

apart from a few exceptions[43], has used this latter convention. The existence of two

opposite sign conventions led to a confusion in the case of CeCoIn5[24, 27, 28]. The

Nernst signal in the normal state of this system is negative according to the first (or the

historical) convention, but positive according to the second (or the vortex) convention.
This feature, not correctly grasped in the first communication on the observation of the

Nernst effect in this system[24] was subsequently corrected[27, 28]. In this text we are

going to use the more popular vortex convention, according to which the Nernst signal

in bismuth (which is negative in the historical convention) would be positive.

The solution of the Boltzmann equation leads to the following link between the

electric and the thermoelectric conductivity tensors:

α = −
π2

3

k2
BT

e

∂σ

∂ε
|ε=εF

(5)

In other words, the thermoelectric response is a measure of the variation in

conductivity caused by an infinitesimal shift in the chemical potential.

Combining equations 4 and 5 with the definition of the the Hall angle (tan θH = σxy

σxx
)

yields:

N = −
π2

3

k2
BT

e

∂ tan θH

∂ε
|ε=εF

(6)

Such a expression directly linking the Nernst effect to the energy derivative of the

Hall angle was first put forward by Oganesyan and Ussishkin[39]. Now, in a one-band

picture, the Hall angle is equal to:

tan θH = ωcτ =
eBτ

m∗
(7)

Here ωc is cyclotron frequency, τ is the scattering time and m∗ is the effective mass.

Therefore, assuming that the scattering time is the only energy-dependent component

of the Hall angle, an alternative expression for Eq. 6 would be:

ν = N/B = −
π2

3

k2
BT

m∗

∂τ

∂ε
|ε=εF

(8)

This is the expression which appears in Sondheimer’s monograph of 1948[38]. Note
the equivalence between equations 6 and 8. A superficial reading of Eq. 8 would

erroneously conclude that the Nernst effect inversely scales with the effective mass. But

this is misleading, since any change in the effective mass would have consequences on the

Fermi energy. For this reason among others, Eq. 6 is more transparent. It states that if

ν

T
= −π2

3

k2B
m∗

∂τ

∂�
|�=�f≈ 283

µ

�f
[µV K−1T−1]
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Figure 4. The low temperature slope of the Nernst coefficient as a function of the
ratio of electron mobility to the Fermi energy. The values are those listed in table 1.

response of a Fermi liquid in the zero-temperature limit.

6. Nernst effect and quantum criticality

The Fermi energy, broadly taken, as the main energy scale of the Fermi liquid vanishes

in the vicinity of the Quantum Critical Point(QCP). If the Nernst response is inversely

proportional to the Fermi energy, it should be enhanced in the vicinity of a QCP.

This has been confirmed by Izawa and co-workers[28], who studied the thermoelectric
response of CeCoIn5 in the vicinity of the field-induced QCP at 5.2 T. The case is well-

documented, so that the relationship between the field-dependence of ν/T and εF can

be checked by looking at other probes of the Fermi energy, which are the prefactor of T2

resistivity[46] and , γ, t he electronic specific heat[45]. Moreover, the direct observation

of the Fermi surfaces with de Haas-van Alphen studies allows to quantitatively link the

drop in the Fermi energy and the mass enhancement of the heaviest detected band[48].
The field-dependence of three quantities which track the Fermi energy, that is ν/T , A1/2

and γ is almost identical[28]. The available data for the Nernst coefficient and resistivity

suggests that the Fermi energy increases by a factor of 5 between 16 T and 6 T. [Note

In the case of bismuth
 the combination of 

(i) high mobility
(iii) low Fermi energy

give a large Nernst effect

Nernst effect : low field regime 
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Fermi surface of Graphite

Z.Zhu et al., Nature Physics 4,166602 (2009)(HOPG)
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3.1. THE GRAPHITE LATTICE

Fig. 3.3: a) First Brillouin zone of graphite. It represents a regular hexadron. The charac-
teristic points are the centre Γ, the edge points K and K’, and the corner points H
and H’. Note that kz is given in units of c0/2π . The carriers occupy only a small
region along the H-K-H edge, which is schematically indicated by the pockets. b)
Bernal stacked graphite. Consecutive layers are shifted by the vector a0 given in
Fig. 3.1 a). The interaction between the carbon atoms are described by so-called
γ-parameters.

scribes the interaction of carbon atoms within a graphite layer. The remaining parameters describe
interactions between atoms in various layers. The parameter γ1 corresponds to the interaction of A
and B atoms stacked directly above each other. γ2 describes the interaction between B-type atoms
in second nearest lattices. γ3 and γ4 describe the interaction between B-A atoms and A-B atoms,
respectively, which are not stacked directly one above the other. γ5 determines the interaction be-
tween two second nearest A atoms. The parameter γ6 ≡ ∆ reflects the inequivalence between the
atoms A and B once the presence of neighbouring layers is taken into account. The values of the
γ-parameters used throughout this thesis are given in Table 5.1 (page 63).

Taking into account the symmetry of the graphite lattice and the coupling between the carbon
atoms, the SMW Hamiltonian is given by [2],

H =





ε0
1 0 H13 H∗

13
0 ε0

2 H23 −H∗
23

H∗
13 H∗

23 ε0
3 H33

H13 −H23 H∗
33 ε0

3




, (3.2)

where
ε0

1 = ∆+ γ1Γ+
1
2

γ5Γ2, ε0
2 = ∆− γ1Γ+

1
2

γ5Γ2, ε0
3 =

1
2

γ2Γ2

H13 =
1√
2
(−γ0 + γ4Γ)σeiα , H23 =

1√
2
(γ0 + γ4Γ)σeiα , H33 = γ3Γσeiα ,

(3.3)
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Between the peaks, the Nernst effect is “step like”
In this regime, the electronic spectrum is: 

E

kz

The Nernst effect is dominated by the green spots of each of the (full) Landau levels. 
As long as the chemical potential is far from the bottom of the Landau levels, the 

Nernst effect is nearly constant.
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Origin of the giant Nernst quantum oscillations 

Doron L. Bergman and Vadim Oganesyan
Phys. Rev. Lett. 104, 066601 (2010)

insight highlighting the difference between the density of
states (as measured through magnetization) and the en-
tropy—while the former accounts for both localized and
extended states, the entropy of localized states is strictly
zero; hence, the activated behavior of !xy is preserved.
Fourth, the standard Mott formula

!ðTÞ ¼ $ð"2=3Þðk2BT=eÞA!@#ðT;$Þ=@$; (8)

with A! ¼ 1 is violated in this dissipationless regime,
essentially due to singularities of zero-temperature con-
ductivity. For concreteness we can use (6) and the finite T
expression for #xy in the absence of disorder to obtain
A!ð$; TÞ % 3

"2 %j@!n $$j in the activated regime and

A! ¼ 12 log2="2 % 0:84 precisely at the transition—ob-
serve that Mott formula slightly overestimates !xy near the
transition and grossly underestimates it away, in the acti-
vated regime, as T ! 0. Finally, it is worth recalling that
existence of delocalized states in two dimensions is due to
a subtle interplay of magnetic field and disorder which
becomes particularly intricate as B ! 0 [25]. Thus, while
the generalizedMott relation continues to hold in this limit,
the fate of #xy (and !xy) rests with evolution of extended
states, which may depend on factors not treated here, e.g.,
details of lattice structure [25]. In short, the limit B ! 0 is
rather subtle and left for future work.

Next, we consider the three-dimensional regime of large
Lz, so that a quasicontinuum of momenta kz appears below
the Fermi level, so we can write simply

!xy ¼
ekB
h

X

n

Z 1

$1

dkz
2"

½fn logfn þ ð1$ fnÞ logð1$ fnÞ(:

(9)

One low temperature (Sommerfeld) expansion of this
expression can be obtained by linearizing electron disper-
sion about each of the flat Fermi surfaces with Fermi

velocity, vFn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð$$ @!nÞ=mz

p

!xy ¼ $ ekB
h

"2

3

Xnmax

n¼0

kBT

2"@vFn
; (10)

where nmax ¼ ½&(, the index of the highest occupied
Landau level, is the integer part of & ¼ ð$=@!c $ &0Þ.
Defining thermal de Broglie lengths for motion along the
z axis, 'Tz ¼ h=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBTmz

p
and perpendicular to it 'T ¼

h=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBTm

p
we can rewrite

!xy¼$ekB
h

"2

3

‘B
'Tz'T

Xnmax

n¼0

1ffiffiffiffiffiffiffiffiffiffiffiffi
&$n

p

¼ i
ekB
h

‘B
'Tz'T

½(ð1=2;$&Þ$(ð1=2;1þnmax$&Þ(

(11)

in terms of (, the Hurwitz zeta functions (i )
ffiffiffiffiffiffiffi
$1

p
). This

approximate expression for !xy vanishes linearly with T as
T ! 0, it also diverges at a set of critical fields BCn ¼

$m
eðnþ&0Þ defined by @!n ¼ $ via one sided root singularities,

due to one-dimensional van-Hove singularities appearing
every time a Landau band empties, with kFn ! 0. Clearly,
Sommerfeld expansion breaks down around these critical
points and we need to do better.
To that end we rewrite Eq. (9), with bn ) %ð$$ @!nÞ

and fz ) fðz2 $ bnÞ,

!xy ¼ $ ekB
h'Tz

X

n

FðbnÞ; (12)

FðbÞ ) $
Z 1

$1
dzfz logfz þ ð1$ fzÞ logð1$ fzÞ; (13)

FðbÞ ¼

8
>>><
>>>:

*1=
ffiffiffi
b

p
for b ! 1

*e$b for b ! $1
% 2 at b ¼ 0
% 2:4 for b ¼ bmin % 1:3

(14)

in terms of the crossover function F (which is everywhere
positive), whose relevant regimes are listed above and
displayed in Fig. 2. Most importantly, in quantum critical
regimes @ejB$ BCnj=m & kBT we predict*

ffiffiffiffi
T

p
variation

of !xy % $2ðe=hÞðkB='TzÞ.
Experiments.—The broad range of materials where our

theory may be tested directly includes conventional de-
generate and nondengerate semiconductors [19], semi-
conductor heterostructures and graphene [24,26,27], bulk
semimetals [10,28], quantum critical points, esp. ones with
pronounced changes in the Hall number [29]. Our discus-
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FIG. 2 (color online). Using effective mass parameters m ¼
0:05me, mz ¼ 3me, and carrier density n ¼ 10$18=cm3 we plot
the expected behavior of !xy across the quantum limit showing
both*T and quantum critical,*

ffiffiffiffi
T

p
(in the inset), behaviors. We

take T ¼ 0:5; 1; 2; 4½K( for the *T plot, and T ¼
0:25; 0:125; 0:0625; 0:03125½K( in the inset (identifiable by the
fact that lower temperature gives sharper peaks). We compute
!xy in units of !0 ¼ $ kBe

h' , where ' ¼ hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mzkBð1 KelvinÞ

p . The

quantum critical behavior of the scaling function F is charac-
terized by a temperature and field independent value at the
crossing point (signifying the crossing of the Landau band’s
bottom) and a temperature independent value at the peak T away
from the crossing point.
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FIG. 8. (Color online) Color map of Sxy when the magnetic field
rotates in three perpendicular planes: (a) (trigonal, binary) plane (i.e.,
φ = 0◦), (b) (trigonal, bisectrix) plane (i.e., φ = 90◦), and (c) (binary,
bisectrix) plane (i.e., θ = 90◦). On top of the color map, theoretical
lines corresponding to the hole (purple) and the three electron pockets
e1 (dotted), e2 (black solid), and e3 (gray solid) are plotted. In each
panel there are two parts corresponding to the data obtained with two
different pairs of electrodes.

FIG. 9. (Color online) The Landau spectrum for a magnetic field
rotating in the (trigonal, bisectrix) plane according to theory (lines)
and experiment (symbols). Additional peaks refer to those which
can be clearly identified as not associated with an electron Landau
sublevel.

FIG. 10. (Color online) The Landau spectrum for a magnetic field
rotating in the (trigonal, binary) plane according to theory (lines)
and experiment (symbols). Additional peaks refer to those which
can be clearly identified as not associated with an electron Landau
sublevel.

FIG. 11. (Color online) The Landau spectrum for a magnetic field
rotating in the (binary, bisectrix) plane according to theory (lines)
and experiment (symbols). Additional peaks refer to those which
can be clearly identified as not associated with an electron Landau
sublevel.
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case, whereas n indexes the DOS peaks in the 3D case. One needs to keep this in
mind in interpreting g.

We have verified that the slope in Fig. 4b is insensitive to the tilt angle y of B
relative to the crystalline axes. As shown in Fig. 5a, the SdH period is virtually
independent of y within the experimental uncertainties, consistent with negligible
anisotropy in the small FS pockets. The good agreement between SF and nH (Hall
density) at 5 K is also evidence for a negligible anisotropy.

Spin degeneracy in N¼0 LL. Knowledge of the field B1 (the transition from
N¼ 1 to the N¼ 0 LL) and the electron density per valley ne suffices to determine
the spin degeneracy of the N¼ 0 LL.

For the 3D Dirac case24, the energy in the Nth LL is

EN;kz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðmDv2Þ2 þ
ffiffiffiffiffiffi
2N

p
!hv

‘B

" #2

þð!hvkzÞ2
s

; ð12Þ

with mD the Dirac mass, kz the component of k along B and ‘B ¼
ffiffiffiffiffiffiffiffiffiffi
!h=eB

p
the

magnetic length.
For N¼ 0 LL, we solve for kz(E)

kzðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 % E2

00

q
=!hv; ð13Þ

where E00¼mDv2.
Let us assume that only N¼ 0 LL is occupied. To obtain the relation linking EF,

B and ne, we integrate the 3D DOS D(E)dE¼ (gLgs/p)dkz, with gs the spin
degeneracy and gL ¼ 1=2p‘2B the 2D LL degeneracy per spin. Using equation 13,
we have

ne ¼
ZEF

E00

DðEÞdE ¼ gLgs
p!hv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
F %E2

00

q
: ð14Þ

This equation is valid until B is reduced to the jump field B1, whereafter
electrons enter the N¼ 1 LL. At the jump field, EF lies just below the bottom of
N¼ 1 LL, that is, E2

F ¼ E2
10 ¼ ðmDv2Þ2 þð

ffiffiffi
2

p
!hv=‘BÞ2. Using this in equation 14,

we have

ne ¼
ffiffiffi
2

p
gs

2p2‘3B
ðB ¼ B1Þ: ð15Þ

In relation to equation 3, we showed that equation 15 gives a value equal
(within 10%) to the total electron density per valley if gs¼ 1, that is, when B4B1,
all the electrons can be accomodated by the N¼ 0 LL with only one spin
polarization. This is direct evidence for the non-degeneracy of the N¼ 0 LL.

Interestingly, equation 15 is identical for the isotropic Schrödinger case,
for which

EN;kz ¼ ðN þ 1
2
Þ!hoc þ

!h2k2z
2m

; ð16Þ

where oc¼ eB/m and m is the mass. However, for N¼ 0 LL of the Schrödinger
spectrum, we must have gs¼ 2, so it can be excluded.

A simple example of massive Dirac spectrum. An example illustrating the non-
degeneracy of N¼ 0 LL is the spinless fermion on the 2D hexagonal lattice (valley
degeneracy replaces spin degeneracy in this example). The sublattices A and B have
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case, whereas n indexes the DOS peaks in the 3D case. One needs to keep this in
mind in interpreting g.

We have verified that the slope in Fig. 4b is insensitive to the tilt angle y of B
relative to the crystalline axes. As shown in Fig. 5a, the SdH period is virtually
independent of y within the experimental uncertainties, consistent with negligible
anisotropy in the small FS pockets. The good agreement between SF and nH (Hall
density) at 5 K is also evidence for a negligible anisotropy.

Spin degeneracy in N¼0 LL. Knowledge of the field B1 (the transition from
N¼ 1 to the N¼ 0 LL) and the electron density per valley ne suffices to determine
the spin degeneracy of the N¼ 0 LL.

For the 3D Dirac case24, the energy in the Nth LL is

EN;kz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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with mD the Dirac mass, kz the component of k along B and ‘B ¼
ffiffiffiffiffiffiffiffiffiffi
!h=eB

p
the

magnetic length.
For N¼ 0 LL, we solve for kz(E)

kzðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 % E2

00

q
=!hv; ð13Þ

where E00¼mDv2.
Let us assume that only N¼ 0 LL is occupied. To obtain the relation linking EF,

B and ne, we integrate the 3D DOS D(E)dE¼ (gLgs/p)dkz, with gs the spin
degeneracy and gL ¼ 1=2p‘2B the 2D LL degeneracy per spin. Using equation 13,
we have

ne ¼
ZEF

E00

DðEÞdE ¼ gLgs
p!hv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
F %E2

00
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This equation is valid until B is reduced to the jump field B1, whereafter
electrons enter the N¼ 1 LL. At the jump field, EF lies just below the bottom of
N¼ 1 LL, that is, E2

F ¼ E2
10 ¼ ðmDv2Þ2 þð

ffiffiffi
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p
!hv=‘BÞ2. Using this in equation 14,

we have

ne ¼
ffiffiffi
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2p2‘3B
ðB ¼ B1Þ: ð15Þ

In relation to equation 3, we showed that equation 15 gives a value equal
(within 10%) to the total electron density per valley if gs¼ 1, that is, when B4B1,
all the electrons can be accomodated by the N¼ 0 LL with only one spin
polarization. This is direct evidence for the non-degeneracy of the N¼ 0 LL.

Interestingly, equation 15 is identical for the isotropic Schrödinger case,
for which

EN;kz ¼ ðN þ 1
2
Þ!hoc þ

!h2k2z
2m

; ð16Þ

where oc¼ eB/m and m is the mass. However, for N¼ 0 LL of the Schrödinger
spectrum, we must have gs¼ 2, so it can be excluded.

A simple example of massive Dirac spectrum. An example illustrating the non-
degeneracy of N¼ 0 LL is the spinless fermion on the 2D hexagonal lattice (valley
degeneracy replaces spin degeneracy in this example). The sublattices A and B have
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gap inversion is also driven by cooling a sample (the critical
temperature is x dependent within this interval). Strauss10

performed early optical transmission measurements of Eg in a
series of single-crystal films of Pb1! xSnxSe, with x ranging from 0
to 0.35. For x¼ 0.25, he reported that Eg closes at 195K. A slight
interpolation of his data shows that at our doping x¼ 0.23, Eg
should vanish at 179K, remarkably close to our Tinv¼ 180K. The
recent ARPES measurements of Dziawa et al.5 is consistent with
Eg closing between 100 and 200K. Given the ARPES resolution,
these results are all consistent with our inference that our Tinv
corresponds to the gap inversion temperature. Hence, we reason
that the Nernst signal changes sign either at, or very close to, the
gap inversion temperature. The inverted sign of Sxy below 180K
in Fig. 1c,d occurs in the gap-inverted phase. We refrain from
making the larger claim that this is also the topological transition
because we are unable to resolve the surface states in our
experiments.

The fits of Sxy to equation 2 (Fig. 1d) shows that the curves
below 100K are well described by the Boltzmann–Mott
expression assuming a single band of carriers, but there is an
overall sign disagreement. Despite the sign problem, the analysis
singles out the physical factors that fix the sign and delineates the
scope of the problem. For example, reversing the sign of both b
and bH inverts the sign of Sxy, but also that of Sxx. Alternately, one
might try reversing the signs of b and bH, and e simultaneously.
This will invert the sign of Sxy but leave Sxx unchanged. However,
ryx is forced to change sign.

The analysis assumes that in the gap-inverted phase, the FS is
simply connected. This may not be valid. Gap inverion may lead
to the existence of a small pocket surrounded by a larger FS sheet
(topologically similar to the FS of the ‘giant Rashba’ material
BiTeI25). As the small pocket dominates the thermoelectric
response, the Nernst effect may be detecting this novel situation.
These issues will be left for future experiments.

We may attempt to understand the striking B-linear profile of
Sxx/T in Fig. 5 using a semiclassical approach. In N¼ 0 LL, the
long-lived quasiparticles complete a large number of cyclotron
orbits between scattering events (for example, from mBB220, we
estimate this number isB35 at 20 T). The scattering results in the
drift of the orbit centres X in a direction transverse to the applied
!,T. Ignoring the fast cyclotron motion, we may apply the
Boltzmann equation to X. The thermopower is then given by the
high-B limit of equation 1, Sxx(T,H)-AbH0 /EF, where EF is now
measured from the bottom of N¼ 0 LL and bH0 differs from the
weak-field bH. In this picture, the B dependence of Sxx arises
solely from how EF changes with B.

For B4B1, only N¼ 0 LL is occupied. From equation 14
(Methods), we have the relation between EF, ne and B, viz.

E2
F ¼ ðmDv2Þ2 þ

P2

B2 ; P ¼ 2p2!h2vne
gse

! "
: ð4Þ

In the limit EFcmDv2, we obtain the relation EFB1/B. This
immediately implies that Sxx/T increases linearly with B as
observed. Setting gs¼ 1, we derive from equation 4 the rate of
increase

@Sxx=T
@ðBÞ ¼ k2B

6!h2
b0H
vne

ð5Þ

Repeating this calculation for the Schrödinger case, we get
instead Sxx/TBB2.

From Fig. 5, the thermopower slope q(Sxx/T)/q(B)¼ 8.71
& 10! 8 VK! 2 T! 1. Using the above values of v and ne in
equation 5, we find (qSxx/T)/q(B)¼ 6.1 b0H& 10! 8VK! 2 T! 1.
The value of b0H is not known. Comparison of the calculated slope
with experiment suggests b0HB1.5. Hence, this back-of-the-

envelop estimate can account for the rate at which Sxx/T increases
with B.

Methods
Semiclassical fits to Sxx and Sxy. In the presence of a magnetic field B, an electric
field E and a temperature gradient !rT (in an infinite medium), the total current
density is given by14 J¼ r 'Eþa ' (!rT). Here, sij is the conductivity tensor and
aij is the thermoelectric tensor. Setting J¼ 0 (for a finite sample) and solving for E,
we have E¼ ! q 'a ' (!rT), with q¼ r! 1 the resistivity tensor.

In the geometry with B jj ẑ and !rT jj x̂, the components of the E-field
(for an isotropic system) are

Ex= j rT j¼ !ðrxxaxx þ ryxaxyÞ ð6Þ

Ey= j rT j¼ rxxaxy ! ryxaxx: ð7Þ
The thermoelectric tensor Sij is given by Ei¼ SijqjT (Sxx40 for hole carriers and

Sxy40 if Ey40 when Hz40).
The Mott relation14,

aij ¼ A @sij
@e

# $

z
; A ¼ p2

3
k2BT
e

! "
; ð8Þ

where kB is Boltzmann’s constant, e is the elemental charge and z the chemical
potential, has been shown to hold under general conditions, for example, in the
quantum Hall Effect (QHE)26,27. Using equation 8, equations 6 and 7 reduce to
equations 1 and 2, respectively.

The fits of Sij to these equations displayed in Fig. 1d were carried out using the
one-band, Boltzmann–Drude expressions for the conductivity tensor, viz.

sxxðBÞ ¼ Neem=ð1þ m2B2Þ; ð9Þ

sxy Bð Þ ¼ Neem2B=ð1þ m2B2Þ; ð10Þ

where the total carrier density Ne is 4ne (ne is the density in each of the FS pocket at
the L points).

In the geometry with B jj ẑ and !rT jj x̂, we define the sign of the Nernst
signal to be that of the y component of the E-field Ey. More generally, if EN is the E-
field produced by the Nernst effect, the sign of the Nersnt signal is that of the triple
product EN 'B& (!rT). This agrees with the old convention based on ‘Amperean
current’28 and with the one adopted for vortex flow in superconductors29.

At each T, we have fitted the measured curves of Sxx and Sxy versus B to
equations 1 and 2 using equations 9 and 10 for the conductivity tensor. The
separate fits of Sxx and Sxy yield two sets of the parameters m, D and DH, which are
displayed in Fig. 6 (solid triangles and open circles, respectively). The three-
parameter fit places strong constraints on the curves of Sxx and Sxy. Disagreement
between the two sets signals that the one-band model is inadequate.

Below 100K, the two sets agree well, whereas closer to Tinv they begin to
deviate. The reason is that equation 2 cannot account for the change of sign in the
Nernst signal given the relative magnitudes of D and DH fixed by the curves of Sxx.
Above 200 K, the two sets are inconsistent because thermal excitations of holes
across the small band gap is important at elevated T and the one-band assumption
becomes inadequate. This is evident in the onset above 200K of significant T
dependence in the Hall density nH (see Fig. 2a).

We remark that Sxx¼Vx/dT is directly obtained from the observed voltage
difference Vx and the temperature difference dT between longitudinal electrical
contacts (their spatial separation Lx is immaterial). However, for the Nernst signal,
we have Sxy¼ (Vy/dT)(Lx/Ly), where Ly is the spatial separation between the
transverse contacts. Hence, the aspect ratio Ly/Lx is needed to convert the observed
Nernst voltage Vy to Sxy. The ratio Ly/Lx is measured to be 4±0.4. The fits are
improved significantly if this value is refined to 4.20, which we adopt for the curves
at all T.

Fits to equation 9 and 10 of the conductivity tensor measured in the same
sample are shown in Fig. 7 for weak B at selected T from 5 to 150K. The fits yield
values of the mobility m similar to those shown in Fig. 6a. The inferred carrier
density Ne is also similar to the measured Hall density nH.

Indexing the quantum oscillations. For the 3D systems, one identifies the index
field Bn as the field at which the DOS displays a sharp maximum (diverging as
½E!ðnþ 1

2Þ!hoc)!
1
2 in the absence of disorder). From the quantization rule for

areas in k-space, Bn is related to the FS cross-section SF as

SF ¼ 2p
‘2B

ðnþ gÞ; ð11Þ

where ‘B ¼
ffiffiffiffiffiffiffiffiffiffi
!h=eB

p
and g (the Onsager phase) is 1

2 for Schödinger electrons. The
plot in Fig. 3b follows equation 11. From its slope, we obtain SF. The intercept g is
close to zero in Fig. 3b. We will discuss g elsewhere.

We note that, in the 2D systems in the QHE regime, the index field is the field at
which the chemical potential z falls between adjacent LLs, where the DOS vanishes,
and the Hall conductance displays a plateau. The difference between 2D and 3D
systems arises because the integer n counts the number of edge states in the QHE
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in agreeent a DW scenario. They are detailed below:
(i) The temperature dependence of the onset of the transition: in a mean-field ap-
proach, the onset of the transition, Tc is depends on the magnetic field following a
BCS-like result [14]:

Tc = T ∗ exp(−B∗

B
) (2)

where T ∗ is a temperature scale related to the Fermi energy[15]. Figure 3 c)
presents the onset temperature of the transition, deduced by resistance and the
Nernst effect in two different types of graphite (Kish and natural) as a function of
the inverse of magnetic field. In good agreement with early [17, 18, 19, 14] and with
more recent results[12, 13], we find that logTc is follows B−1 linearly and Equation
2 captures the evolution of the onset of the α-transition with temperature and mag-
netic field, using T∗=80K and B∗ ≈110T as fitting parameters.
(ii) The re-entrance at 53T: as the magnetic field increases, the distance between the
Landau levels (n=0,±) of the electrons and (n=-1,±) of the holes increases due to
the Zeeman energy. According to [31], close to 53T, both Landau levels (0,+) and (-
1,-) depopulate, which leads to the collapse of the DW that had formed within these
Landau levels[14].
(iii) Non-linear transport: an electric field can make a density wave to move collec-
tively and provide an additional contribution to electric conductivity. Non-ohmic
behavior was first observed in the case of in-plane measurements [20] (i.e. in
the direction perpendicular to the CDW state). It was also observed in c-axis
measurements[30], which is more consistent with the sliding motion of a CDW
state given that the nesting vector is expected to be along the c-axis. It should be
noted that the electrical field threshold crucially depends on defects, which pin the
DW and is therefore sample-dependent.

2.2 Nernst effect in the field induced state

Experimentally, the field-induced state in graphite has been mainly studied us-
ing electronic transport measurements[29]. No evidence of this field-induced state
has been reported by magnetization measurements or any other thermodynamic
probe[19, 13]. In this section we discuss the consequences of this phase transition
for the Nernst effect, which is a probe of entropy transport by electrons. The Nernst
effect (Sxy= Ey

∆Tx
) corresponds to the generation of a transverse electrical field by a

thermal gradient in the presence of a magnetic field.
The study of electrical and entropy transport in graphite at low magnetic field has

revealed that among four transport coefficients ρxx,ρxy, Sxx and Sxy, the Nernst effect
is the most sensitive probe to the quantum oscillations[23]. Figure 4a) compares the
in-plane resistance (Rxx) and the Nernst voltage (Vxy) as a function of the magnetic
field at T=1.3K. For Rxx, the amplitude of the quantum oscillations is about ≈10%
of the overall signal. On the other hand, the amplitude of the quantum oscillations

BCS-type formula  for mean-field-type pairing

J. Phys.: Condens. Matter 21 (2009) 344207 H Yaguchi and J Singleton

Figure 1. Transverse magnetoresistance ρxx at different temperatures
between 1.1 and 10 K. The onset transition (α) and the reentrant
transition (α′) are indicated with arrows. Shubnikov–de Haas
oscillations are seen around 3 and 7 T at low temperatures.

transition accompanied by a resistance increase as the
onset [3]. In most experimental studies on this subject done
thus far, Kish graphite [6, 7] has been chosen. Indeed,
all of the graphite samples used in the studies described in
this article were flakes of Kish graphite. Kish graphite,
which is artificially grown by precipitation from carbon-
saturated molten iron or nickel [6, 7], has been found to
exhibit the onset of the field-induced density-wave state in
a consistent manner. In contrast, samples such as highly
orientated pyrolytic graphite (HOPG), which is polycrystalline
graphite with ordered c-axis orientation, are seen to exhibit
somewhat poor features associated with the field-induced
phase transition, and do not appear to behave very reproducibly
from sample to sample [3]. Such a difference between Kish
graphite and HOPG is perhaps due to the dimensionality.
In fact, this idea is supported by recent magnetoresistance
measurements [8] and scanning tunnelling spectroscopy (STS)
experiments in magnetic fields [9]. The magnetoresistance
experiments signal the occurrence of the (integer) quantum
Hall effect, which is inherent in the two-dimensional system,
in HOPG samples (but not in Kish graphite samples) [8]. The
STS measurements in magnetic fields parallel to the c-axis [9]
indicated that Kish graphite is identified as bulk graphite whilst
HOPG may be regarded as graphite with a finite thickness
of about 40 layers. Both of these studies strongly suggest
that HOPG is considerably more two-dimensional than Kish
graphite.

Our pulsed-magnetic-field study revealed that the onset
transition to the field-induced density-wave state is, at a higher
field, followed by a reentrant transition back to the normal
state [5]. Figure 1 shows the transverse magnetoresistance ρxx

in pulsed magnetic fields of ∼55 T at various temperatures.
For all the temperatures except 10 K, a sharp resistance
increase is clearly seen (labelled α, after [10]), which is

Figure 2. Phase diagram of graphite in the H–T plane. The solid
circles represent data points of the onset (α) field, and the open
circles represent the reentrant (α′) transition. The solid curve through
the data points is a guide to the eye and provides an approximation to
the phase boundary.

the feature attributed to the electronic phase transition to the
field-induced density-wave state mentioned above [2, 3]. The
resistance then exhibits complicated behaviour, particularly at
low temperatures and drops dramatically at fields higher than
∼45 T. Eventually, the resistance shows a sharp bend around
50 T (labelled α′ in figure 1) and approaches an extrapolation
of the resistance from below the onset field. This is a very
strong indication of a reentrant transition to the normal phase.
The width between the α and α′ fields becomes narrower
with increasing temperature and no discernible structures
attributable to the transitions can be seen at or above 10 K. The
attribution of α′ to a reentrant transition leads to the proposed
phase diagram for graphite shown in figure 2. A smooth solid
curve is employed through the data points as a guide to the
eye and represents an approximation of the phase boundary
between the ordered state and the normal state.

In order to understand the phase diagram in the H –T
plane (magnetic-field–temperature plane), let us first focus on
the temperature dependence of the onset field. The onset
field at liquid helium temperatures is typically 20–30 T; this
field range was intensively investigated using steady magnetic
field to determine accurately the phase boundary in the H –T
plane [3, 11] in the early stage of the research. At least in this
field range, the relationship between the critical temperature
and the applied field was found to be empirically expressed by
the formula

Tc(B) = T ∗ exp
(

− B∗

B

)
, (1)

where T ∗ and B∗ are adjustable parameters. This empirical
formula was inspired by the Bardeen–Cooper–Schrieffer
(BCS)-type formula for a mean-field-type pairing transition

kBTc(B) = 1.14EF exp
(

− 1
N(EF)V

)
, (2)

where N(EF) is the density of states at the Fermi level and
V is the relevant pairing interaction. The values of T ∗

obtained in existing experimental studies are of the order
of the Fermi energy of graphite (∼20 meV) in accordance

2

T*=80K~TF

N(EF) scales with B the Landau level degeneracy



Graphite in the quantum limit regime
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Graphite in the quantum limit regime
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Graphite in the quantum limit regime
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Graphite: origin of the field induced electronic instability ?

Can a DW decrease the Nernst response in the QL regime?

see also the case :  
URu2Si2  : R. Bel et al., PRB 70, 220501(R) (2004)

PrFe4P12 : A.Pourret, PRL 96, 176402 (2006)

C. Hess, arxiv/1202.2959
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The DW scenario in the QL regime can explain the decrease of the Nernst coefficient 

Graphite: origin of the field induced electronic instability ?
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Electrical transport : Rxx vs Rzz

B//c j//c
B//c

j//(a,b)

LNCMI-T

B. Fauqué et al, PRL 110,266601 (2013) 

Magnetoresistance along the c axis, Rc, presented in
Fig. 1(b), shows several remarkable differences with Ra

(in-plane magnetoresistance). First, below the onset
of transition, the out-of-plane magnetoresistance
is much smaller than the in-plane magnetoresistance.
This is not surprising, since the Lorentz force does not
affect the electron motion along the magnetic field [20]
(see Supplemental Material [19], section B for a more
detailed discussion of the low field magnetoresistance).
A second difference between Rc and Ra is the amplitude
of the variation caused by the phase transition. In the case
of Ra, it is less than a factor of 2, whereas in the case of Rc,
it is 3 orders of magnitude. The remarkable sensitivity of
the c axis transport had been noticed previously [13], but
never quantified. The third difference between Rc and Ra is
their diverging behavior above 53 T. In this range, Rc

increases with magnetic field and this enhancement
strongly depends on the temperature. On the other hand,
Ra decreases with increasing magnetic field or decreasing
temperature.

Before this work, the system was believed to reenter its
low-field state above 53 T [17]. Therefore, the increase in

Rc above this field was unexpected. This observation moti-
vated us to extend our investigation of Rc to higher fields
(80 T) and lower temperatures (0.44 K). The data are
presented in Fig. 2(a). As seen in the figure, above 53 T,
Rc increases, saturates, and then steeply drops at 75 T to
recover its magnitude before the onset of transition. Thus,
Rc is enhanced by several orders of magnitude in two
adjacent yet distinct field windows. The first extends
between 30 to 53 T and the second between 53 and 75 T.
In both windows, the amplitude of Rc becomes extremely
temperature dependent. Figure 2(b) presents the tempera-
ture and field dependence of Rc in a logarithmic color map.
A new dome clearly emerges above 53 T. This corresponds
to the boundaries of a new electronic phase in the

FIG. 2 (color online). (a) Out-of-plane magnetoresistance in
semi-logarithmic scale of kish graphite (sample K3) up to 80 T
for the lowest investigated temperatures. (b) A logarithmic color
map of Rc (sample K3) in the plane of the temperature and
magnetic field.

FIG. 1 (color online). (a) In-plane magnetoresistance of kish
graphite (sample K1) for different temperatures. (b) Out-of-plane
magnetoresistance of sample (K2) for various temperatures. The
magnetic field is oriented along the c axis. Note the semilogar-
ithmic scale of the lower panel.

PRL 110, 266601 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending
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Electrical transport : Rzz

There is still a life above 53T ! 
A second transition induced by a magnetic field in Graphite 

Kish Graphite

B. Fauqué et al, PRL 110,266601 (2013) 

B//c j//c
LNCMI-T
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c-axis : all the Landau levels are gapped
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Although the electronic spectrum 
in the two field induced states is gapped, 

the in-plane resistance is metallic !!

Kish Graphite

crystals; as a matter of fact both strongly contradict each
other. Our findings are in very good agreement with the re-
cent report of Mihály et al.19 where the Montgomery method
was employed. As plotted in Fig. 2, the resistivity in the
intermediate b! direction shows a metal-like behavior; !b!!T"
decreases almost as steeply as !a!T". The kink in !b!!T"
shows up at somewhat higher temperatures: it follows the
dependence !b!!T""T0.84 between 300 and 200 K and
changes to the T1.63 power law upon further cooling down to
60 K. Below that temperature it can be perfectly described
by a quadratic temperature dependence: !b!!T""T2 as al-
ready found for the a axis !see inset of Fig. 2". In Fig. 3 the
ratio of !b! /!a is plotted as a function of temperature for both

compounds. For !TMTSF"2PF6 the ratio is basically constant
at higher temperatures above 50 K.
For the least conducting direction, !c*!T" increases by

about a factor of 1.5 when going from room temperature
down to 90 K !Fig. 2". Although no clear power law is
found, the behavior above 100 K may be approximated by
!c*!T""T!0.2. Below 90 K, !c*!T" falls rapidly before turning
upwards again below 15 K due to the spin-density-wave
transition. In the temperature range between 35 and 65 K it
follows a metallic behavior with !c*!T""T. Our findings in
the c* direction are consistent with previous results.16,19,31
The anisotropy ratio !c* /!a !depicted in the inset of Fig. 3"
increases continuously by a factor of 100 as the temperature
is lowered to TSDW and finally reaches almost 105. Again
fluctuation effects are seen above the transition.
In order to be able to directly compare our results !!T"

recorded at ambient pressure with the theoretical models for
constant-volume !!V"!T" dependence, we converted our ex-
perimental data utilizing a procedure as it was previously
suggested for !TMTSF"2X and !TMTTF"2X salts.13,35 The
ambient-pressure unit cell at 16 K was taken as reference
unit cell; when the temperature T increases, a certain pres-
sure p !depending on the thermal expansion and the com-
pressibility" must be applied !at a given T" in order to restore
the reference volume. Since in the metallic phase !a varies
by 10% per 1 kbar !Refs. 16 and 19" for all T values above
50 K, the measured resistivity !a is then converted into a
constant-volume value !a

!V" using the expression !a
!V"=!a / !1

+p0.1 kbar!1".45 The analogous procedure using 10% kbar!1
and the appropriate thermal expansion can be applied for the
perpendicular direction in order to get !b!

!V". It is not clear
whether this is also a legitimate procedure with respect to the

FIG. 1. Overall behavior of the temperature dependent dc resis-
tivity of a !TMTSF"2PF6 single crystal along the three crystallo-
graphic axes a, b!, and c*.

FIG. 2. Temperature dependence of the dc resistivity of
!TMTSF"2PF6 measured along the a !open squares", b! !open
circles", and c* !solid circles" directions. Note the resistivity scales
for the three axes. The inset depicts the T2 dependence of the resis-
tivity below 100 K. Below 65 K, !c*!T" cannot be described by a
quadratic dependence; instead it follows a !c*!T""T behavior.

FIG. 3. Temperature dependence of the anisotropy of the dc
resistivity !b! /!a of the Bechgaard salts. The inset show the tem-
perature dependence of the anisotropy !c* /!a. The upper frame cor-
responds to !TMTSF"2PF6 while the data of the lower frame are
taken on !TMTSF"2ClO4.

SCALING BEHAVIOR OF THE LONGITUDINAL AND… PHYSICAL REVIEW B 71, 075104 !2005"

075104-3

SDW

M. Dressel et al.,  
Phys. Rev. B 71, 075104 (2005)
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Rxx≃0.2Ω

B. Fauqué et al, PRL 110,266601 (2013) 



Ultrasound measurements   

v=(c33/ρ)1/2 

Δv/v=(v(B)-v(0))/v(0)=1/2Δc33/c33(0)  

Longitudinal mode : B//q//c

!" #"

f=255Mhz

D. Le Boeuf and al., Nat Com (2017)
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α-transition : A second order phase transition    

David June 2016

Relation between thermal expansion and sound velocity

Erhenfest relationships for elastic constant and thermal expansion αi =
1
Li

dLi

dT

∆cii(Tc) = −∆Cp(Tc)

VmolTc

�
dTc

dεi

�2
(1)

∆αi(Tc) =
∆Cp(Tc)

VmolTc

�
dTc

dPi

�
(2)

dTc

dεi
= −

�

j

cij
dTc

dPj
(3)

dTc

dεi
= −

VmolTc

∆Cp(Tc)

�

j

cij∆αj(Tc) (4)

∆cii(Tc) =
VmolTc

∆Cp(Tc)

��

j

cij∆αj(Tc)

�2
(5)

∆vii
vii

=
1

2cii

VmolTc

∆Cp(Tc)

��

j

cij∆αj(Tc)

�2
(6)

In YBCO we have:

∆α2 = 3.10−7 K−1

∆Cp/Tc = 10 mJ/mol/K2

Vm = 10−4 m3mol−1

c22 = 268 GPa

1

2cii

VmolTc

∆Cp(Tc)
≈ 2.10−14

(7)

��

j

cij∆αj(Tc)

�2
∼ (c22∆α2)

2 ≈ 10
10

(8)

such that
∆v22
v22

≈ 10−4 which is a factor 2 or so bigger than the measured value. So the

formula works and usually the change in the length is much smaller than the change in the

velocity such that

∆f

f
=

∆v

v
− ∆L

L
≈ ∆v

v
(9)

unless the ciis are small. This makes sense, soft materials tend to have bigger thermal ex-

pansion.
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key new observation, and we also observe it in the out-of-
plane transport [35]. The β0 transition develops below 6 K
alongside the α0 transition. In addition, we identify a new
weaker feature, labeled γ, at 47.1! 0.1 T, which is
resolved below 3 K and represents the onset of another
resistance increase. The temperature dependence of these
transitions is shown in Fig. 3 [35].
We now discuss the theoretical interpretation of these

features, based on our new numerical calculations of the LL
structure including the Hartree-Fock self-energy, following
the framework of Ref. [25]. In the quantum limit, the
system is understood in terms of the one-dimensional
dispersion of the lowest, spin-split, electron and hole
LLs, and their density wave instabilities. We investigate

closely the magnetic field dependence of the putative
nesting vectors in all four LLs that are close to the
Fermi level (see Fig. 3). We calculate the renormalized
LLs by including the electron self-energy in a fully self-
consistent manner [35]. The effect of short-range correla-
tions, neglected by the conventional random-phase
approximation, is included via the Hubbard local-field
correction [37,38] to the effective electron-electron inter-
action. The inclusion of this correction is crucial in order to
get a quantitative agreement between the theoretical LL
structure and the experimental data. We use the exper-
imental value of Bα0 to fix the tuning parameter that
characterizes our theory [35], namely, the static relative
permittivity.
We find that the sharpest new features at Bα0 ¼ 52.3!

0.1 and Bβ0 ¼ 54.2! 0.1 T correspond to two distinct first-
order transitions (see Figs. 3 and 4) associated with the
abrupt depopulation of both the ð0;↑Þ (electronlike) and
ð−1;↓Þ (holelike) LLs. We argue below that the splitting of
the transitions arises from the breaking of valley degen-
eracy. The first-order character of the α0 and β0 transitions,
predicted by our theory, is experimentally confirmed by the
clear evidence of hysteresis in both, as shown in Fig. 4(c).
Furthermore, our calculations show that at Bγ ¼ 48 and

Bϵ ¼ 68 T, the nesting vectors of the intraband CDWs, i.e.,
Qð0;↑Þ and Qð−1;↓Þ as well as Qð0;↓Þ and Qð−1;↑Þ [Fig. 4(b)]
take the values of 2π=4c0 and 2π=3c0, respectively,
corresponding to commensurate wavelengths of 4c0
and 3c0 (the lattice parameter c0 is twice the distance
between adjacent graphene layers). This suggests the γ
feature, observed experimentally around 47.1 T and tem-
peratures below 3 K (see Fig. 2) is a lock-in transition
of the corresponding CDW from an incommensurate state
to a “phase-locked” commensurate order [35,39–45,53].

FIG. 3. Phase diagram of the CDWs in the (0;↑) and (−1;↓)
LLs. Circles and squares are phase transitions with positive and
negative differential magnetoresistance, where black represents
the α, blue the β, and ocher the γ transition. At low fields the
critical temperature of α and β increases exponentially following
[23] (black and blue dashed lines): TcðBÞ ¼ T% expf−B%=Bg,
with T%

α ¼ 230 K, B%
α ¼ 148 T, T%

β ¼ 300 K, B%
β ¼ 195 T.

(a) (b) (c)

FIG. 4. (a) Renormalized LL structure in the ultraquantum limit: Above 8 T only four LLs cross the Fermi energy. At 54 T valley
degeneracy is lifted leading to two differentially doped sets of LLs, here A and B refer to theH-K-H andH0 − K0 −H0 valleys. (b) CDW
nesting vectors Q up to 90 T. Holelike levels have nesting vectors given by QðhÞ ¼ 2kðhÞF ¼ 2π=c0 − 2kF (see inset). All Q s decrease
with increasing magnetic field due to the upward and downward shift of the electronlike (0; σ) and holelike (−1; σ) LLs, before
vanishing in a first-order transition at Bα0 ¼ 52.3, Bβ0 ¼ 54.2, and Bδ0 ¼ 73.5 T. The nesting vector of the (0;↑) LL becomes
commensurate at Bγ ¼ 48 T. (c) Close-up of the nesting vectors in the vicinity of the first-order α0 and β0 transitions (top panel) and
observed resistance hysteresis (bottom panel): The red curves show the magnetic field up sweeps, whereas blue curves correspond to the
down sweeps.
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Nesting vector for two CDW phases

3

critical temperature when the sound wave frequency f
matches the order parameter relaxation rate 1/τ such
as f

2π τ = 1 the energy absorption is the highest and
an excess attenuation is expected just below Tc. In the
case of the λ transition, as the temperature gets closer
to Tλ, τ is diverging as τ0

1− T
Tλ

and the maximum in ul-

trasound absorption shifts towards further away from Tc

as the frequency increases. In the case of graphite the
temperature has to be substituted to the magnetic field
and the transition occurs above the critical field B0 lead-
ing to Eq.1. The fact that the transitions follows the
Landau-Khalatnikov is a first evidence for the existence
of an order parameter appearing at a phase transition. A
second evidence can be found in the existence of a neg-
ative jump at the α-transition. It is a common feature
for a second order phase transition with a linear coupling
of the strain to the square of the order parameter [18].
According to the Erhenfest relationship the sound veloc-
ity jump is proportional to the jump in the specific heat
following :

(
∂Tc

∂�i
)2 =

−VmolTc∆cii
∆Cp(Tc)

(2)

where Tc is the critical temperature, �i is the uniaxial
strain, Vmol is the molar volume and (∆Cp(Tc)) the spe-
cific heat jump at Tc. At the α-transition, we found
that ∆v

v0
= ∆c33

2c33(B=0) ≈5e-5. It is an order of magnitude

smaller than the SDW transition of PF6 [30] and two or-
der of magnitude smaller than the incommensurate CDW
state of 2H-TaSe2 [29] but it is surprisingly high for a sys-
tem with a carrier concentration four order of magnitude
smaller than these metals as we will discuss in the last
part.

We report on Fig.4 d) the evolution of B0(T ) on the
temperature - magnetic field phase diagram for the α
and β transitions that we compare with the onset of the
transition as determined by electrical transport. Fig. 4
a), b) and c) compare the in-plane and the longitudi-
nal resistance respectively labelled Rxx and Rzz in Kish
graphite. In Rxx the onset of the transition is charac-
terized by sharp increase follow by a plateau, attributed
to a second transition [9, 11]. Below 1.5K and in good
agreement with Yaguchi et al. [21], we find that, down to
T=0.4K, Rzz only increases sharply at the β transition in
Rxx. The temperature-magnetic field dependence of the
onset of the α-transition is generally describe by BCS-
like result where the mean field critical temperature, T0,
T0 = T ∗ exp(−B∗

B0
) with T ∗ is a temperature scale related

to the Fermi energy[10]. We find that B0,α matches with
the first anomaly in Rxx while B0,β matches the second
anomalies in Rxx concomitant with the large increases in
Rzz. For both transitions we note that the characteris-
tic order parameter relaxation time ω0=1/f0 ≈ 6 × 108

is small compare to magnetic or ferroelectric transitions.
As discussed in the section E of the SM, it could be the
result of the coupling of the ultrasounds wave with either
the lattice or with a collective excitations of the DW con-

densate.
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FIG. 3: a) Field dependence of the sound attenuation for a
sound frequency ranging from 74Mhz to 396Mhz at T=4.2K
b) Frequency - magnetic field phase diagram of the peak posi-
tion observed in a). c) Position of the first attenuation max-
imum as function of the frequency for temperature ranging
from 6.2K down to 0.7K (circle and squares points correspond
respectively to measurement in pulse and DC magnetic field).
The line is a linear fit f = f0(1 − B

B0
) where the the rela-

tion time, τ , follows τ = τ0
1− B

B0

. The values of B0 for the

different temperature are reported on Fig.4 (red points)). d)
Sound velocity hysteresis at γ-transition. The red and bue
curves correspond respectively to the down and up sweeps
at f=255Mhz. No hysteresis is observed for the α-transition
which has the strongest temperature dependence.

γ-transition : The γ-transition differs not only from
its temperature and frequency dependence but also in
its contribution to transport properties. While the α,β
and δ-transitions can be identify to well define anomalies
in Rxx,zz it is less straightforward for the γ-transition.
Early low temperature in plane magnetoresistance works
by Yaguchi and al.[9] has suggested the presence of tem-
perature independent anomalies close to 43T above which
a change in the slop of Rxx occurred. More recently
Arnold and al. [11] report a temperature independent
anomaly at 47.1T (and observed only below 3K) associ-
ated with a lock-in transition. Our observation of a large
change in the elastic properties around 45T supports this
scenario. As in the case of 2H-TaSe2 the locking tran-
sient is almost invisible in transport but gives the most
dramatic effect in the elastics properties [29]. As well by
comparing the up-sweeps and down-sweeps at low tem-
perature we find that the γ-transition (see Fig.3 d) is

γ-transition  : first order transition from ICDW to CCDM  

Hysteretic behaviour 
observed at  γ-transition

γ-transition : 
Lockin transition of the α-transition ?

Recently, Fauqué et al. [12] discovered the onset of a
second density-wave anomaly above 53 T, by out-of-plane
transport measurements on Kish graphite up to 80 T. This
state was found to collapse at 75 T into a state with metallic
c-axis conductivity. These authors argued that only one
of the (0;↑) or (−1;↓) LLs depopulates at 53 T, and,
furthermore, that the (0;↓) and (−1;↑) levels remain
populated above 75 T. On the other hand, the observation
of a vanishing Hall coefficient at 53 T [30] was interpreted
in terms of the depopulation of both the (0;↑) and (−1;↓)
LLs at 53 T, as predicted theoretically [25]. It was
suggested that an excitonic phase forms in the remaining
(0;↓) and (−1;↑) levels above 53 T. Elsewhere it has been
argued that an excitonic insulator phase appears at 46 T
[31]. A resistance hysteresis was observed around 53 T
[32]. In addition, a small feature of unclear origin (we will
clarify its origin in the present work) around 47 T was
reported [33]. It is clear that the evolution of the LLs with
magnetic field, and their associated density wave insta-
bilities, through the quantum limit and into the ultra-
quantum limit at highest fields, remain open questions.
In this Letter we present new magnetotransport mea-

surements on single crystal graphite, of significantly higher
quality than hitherto, in conjunction with new theoretical
calculations of the LL band structure, and density wave
instabilities. We show that the field-induced density wave
below 54.2 T, contrary to previous reports, is a super-
position state of a number of incommensurate collinear
CDWs with different onset and vanishing fields. One of
these undergoes a lock-in transition at 47.1 T before two of
the CDWs vanish due to the emptying of their correspond-
ing LLs at 52.3 and 54.2 T, respectively. Within our model
we predict that the system stays gapped at low temperatures
above 54.2 T, due to additional CDWs which empty
ultimately at 73.5 T. This upper threshold field defines
the ultraquantum limit, above which our model predicts a
LL structure such that the bulk is an insulator. This
corresponds to the new phase, with observed onset at
75 T, discovered in Ref. [12]. Given the observation of the

metallic c-axis response in that phase [12], we propose that
it supports a set of surface states which allow for charge
transport perpendicular to the planes, although within the
planes the charge and spin currents cancel. We find that
interactions are crucial for this state to be insulating;
without taking into account interactions the system would
be metallic at these magnetic fields.
Our electrical transport measurements were performed

on a single crystal of Tanzanian natural graphite [34], the
quality of which significantly exceeds the commonly used
Kish graphite, highly oriented pyrolytic graphite, or other
natural graphites, as evidenced by de Haas–van Alphen
measurements [35]. This sample quality is crucial in
revealing the new features we observe; the self-doping
of graphite by structural defects is minimized, reducing
electron-hole charge imbalance. Our studies of the in-plane
and out-of-plane magnetotransport were made in pulsed
magnetic fields up to 60 T [35,36].
Figure 2 shows the in-plane resistance of the graphite

crystal for fields up to 60 T and temperatures below 10 K.
The in-plane resistance first increases steeply, superim-
posed by Shubnikov–de Haas oscillations, and saturates
above 15 T due to the presence of a closed Fermi surface
[7,22,50,51]. At lowest temperatures a step is observed in
the in-plane resistance at around 30 T, followed by a steep
increase of the resistance, reaching its maximum value at
48 T before it drops down to below its initial value at
around 53 T. This behavior has already been reported for
Kish and highly oriented pyrolytic graphite, and has been
attributed to the formation of a DW state [12,22,27,33,52].
Similar features can also be identified in the out-of-plane
transport [12,35].
In order to highlight the signatures of the transitions in

our sample, the magnetic field derivatives of the in-plane
magnetoresistance were calculated (see Fig. 2). Here the
transitions appear as maxima and minima. We denote the
observed maxima as α, β, and γ, in ascending order of their
transition fields, and the corresponding minima as α0 and β0.
The resolution of the two features α0 and β0 is the first
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FIG. 2. (a) Magnetic field dependence of the in-plane resistance of graphite for temperatures below 10 K measured in a 25 ms 60 T
pulsed field magnet. (b) Magnetic field derivatives of the in-plane resistance: The data have been offset proportional to the temperature
by 0.5 Ω=TK for clarity. α and β denote the onset transitions of the DWs in the (0;↑) and (−1;↓), whereas α0 and β0 mark the field at
which they vanish. At γ the CDW associated with the (0;↑) LL undergoes a lock-in transition.
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12 ELASTICITY MEASUREMENTS IN THE LAYERED. . .

the phase-sensitive detection scheme shown in
Fig. 1. The Princeton Applied Research (PAR)
124 sinusodial oscillator frequency fwas used to
generate a square wave whose period was twice
that of the incoming sine wave. This square-wave
phase locked a function generator producing a sine
wave of frequency ,'f. —This signal was amplified
and fed to an electrostatic drive transducer, which
was effectively a parallel-plate capacitor with one
plate (the sample) free to vibrate. 'Ihe unbiased
drive transducer excited the sample onto flexural
vibrations at twice the applied frequency. An iden-
tical biased electrostatic receiver detected the am-
plitude of the vibrations through the modulation of
the receiver capacitance. In a voltage- sensitive
detection scheme, cable capacitance may lead to a
significant loss of receiver signal. This problem
was circumvented by using a current-sensitive de-
tector (PAR 184) which had a low input impedance.
The received signal contained information concern-
ing the amplitude and phase of the reed. The PAR
124 was phase adjusted to detect the component of
the displacement" which is in quadrature to the
phase at resonance. A second phase-sensitive de-
tector (not shown in Fig. 1) functioned as a wave
analyzer and measured the total amplitude of the
received signal.
The electronics could be phase locked to a flex-

ural resonance by having the PAR dc output con-
trol the oscillator frequency. The electronic sys-
tem would then track variations in the resonant
frequency due to changes in external parameters
(e.g. , temperature}. Measurements of Q could al-
so be made in this mode of operation by determin-
ing the frequencies at the half-power points (+45'
phase shift). The resonant frequency fwas mea-
sured with a frequency counter and then converted
to a dc signal, which could be recorded as a func-
tion of temperature. Near the phase transitions
in these materials, the resonant frequency and
output amplitude were simultaneously, and contin-
uously, recorded as the sample was heated and
cooled through the transformation. Separate runs
were necessary for each frequency. For a con-
stant drive voltage, the received amplitude was
found to be inversely proportional to the Q

' of
the resonance within -20/~. Typical input voltages
of 10-20 V and receiver bias voltages of 50-200 V
dc introduced small strains in the samples ranging
from 10 ~ to 10 '.

IV. RESULTS

A. 2H-TaSe,

The 2II-TaSe, samples were oriented with the
layers in the phane of the reed and the reed axis
along the crystallographic p axis. Measurements
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FIG. 2. Temperature dependence of the modulus and
internal friction in 2H- TaSe2 from 1.3 to 300 K. A
small elastic anomaly occurs at the incommensurate
CD% transition at T = 121 K, while a much larger
anomaly takes place at the commensurate transition
near 90 K. At 300 K, the modulus temperature depen-
dence is (1/E) (BE/8 T) =1.0 x 10 4 K ~ and Eo(300 K)
=1.2 g 10 dye cm2.

of the modulus and internal friction from 1.3 to
300 K are shown in Fig. 2. In this initial experi-
ment, the internal friction was determined from a
record of the free decay of the resonant amplitude,
i.e. , Q ' =(mf7, } ', where 7', is the time for the am-
plitude to decrease by a factor e '. The modulus
data were normalized to the room-temperature
value E, (300 K) =(1.2+0.4) x10" dyn/cm', which
is the average for several measured samples.
This surprisingly large modulus suggests that
there is a rather strong elastic coupling between
adjacent layers. "
The modulus has an unusually weak temperature

dependence in the range 150-300 K. Below 150 K,
the modulus begins to decrease and reaches a
shallow minimum at -121 K. We associate this
modulus anomaly with the incommensurate or on-
set (ICDW) transformation. At a slightly lower
temperature near 90 K, we find elastic anomalies
which are approximately an order of magnitude
larger than those of the higher temperature ICDW.
While these elastic measurements near 90 K indi-
cated the existence of a phase transition, it was
precision neutron measurements' that confirmed
the presence of the commensurate (CCDW) transi-
tion near this temperature. The strong coupling
between the elastic properties and the CDW's ap-
pears to extend down to liquid-helium tempera-
tures.
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(3)
where ~ is the characteristic relaxation time for
the process. The first- overtone internal-friction
maximum is seen to be approximately twice as far
below Tp as the fundamental maximum. By assum-
ing the relaxation time has a power-law divergence
7'=7', (T/To —1~ ~ and using the condition ~r =1 at
the maximum, we calculate the following estimates
for the relaxation-time coefficient and exponent:

7p3x10'sec and/=2. 9 (4)
The most unusual feature of the loss measure-

ments associated with the transformation is that
the fundamental internal-friction maximum is ap-
proximately four times larger than the first-over-
tone maximum. A detailed analysis of the data
shows that this anomalous behavior is not consis-
tent with a simple relaxation model as given by
Eqs. (2) and (3) since the temperature dependence
of Q ' is not that predicted by Eq. (2).
The experimental result that, for the ICDW

transition in TaSe„ the acoustic loss is larger at
the lower frequency is a puzzling and nontrivial
finding. This is certainly not what one would ex-
pect for an electronic loss mechanism where the
limiting relaxation frequencies are far in excess
of the low frequencies used in this experiment.
Such low relaxation frequencies as appear here are
more characteristic of atomic loss mechanisms
(e.g. , diffusion, point defects, dislocations, etc.)
or macroscopic loss mechanism (e.g. , domain-
wall motion). The nature of such a "slow" loss
mechanism at a charge-density wave transforma-
tion is not, at present, understood. The experi-
ments do suggest, however, that an unexpected
loss phenomena is occurring at this transition.
The concept of phononlike distortions or disloca-
tions in the charge-density wave, recently dis-
cussed by McMillan, ' may be a possible explana-
tion for the unusual low frequency loss at the ICDW
transition.
Elastic measurements near the CCDW transition

in 2&-TaSe, are shown in Fig. 4. These continuous
measurements were taken by initially heating the
system through the transition and then reversing
the process by introducing -10 ' Torr of 'He gas
to cool the specimen down again. The initial heat-

nons is not understood and thus we will qualitative-
ly interpret the internal-friction measurements
below the transition in terms of a relaxation model.
For a single relaxation process, the internal

friction and Young's modulus dispersion may be
represented by

(2)
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FIG. 4. Continuous heating and cooling curves of the
elastic properties near the commensurate transition in
2H-TaSe& (T~ = 90 K). Modulus measurements were
normalized to the modulus minimum obtained upon heat-
ing. Measurements correspond to drift rates of - 0.2
min. Large elastic hysteresis (- 5 K) clearly demon-
strates the first-order character of this transition.
For both heating and cooling, the internal-friction maxi-
mum occurs at a temperature lower than the modulus
minimum.

ing curves show elastic extrema near 92.5 K,
while the subsequent cooling curves lead to weaker
elastic anomalies near 87.3 K. These measure-
ments reveal a large elastic hysteresis of greater
than 5 K at this lock-in transformation, which
clearly demonstrates its first-order character.
To within -0.3 K, the temperatures of these elas-
tic anomalies were independent of drift rates in
the range 0.1-0.3 K/min so long as the initial
starting temperature was at least 5 K away from
the transition. This type of behavior is character-
istic of first-order transitions. In both the heat-
ing and cooling measurements, the internal-fric-
tion maximum occurs at a temperature approxi-
mately 0.4 K below the modulus minimum. The
occurrence of Q ',„below T, is a similar feature
to both transitions in TaSe, . However, the temper-
ature difference between the extrema of Q '„and
E is dependent upon frequency for the ICDW but
not for the CCDW transition. However, there are
significant frequency-dependent hysteresis effects
at the CCDW transition which are shown in Fig. 5.
These heating curves for the fundamental and first-
overtone modes reveal a difference of -1.7 K in
the temperature of the corresponding modulus

2H-TaSe2

M. Barmatz and 
al., PRB, 12, 
4367, (1975) 
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critical temperature when the sound wave frequency f
matches the order parameter relaxation rate 1/τ such
as f

2π τ = 1 the energy absorption is the highest and
an excess attenuation is expected just below Tc. In the
case of the λ transition, as the temperature gets closer
to Tλ, τ is diverging as τ0

1− T
Tλ

and the maximum in ul-

trasound absorption shifts towards further away from Tc

as the frequency increases. In the case of graphite the
temperature has to be substituted to the magnetic field
and the transition occurs above the critical field B0 lead-
ing to Eq.1. The fact that the transitions follows the
Landau-Khalatnikov is a first evidence for the existence
of an order parameter appearing at a phase transition. A
second evidence can be found in the existence of a neg-
ative jump at the α-transition. It is a common feature
for a second order phase transition with a linear coupling
of the strain to the square of the order parameter [18].
According to the Erhenfest relationship the sound veloc-
ity jump is proportional to the jump in the specific heat
following :

(
∂Tc

∂�i
)2 =

−VmolTc∆cii
∆Cp(Tc)

(2)

where Tc is the critical temperature, �i is the uniaxial
strain, Vmol is the molar volume and (∆Cp(Tc)) the spe-
cific heat jump at Tc. At the α-transition, we found
that ∆v

v0
= ∆c33

2c33(B=0) ≈5e-5. It is an order of magnitude

smaller than the SDW transition of PF6 [30] and two or-
der of magnitude smaller than the incommensurate CDW
state of 2H-TaSe2 [29] but it is surprisingly high for a sys-
tem with a carrier concentration four order of magnitude
smaller than these metals as we will discuss in the last
part.

We report on Fig.4 d) the evolution of B0(T ) on the
temperature - magnetic field phase diagram for the α
and β transitions that we compare with the onset of the
transition as determined by electrical transport. Fig. 4
a), b) and c) compare the in-plane and the longitudi-
nal resistance respectively labelled Rxx and Rzz in Kish
graphite. In Rxx the onset of the transition is charac-
terized by sharp increase follow by a plateau, attributed
to a second transition [9, 11]. Below 1.5K and in good
agreement with Yaguchi et al. [21], we find that, down to
T=0.4K, Rzz only increases sharply at the β transition in
Rxx. The temperature-magnetic field dependence of the
onset of the α-transition is generally describe by BCS-
like result where the mean field critical temperature, T0,
T0 = T ∗ exp(−B∗

B0
) with T ∗ is a temperature scale related

to the Fermi energy[10]. We find that B0,α matches with
the first anomaly in Rxx while B0,β matches the second
anomalies in Rxx concomitant with the large increases in
Rzz. For both transitions we note that the characteris-
tic order parameter relaxation time ω0=1/f0 ≈ 6 × 108

is small compare to magnetic or ferroelectric transitions.
As discussed in the section E of the SM, it could be the
result of the coupling of the ultrasounds wave with either
the lattice or with a collective excitations of the DW con-

densate.
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FIG. 3: a) Field dependence of the sound attenuation for a
sound frequency ranging from 74Mhz to 396Mhz at T=4.2K
b) Frequency - magnetic field phase diagram of the peak posi-
tion observed in a). c) Position of the first attenuation max-
imum as function of the frequency for temperature ranging
from 6.2K down to 0.7K (circle and squares points correspond
respectively to measurement in pulse and DC magnetic field).
The line is a linear fit f = f0(1 − B

B0
) where the the rela-

tion time, τ , follows τ = τ0
1− B

B0

. The values of B0 for the

different temperature are reported on Fig.4 (red points)). d)
Sound velocity hysteresis at γ-transition. The red and bue
curves correspond respectively to the down and up sweeps
at f=255Mhz. No hysteresis is observed for the α-transition
which has the strongest temperature dependence.

γ-transition : The γ-transition differs not only from
its temperature and frequency dependence but also in
its contribution to transport properties. While the α,β
and δ-transitions can be identify to well define anomalies
in Rxx,zz it is less straightforward for the γ-transition.
Early low temperature in plane magnetoresistance works
by Yaguchi and al.[9] has suggested the presence of tem-
perature independent anomalies close to 43T above which
a change in the slop of Rxx occurred. More recently
Arnold and al. [11] report a temperature independent
anomaly at 47.1T (and observed only below 3K) associ-
ated with a lock-in transition. Our observation of a large
change in the elastic properties around 45T supports this
scenario. As in the case of 2H-TaSe2 the locking tran-
sient is almost invisible in transport but gives the most
dramatic effect in the elastics properties [29]. As well by
comparing the up-sweeps and down-sweeps at low tem-
perature we find that the γ-transition (see Fig.3 d) is

ICCDWCCDW

CCDW
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Nature of the 75T re-entrance ?

key new observation, and we also observe it in the out-of-
plane transport [35]. The β0 transition develops below 6 K
alongside the α0 transition. In addition, we identify a new
weaker feature, labeled γ, at 47.1! 0.1 T, which is
resolved below 3 K and represents the onset of another
resistance increase. The temperature dependence of these
transitions is shown in Fig. 3 [35].
We now discuss the theoretical interpretation of these

features, based on our new numerical calculations of the LL
structure including the Hartree-Fock self-energy, following
the framework of Ref. [25]. In the quantum limit, the
system is understood in terms of the one-dimensional
dispersion of the lowest, spin-split, electron and hole
LLs, and their density wave instabilities. We investigate

closely the magnetic field dependence of the putative
nesting vectors in all four LLs that are close to the
Fermi level (see Fig. 3). We calculate the renormalized
LLs by including the electron self-energy in a fully self-
consistent manner [35]. The effect of short-range correla-
tions, neglected by the conventional random-phase
approximation, is included via the Hubbard local-field
correction [37,38] to the effective electron-electron inter-
action. The inclusion of this correction is crucial in order to
get a quantitative agreement between the theoretical LL
structure and the experimental data. We use the exper-
imental value of Bα0 to fix the tuning parameter that
characterizes our theory [35], namely, the static relative
permittivity.
We find that the sharpest new features at Bα0 ¼ 52.3!

0.1 and Bβ0 ¼ 54.2! 0.1 T correspond to two distinct first-
order transitions (see Figs. 3 and 4) associated with the
abrupt depopulation of both the ð0;↑Þ (electronlike) and
ð−1;↓Þ (holelike) LLs. We argue below that the splitting of
the transitions arises from the breaking of valley degen-
eracy. The first-order character of the α0 and β0 transitions,
predicted by our theory, is experimentally confirmed by the
clear evidence of hysteresis in both, as shown in Fig. 4(c).
Furthermore, our calculations show that at Bγ ¼ 48 and

Bϵ ¼ 68 T, the nesting vectors of the intraband CDWs, i.e.,
Qð0;↑Þ and Qð−1;↓Þ as well as Qð0;↓Þ and Qð−1;↑Þ [Fig. 4(b)]
take the values of 2π=4c0 and 2π=3c0, respectively,
corresponding to commensurate wavelengths of 4c0
and 3c0 (the lattice parameter c0 is twice the distance
between adjacent graphene layers). This suggests the γ
feature, observed experimentally around 47.1 T and tem-
peratures below 3 K (see Fig. 2) is a lock-in transition
of the corresponding CDW from an incommensurate state
to a “phase-locked” commensurate order [35,39–45,53].

FIG. 3. Phase diagram of the CDWs in the (0;↑) and (−1;↓)
LLs. Circles and squares are phase transitions with positive and
negative differential magnetoresistance, where black represents
the α, blue the β, and ocher the γ transition. At low fields the
critical temperature of α and β increases exponentially following
[23] (black and blue dashed lines): TcðBÞ ¼ T% expf−B%=Bg,
with T%

α ¼ 230 K, B%
α ¼ 148 T, T%

β ¼ 300 K, B%
β ¼ 195 T.

(a) (b) (c)

FIG. 4. (a) Renormalized LL structure in the ultraquantum limit: Above 8 T only four LLs cross the Fermi energy. At 54 T valley
degeneracy is lifted leading to two differentially doped sets of LLs, here A and B refer to theH-K-H andH0 − K0 −H0 valleys. (b) CDW
nesting vectors Q up to 90 T. Holelike levels have nesting vectors given by QðhÞ ¼ 2kðhÞF ¼ 2π=c0 − 2kF (see inset). All Q s decrease
with increasing magnetic field due to the upward and downward shift of the electronlike (0; σ) and holelike (−1; σ) LLs, before
vanishing in a first-order transition at Bα0 ¼ 52.3, Bβ0 ¼ 54.2, and Bδ0 ¼ 73.5 T. The nesting vector of the (0;↑) LL becomes
commensurate at Bγ ¼ 48 T. (c) Close-up of the nesting vectors in the vicinity of the first-order α0 and β0 transitions (top panel) and
observed resistance hysteresis (bottom panel): The red curves show the magnetic field up sweeps, whereas blue curves correspond to the
down sweeps.
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FIG. 5. The field-dependence of ρzz at 0.6 K in (a) normal
and (b) Bcosθ scale. Interestingly, the ρzz also collapse after
α� after plotted as a function of Bcosθ. The field-dependence
of ρxx at 1.6 K in (c) normal and (d) Bcosθ scale. The open
symbols are for the transitions.
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FIG. 6. (a). Field-dependence of ρxx at several temperatures
up to 90.5 T. (b). Temperature-dependence of ρxx at different
fields from

FIG. 7. (a). Electronic structure of graphite under a field
below α�/peak of ρzz and (b) above α�/peak of ρzz (See text
for more discussions).

the c-axis. The threshold field α in ρxx and β in ρzz
are from the ”junction” of the magnetoresistance. After
plotted as a function of Bcosθ, α and β are same in x-axis,
indicating they have exact cosine dependence in angle.

V. Temperature-dependence of ρxx

We obtain the temperature-dependence of ρxx from
field-dependence of ρxx at different temperatures, shown
in Fig. S6. With a regular pulsed magnet up to 65 T, we
obtained more curves at various temperatures. In higher
fields up to 90.5 T, we have measured at six temperatures.
The data from both sets of experiments are consistent.

VI. The possible pairing for different phases

The Fig. S7(a) and (b) show a sketch of the elec-
tronic structure of graphite under high magnetic field,
before and after the two sub-bands are depopulated.

 Z. Zhu and al.,PRX (accepted)
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FIG. 1. (color online) Theoretical phase diagram for graphite
under high magnetic field. The phase diagram is obtained
from the RG equations, Eqs. (42,43,44) for H < H0 and
Eqs. (67,68,69) for H0 < H < H1. “SNEI-I” and “SNEI-
II” stand for two distinct spin nematic excitonic insulator
phases (strong-coupling phase). For H < H0, the electronic
state near the Fermi level comprises of two electron pockets
(n = 0 LL with ↑ spin and ↓ spin) and two hole pockets
(n = −1 LL with ↑ spin and ↓ spin). At H = H0, the outer
two pockets (n = 0 LL with ↑ spin and n = −1 LL with
↓ spin) leave the Fermi level. For H0 < H < H1, the elec-
tronic state has one electron pocket (n = 0 LL with ↓) and
one hole pocket (n = −1 LL with ↑). We choose H0 = 50
T and H1 = 120 T. For a detailed parameter set of the RG
equations, see Appendix C4. Our theory may not be able to
predict much about a transition between SNEI-I and SNEI-
II phases (a shaded area around H = H0); see a discussion
in Sec. XB. T = 0 metal-insulator transition at H = Hc,1

and insulator-metal transition at H = Hc,2 are the quantum
phase transition with the dynamical exponent z = 1.

dependences of the transport properties are consistent
with experimental observation in graphite.

A. issues to be addressed in this paper

1. direct metal-insulator transition

Under the magnetic field H (� z), kinetic energy part
of the three-dimensional semimetal takes a form of de-
coupled one-dimensional quantum chains (or quantum
wires). Namely, the kinetic energy within the xy plane is
quenched by the Landau quantization, while the kinetic
energy along the field direction remains intact, form-
ing one-dimensional momentum-energy dispersion. As

a result, the RPA density correlation function is char-
acterized by the Lindhard response function in the one-
dimension [3, 4]. The function has the logarithmic singu-
larity at kz = 2kF , where 2kF is a distance between the
left and right Fermi points in the same energy band [22].
Thereby, the system has a generic instability toward the
charge density wave ordering, that breaks the spatially
translational symmetry along the field direction [3–12].
Meanwhile, graphite under the relevant field regime

has four bands that run across the Fermi level (two elec-
tron pockets and two hole pockets; H ≤ H0 � 53 T)
or two bands (one electron pocket and one hole pocket;
H0 ≤ H) [8, 19]. When each of these four (or two) bands
would undergo the Peierls density wave (DW) instabil-
ities individually, the respective instabilities would ap-
pear at different critical temperatures or critical fields.
In other words, the graphite transport experiment would
observe a step-wise increase of the (out-of-plane) resis-
tance Rzz on lowering temperature or on increasing the
magnetic field.
Nonetheless, the graphite experiment observed a di-

rect phase transition from high-T normal metal phase
to the low-T insulating phase [16–18, 20, 21]. Around
the transition, the resistance along the field direction
Rzz continuously increases [16–21] and it increases by
100 times within windows of several Kelvin or Tesla [16–
18, 21]. These experimental observations clearly dictate
that all the energy bands (pockets) at the Fermi level
are gapped out simultaneously at the transition point.
Thereby, the key question to be asked here is; what is a
“talking-channel” among these four (or two) bands that
enables this direct metal-insulator transition ?

In this paper, we consider this channel as umklapp scat-
tering terms and construct a mean-field theory that ex-
plains this direct metal-insulator transition. To be more
specific, all the excitonic insulator phases discussed in
this paper are stabilized by the umklapp terms that lock a
total displacement field along the field direction, a sum of
the displacement fields of the four (or two) bands. When
the umklapp terms become relevant in the standard RG
argument sense, the total displacement field (electric po-
larization) is locked, resulting in the electrically insulat-
ing behaviour along the field direction. By calculating
an optical conductivity along the field direction, we ex-
plicitly demonstrate the presence of finite mobility gaps
in the excitonic insulator phases.

2. re-entrant insulator-metal transition

The second issue is the re-entrant insulator-metal tran-
sition observed at the higher field region in the graphite
experiment [14–21], that can hardly be explained by the
conventional Peierls DW scenarios. Namely, the RPA
density correlation function at finite temperature sug-
gests that the transition temperature of the Peierls DW
phase increases monotonically in the field, until the elec-
tron and/or hole pockets that would form the DW leave

arXiv:1802.10253v5

In this picture the 75T re-entrance 
corresponds to a divergence of 

the quantum fluctuation of the phase
induced by the electronic correlation 

Umklapp process :
(i) lock the total   displacement field
(ii) lock the « spin superconducting » phase 

No LL depopulation at 75T ! 
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ities vF,2 and vF,3 as well as Luttinger parameters K2

and K3 smaller. The smaller Luttinger parameters can
increase the critical value xc through the dependence of
A23 on K−1

2 and K−1
3 [Eq. (38)]. To be more precise,

suppose that the electron pocket with n = 0 LL with ↓
spin and the hole pocket with n = −1 LL with ↑ spin
leave the Fermi level at H = H1. When H gets ‘close’
to H1 from below (H < H1), the increase of −A23 can
overcome the decrease of l2 in Eq. (72), such that xc in-
creases again. Namely, for H < H1, l2 is always bounded
by (�c)/(eH1) from below, while K−1

2 and K−1
3 as well

as −A23 have no upper bound in principle. Thus, for
some magnetic field Hc,2 with H∗

c
< H0 < Hc,2 < H1,

xc exceeds the bare value of |n(2)| − p(2) again and the
system falls into the weak coupling phase (normal metal
phase) again. From a set of reasonable parameter values
used in Fig. 1 (see appendix C4 for a set of parameters
used in Fig. 1), we obtain Hc,2 = 82 T and H1 = 120 T.

C. critical natures of the MI and re-entrant IM
transitions

The re-entrant transition point at H = Hc,2 is a zero-
temperature continuous phase transition with dynamical
exponent z = 1. Toward this quantum critical point, a
correlation length along the field direction ξz diverges as

ξz ∝ |H −Hc,2|−1/ν2 . (76)

A critical exponent ν2 is given only by the Luttinger pa-
rameters at the critical point (H = Hc,2),

ν2 =
1

2

�

a=2,3

�
Ka +K−1

a

�
− 2. (77)

Since z = 1, the correlation length is inversely propor-
tional to the gap ωg in the optical conductivity along the
field direction, σzz(ω);

ωg ∝ (Hc,2 −H)z/ν2 = (Hc,2 −H)1/ν2 , (78)

forH < Hc,2. By measuring how the gap vanishes toward
H = Hc,2 as a function of the field, one can determine
the values of the Luttinger parameters at the quantum
critical point. By seeing how much the Luttinger param-
eters thus determined deviate from 1, one could also test
a validity of our theory of the re-entrant insulator-metal
transition.

The low-H metal-insulator transition between the nor-
mal metal and SNEI-I phases is also a quantum critical
point. Toward this point, H = Hc,1, the gap ωg in the
SNEI-I phase also vanishes,

ωg ∝ (H −Hc,1)
1/ν1 , (79)

for Hc,1 < H. The critical exponent ν1 is given by the
Luttinger parameters at H = Hc,1;

ν1 =
1

2

�

a

�
Ka +K−1

a

�
− 2, (80)

where the summation in the pocket index a is taken over
�

a = 1, 4 (|A14|C23h(2) � |A23|C14h(2)),
a = 2, 3 (|A14|C23h(2) � |A23|C14h(2)).

(81)

Meanwhile, the gap in σzz(ω) reaches finite constant val-
ues atH = H0±0, when the phase transition from SNEI-I
phase to SNEI-II phase is of the first order. This is the
case when the spatial parities of the exctionic pairings
in the two phases are different from each other (see also
Sec. VIIIA and Sec. XB).

VII. IN-PLANE RESISTANCE IN THE FOUR
POCKETS MODEL (H < H0)

Generally, in-plane current operators in the clean limit
have finite matrix elements only between neighboring
Landau levels. When the temperature is much lower than
the cyclotron frequency �ω0, the in-plane resistance in-
creases on increasing magnetic field H. Contrary to this
expectation, the low-temperature in-plane resistance in
graphite under high magnetic field shows an unexpected
H-dependence [14, 15, 17, 18]. It shows a broad peak
around 15 T ∼ 30 T, and then decreases slowly on fur-
ther increasing H. From H = 30 T to H = H0 � 53 T,
the resistance reduces by half or more. Besides, when
the system enters the low-field-side out-of-plane insulat-
ing phase (Hc,1 < H < H0), the in-plane resistance shows
an additional steep increase by 15% to 30% [14, 15, 18].
Unlike the out-of-plane resistivity, the additional increase
amount becomes smaller for lower temperature.

A. H-dependence of Rxx at H < H0

The H-dependence of the in-plane resistance in 30T <
H < H0 � 53 T can be explained by charge trans-
ports along the surface chiral Fermi arc (SCFA) states.
To see this, notice first that the electron/hole pockets
in the bulk are terminated with SCFA states of the
electron/hole type around the boundary regions of the
system (see Fig. 2 and appendix A). A SCFA state of
the electron/hole type is a bundle of Na-number of chi-
ral edge modes of electron/hole type respectively, where
Na is a number of kz points within the electron/hole
pocket (a = 1, 2, 3, 4). Here ‘a’ denotes the pocket index;
1 ≡ (0, ↑), 2 ≡ (0, ↓), 3 ≡ (−1, ↑), and 4 ≡ (−1, ↓). The
chiral edge mode enables unidirectional electric current
flow along the boundary in a xy plane. The chiral di-
rections of the electric current flows of the electron-type
and hole-type edge modes are opposite to each other.

In the presence of short-ranged charged impurities, the
current flow along the electron-type edge mode with σ
spin can be scattered into the hole-type edge mode with
the same σ spin. In this respect, the SCFA state with
(−1,σ) (hole-type) and that with (0,σ) (electron-type)
cancel each other by the intra-surface backward scat-
terings due to the charged impurities. In the absence
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ities vF,2 and vF,3 as well as Luttinger parameters K2

and K3 smaller. The smaller Luttinger parameters can
increase the critical value xc through the dependence of
A23 on K−1

2 and K−1
3 [Eq. (38)]. To be more precise,

suppose that the electron pocket with n = 0 LL with ↓
spin and the hole pocket with n = −1 LL with ↑ spin
leave the Fermi level at H = H1. When H gets ‘close’
to H1 from below (H < H1), the increase of −A23 can
overcome the decrease of l2 in Eq. (72), such that xc in-
creases again. Namely, for H < H1, l2 is always bounded
by (�c)/(eH1) from below, while K−1
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3 as well

as −A23 have no upper bound in principle. Thus, for
some magnetic field Hc,2 with H∗

c
< H0 < Hc,2 < H1,

xc exceeds the bare value of |n(2)| − p(2) again and the
system falls into the weak coupling phase (normal metal
phase) again. From a set of reasonable parameter values
used in Fig. 1 (see appendix C4 for a set of parameters
used in Fig. 1), we obtain Hc,2 = 82 T and H1 = 120 T.

C. critical natures of the MI and re-entrant IM
transitions

The re-entrant transition point at H = Hc,2 is a zero-
temperature continuous phase transition with dynamical
exponent z = 1. Toward this quantum critical point, a
correlation length along the field direction ξz diverges as

ξz ∝ |H −Hc,2|−1/ν2 . (76)

A critical exponent ν2 is given only by the Luttinger pa-
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Since z = 1, the correlation length is inversely propor-
tional to the gap ωg in the optical conductivity along the
field direction, σzz(ω);

ωg ∝ (Hc,2 −H)z/ν2 = (Hc,2 −H)1/ν2 , (78)

forH < Hc,2. By measuring how the gap vanishes toward
H = Hc,2 as a function of the field, one can determine
the values of the Luttinger parameters at the quantum
critical point. By seeing how much the Luttinger param-
eters thus determined deviate from 1, one could also test
a validity of our theory of the re-entrant insulator-metal
transition.

The low-H metal-insulator transition between the nor-
mal metal and SNEI-I phases is also a quantum critical
point. Toward this point, H = Hc,1, the gap ωg in the
SNEI-I phase also vanishes,

ωg ∝ (H −Hc,1)
1/ν1 , (79)

for Hc,1 < H. The critical exponent ν1 is given by the
Luttinger parameters at H = Hc,1;
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a = 1, 4 (|A14|C23h(2) � |A23|C14h(2)),
a = 2, 3 (|A14|C23h(2) � |A23|C14h(2)).

(81)

Meanwhile, the gap in σzz(ω) reaches finite constant val-
ues atH = H0±0, when the phase transition from SNEI-I
phase to SNEI-II phase is of the first order. This is the
case when the spatial parities of the exctionic pairings
in the two phases are different from each other (see also
Sec. VIIIA and Sec. XB).

VII. IN-PLANE RESISTANCE IN THE FOUR
POCKETS MODEL (H < H0)

Generally, in-plane current operators in the clean limit
have finite matrix elements only between neighboring
Landau levels. When the temperature is much lower than
the cyclotron frequency �ω0, the in-plane resistance in-
creases on increasing magnetic field H. Contrary to this
expectation, the low-temperature in-plane resistance in
graphite under high magnetic field shows an unexpected
H-dependence [14, 15, 17, 18]. It shows a broad peak
around 15 T ∼ 30 T, and then decreases slowly on fur-
ther increasing H. From H = 30 T to H = H0 � 53 T,
the resistance reduces by half or more. Besides, when
the system enters the low-field-side out-of-plane insulat-
ing phase (Hc,1 < H < H0), the in-plane resistance shows
an additional steep increase by 15% to 30% [14, 15, 18].
Unlike the out-of-plane resistivity, the additional increase
amount becomes smaller for lower temperature.

A. H-dependence of Rxx at H < H0

The H-dependence of the in-plane resistance in 30T <
H < H0 � 53 T can be explained by charge trans-
ports along the surface chiral Fermi arc (SCFA) states.
To see this, notice first that the electron/hole pockets
in the bulk are terminated with SCFA states of the
electron/hole type around the boundary regions of the
system (see Fig. 2 and appendix A). A SCFA state of
the electron/hole type is a bundle of Na-number of chi-
ral edge modes of electron/hole type respectively, where
Na is a number of kz points within the electron/hole
pocket (a = 1, 2, 3, 4). Here ‘a’ denotes the pocket index;
1 ≡ (0, ↑), 2 ≡ (0, ↓), 3 ≡ (−1, ↑), and 4 ≡ (−1, ↓). The
chiral edge mode enables unidirectional electric current
flow along the boundary in a xy plane. The chiral di-
rections of the electric current flows of the electron-type
and hole-type edge modes are opposite to each other.

In the presence of short-ranged charged impurities, the
current flow along the electron-type edge mode with σ
spin can be scattered into the hole-type edge mode with
the same σ spin. In this respect, the SCFA state with
(−1,σ) (hole-type) and that with (0,σ) (electron-type)
cancel each other by the intra-surface backward scat-
terings due to the charged impurities. In the absence

Rem : a CDW can be superposed to the EI! 
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FIG. 1. Longitudinal (p ), transverse (p„„),and Hall (p„~ ) resistivities of an n-type InSb sample shown for the indicated tempera-
tures as a function of the magnetic field B. At low temperatures, above the metal-insulator transition field BM.I all the resistivities
rapidly increase with increasing B.

field the transport coefficients for all of the samples listed
in Table I are weakly temperature dependent (metallic be-
havior). (2) As 8 is increased, the transport data show
stronger temperature dependences. We denote the mag-
netic field above which p„y abruptly rises at low tempera-
tures as the M-I transition field 8~ & (see Figs. 1—3).
Note that p and p„„also show a strong magnetoresis-
tance above B~I. (3) At magnetic fields well above BM I,
the Hg& „Cd„Te data show a much weaker dependence
on temperature and magnetic field than what is expected
for the magnetic freeze-out eSect and is observed for InSb
(see Figs. 1—3). (4) Below B~ z the data for Hg, „Cd„Te
and InSb are very similar. At low temperatures, p„y data
show an anomalous "Hall dip, " i.e., the Hall coefficient
RH—:p„ /8 falls below its low-field value. We now
present the data in more detail.

In Figs. 4 and 5, p~, pzz, and pzy for two InSb and two
Hgo 79Cdp g~Te samples (K and 8) are shown in the low-
field range where the Shubnikov —de Haas (SdH) oscilla-
tions are observed. The data for the two semiconductors
are similar both qualitatively and quantatively. For in-
stance, the last SdH maximum in p» is expected to occur
at a magnetic field Bo approximately given by

Bo——(H/v'P) (2g/e)n

This expression is valid at low temperatures
(k+T «Ac@, ) and for low effective mass (m /m, «1),
where co, =eB/m' is the cyclotron frequency. The mea-
sured Bo for the samples we studied are listed in Table I
and are plotted versus density n (as measured from the
Hall data) in Fig. 6. We also plot the dependence of Bo
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B

aB

Mott-Anderson transition 
assisted by the magnetic field

n1/3

a∗Bn
1
3 << 1 (1)

a∗Bn
1
3 >> 1 (2)

1

a∗Bn
1
3 << 1 (1)

a∗Bn
1
3 >> 1 (2)

1

a∗Bn
1
3 << 1 (1)

a∗Bn
1
3 >> 1 (2)

a∗Bn
1
3
c ≈ 0.25 (3)

a∗B = (a2⊥,B ∗ a//,B) (4)

1

a∗Bn
1
3 << 1 (1)

a∗Bn
1
3 >> 1 (2)

a∗Bn
1
3
c ≈ 0.25 (3)

a∗B = (a2⊥,B ∗ a//,B) (4)

1



The case of InAs : Fermi surface  
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The case of InAs : electrical transport  
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The case of InAs : Thermopower and Nernst effect  
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A vanishising thermopower and Nernst effect in the field induced state of InAs ! 
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display different magnetic field dependences.  There are SdH oscillations below 1.6T in !!"#and 

conventional Nernst ( !$") (Fig. S4).  We note that in Fig. 3 of the main text, !!!%&!'# has a 

mostly linear dependence on &!!, with a slope of that changes by ~3 near the UQL as the number 

of subbands changes from 3 to 1. In Fig. S4, !!"%&"' is mostly quadratic in &"! .  The magnitude at 

low temperature can become comparable to that of the GSSE signal, but the alignment of the 

sample in field is very different. 
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The case of InAs : a second channel of conduction ? 

In presence of two channels of conductance 
we have  : 

If (1), the bulk, goes to insulator : 
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FIG. 1. Photoelectron spectrum from an IBA-prepared
InAs�111�-�2 3 2� surface showing the presence of a narrow
peak “P” just below EF . The EF energy was determined by
photoemission from a Mo foil.

(revealed by the narrow angular range of observation),
these intensity variations show that the excitation is of
the direct interband type. The photon energies at which
intensity maxima should be expected can be estimated
from simple model calculations. Assuming free-electron-
like final bands and an inner potential of 8 eV (found
appropriate in analysis of valence band spectra from
InAs [6]), we find that interband excitations of states at
CBM should occur around 41 eV photon energy, in fair
agreement with the observed intensity maximum at 44 eV.
A similar intensity maximum is found at 26 eV photon
energy in off-normal spectra probing the G131 point in the
GM 0 azimuth, which is close to a value of 24 eV predicted

FIG. 2. The angular dependence near normal emission of the
peak P seen in Fig. 1.

FIG. 3. Normal emission spectra from InAs�111�-�2 3 2�.

by the simple model. These findings suggest that peak
P represents excitations from the center (G) of the bulk
Brillouin zone (BZ), i.e., states at CBM. We note that our
observations strongly resemble those reported for CBM
photoemission from heavily Sb-doped Si(100) [9]. It is,
however, also true that quite similar spectral properties
can be displayed for emission from a surface state [7].
Therefore, before definitely deciding on the assignment,
we must consider the possibility that peak P may be due
to a surface state.
To distinguish between these two interpretations, we

make use of the fact that in the case of a reconstructed
surface, the central peak of different surface BZs �G� do
not always coincide with the projected bulk BZ central
peak (G). More specifically, for the �111�-�2 3 2� sur-
face the center of the second surface BZ does not coin-
cide with a bulk BZ center, a situation which is described
at the top part of Fig. 4. Thus, any spectral features re-
lated to the bulk center should be observed at the first
and third G, but not at the second one. On the other
hand, structures representing excitations at G (i.e., surface
states) should be present at all G points. Spectra repre-
senting G points of the first, second, and third zones of
the �111�-�2 3 2� surface are displayed in Fig. 4. We see
directly that the peak is missing at the center of the sec-
ond surface BZ. This allows us to conclude that peak P
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Charge Accumulation at InAs Surfaces

L.Ö. Olsson,1 C. B.M. Andersson,2 M.C. Håkansson,3 J. Kanski,1 L. Ilver,1 and U. O. Karlsson2

1Department of Physics, Chalmers University of Technology, S-412 96 Göteborg, Sweden
2Material Physics, Department of Physics, The Royal Institute of Technology, S-100 44 Stockholm, Sweden

3Department of Synchrotron Radiation Research, University of Lund, Sölvegatan 14, S-223 62 Lund, Sweden
(Received 11 January 1996)

Angle-resolved photoelectron spectroscopy has been used to directly prove the existence of a
charge accumulation layer at clean InAs surfaces. The formation of an accumulation layer is
shown to be a common property of polar InAs surfaces, with the precise surface Fermi level
position above the conduction band minimum determined by the surface geometry. The emission
from states in the accumulation layer is studied with respect to its photon energy and angular
dependence. [S0031-9007(96)00127-5]

PACS numbers: 73.20.Dx, 79.60.Bm

Interfaces involving InAs have long been known to ex-
hibit unusual properties [1–3], e.g., negative resistivity at
Schottky contacts, type III alignment at heterojunctions,
and charge carrier sign-inversion in p-doped samples.
These effects have been explained as due to formation
of an electron accumulation layer in the near-interface re-
gion, i.e., a peculiar tendency of InAs to adjust its energy
bands in such a way that the Fermi level �EF� becomes lo-
cated above the conduction band minimum (CBM). More
recently, charge accumulation on an adsorbate covered
InAs surface has been studied by electron spectroscop-
ical methods [4]. While these observations were early
established, their physical origin was not clarified. The
natural question was therefore raised whether such elec-
tron accumulation also occurs on atomically clean InAs
surfaces. Indeed, from observations of plasmon excita-
tions in HREELS experiments on As- and In-terminated
InAs(100) surfaces it was concluded that this is the case
[5]. In accord with the earlier experiments it was found
that the accumulated charge is in the range of 1012 cm22.
Furthermore, the data inferred that although the charge is
located in the surface region, its density at the outermost
surface layer is vanishingly small, as expected for a quan-
tum well confined electron gas.
Angle-resolved photoelectron spectroscopy (ARPES) is

the most direct method for detailed characterization of oc-
cupied electron states. In this work we have used ARPES
to study several clean InAs surfaces, and show that charge
accumulation is a common phenomenon for InAs. It is
also shown that the excitations reflected by photoelec-
trons from the electron gas occur within a vary narrow
phase range, at the center of the three-dimensional Bril-
louin zone. In agreement with the mentioned HREELS
results, we find that the presence of the electron gas is
doping independent. This observation, together with the
fact that the effect is found on very different surfaces,
leads us to the conclusion that the accumulated charge
most likely stems from native surface defects.
The experiments were carried out at beam line 41 at the

Swedish national synchrotron radiation facility MAX-lab

[6,7]. All spectra reported were excited with p-polarized
light, and recorded in the plane of incidence. The
overall experimental energy resolution was approximately
0.1 eV, and the angular resolution 2±. The samples were
1 3 1 cm2 pieces of double-sided polished n-type �8.7 3
1016 cm23� InAs(111) and both n- and p-type (3.0 3 1016

and 2.1 3 1017 cm23, respectively) InAs(100) wafers.
Two preparation methods were used for each surface:
repeated cycles of 500 eV Ar1 sputtering and annealing
(IBA) and molecular beam epitaxy (MBE) in a dedicated
MBE system connected to the photoelectron spectrometer.
The following surfaces were studied:

InAs�111�-�2 3 2� (IBA and MBE), InAs�1 1 1�-�2 3 2�
(MBE), InAs�100�-�4 3 2� (IBA and MBE), and
InAs�100�-�2 3 4� (IBA and MBE). In all cases the
surfaces were well ordered, as judged by the quality of
the electron diffraction (LEED and RHEED) patterns and
the valence band photoelectron spectra.
Figure 1 shows a photoelectron spectrum from the

IBA-prepared InAs�111�-�2 3 2� surface, covering the
energy region of the upper valence bands and the lowest
conduction band. The indicated location of the valence
band maximum (VBM) is based on analysis of In 4d emis-
sion [6] and the In 4d–VBM separation [8]. Focusing on
the energy region of the conduction band, a small peak
“P” is seen. The high-energy cutoff of P is at the same
energy as EF ; i.e., the surface is metallic. We also note
that the separation between the low-energy edge of this
peak and VBM corresponds well to the band gap of InAs.
The angular dependence of peak P around the surface nor-
mal is shown in Fig. 2. As the emission is observed only
over a very limited angular range �0± 6 2.5±�, it must re-
flect electron states strongly confined in reciprocal space.
Another characteristic feature of peak P is its intensity

dependence upon photon energy. Figure 3 displays a set
of normal emission spectra obtained for the �111�-�2 3
2� surface. From this sequence of spectra it is clear
that the intensity exhibits pronounced variations, with
local maxima at approximately 20 and 44 eV photon
energies. Combined with the strongly dispersive behavior
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between the source and drain electrodes, which
are diffused into the surface to make electrical
contact to the inversion layer, ' and the bulk; it
is normally equal to zero. The last term in Eq.
(9) is the potential drop across the inversion
layer. Figure 1 shows some of the quantities
which enter in Eq. (9}. Values of E,—Ez in the
bulk are given in Table I for several values of T
for N„—ND=10 ' m '.

III. APPROXIMATE RESULTS

A. Triangular Potential

Because of the way in which the Schrodinger
equation (2} and Poisson's equation (4}are coupled
it is necessary in general to solve these equations
numerically to obtain self-consistent results. We
can, however, find approximate results for some
simple limiting cases.
The simplest approximation is to replace the

potential P(z) in (2) by —F~ for z & 0 and by an
infinite barrier for z & 0. This is sometimes
called the triangular-potential approximation. It
leads to the Airy equation with solutions'

Ep=ff'b /Sm, + (3e /z„epb)

b= bp+ &b,

bp= (12m, e N"/z~epk )' ',
&b = —4N„/3N*;

(14)

~ [Np, p, + Pp N„,—(2/b) (N„—ND)] (13)

when the potential P vanishes at z = 0. The term
involving N„, gives the interaction of the inver-
sion-layer charge density with itself; the correct
choice of b minimizes the total energy of the sys-
tem, in which the coefficient &~ is replaced by, z.
The last term in (13) arises from the curvature
of the potential of the depletion charge density;
it will be small in Si, for which the inversion
layer is generally much thinner than the depletion
layer. We can therefore treat this term as a
small perturbation.
The average distance the charge density as-

sociated with the variational wave function (12}
penetrates into the semiconductor is found from
(11) to be zp= 3/b. We therefore find the following
variational results:

E, = (h /2m, )' ' [—', z eF,(i+ -')] (lob)

g, (z) =Ai ((2mpeF, /h' )'/P [z —(E, /eF, )]), (10a) Zp = Zpp+ ~zp

zpp= (9z,,eph /4mpe N")' ', (15)

The eigenvalues E, are asymptotic values for large
i, but they are amazingly close even for the ground
state i =0. The exact eigenvalues for the three
lowest states have i+ 4 in (10b} replaced by 0. 7587,
1.7540, and 2. 7525, respectively. " Another
property of these solutions is that the average
separation of carriers in the ith subband from
the surface, defined by

z, = fz &P(z) dz/J k, (z) dz, (11)

5zp ——4N/, zpp/9N

Ep = Epp+ 5Ep,

(3)p/p (e pg/ml/2 z e }2/8 (N ~N }/Np1/3

5Ep = (2N„e zpp/3zpcepN ) (Np, »+ pp N„,}. (16)

Here N =N~,»+ ~~ N„, and N„ is the net acceptor
concentration. In the limit N„,= 0, for which the

is 2E, /3eF„and that the average of z z is apzz, .
See Appendix 8 for the relevant integrals, includ-
ing the normalization of (10a).

0.4 I

Vaepl ~
B. Variational Results for Electric Quantum Limit

(12)
with a single undetermined parameter b. The en-
ergy of the lowest state is found after a straight-
forward calculation to be

The triangular-potential approximation which
we have just described is a reasonable approxi-
mation when there is little or no charge in the in-
version layer, but fails when the charge density
per unit area in the inversion layer is comparable
to or exceeds that in the depletion layer. When
only one subband is occupied, i. e. , in the electric
quantum limit, a variational approach gives a good
estimate for the energy of the lowest subband.
Fang and Howard' used the trial eigenfunction
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FIG. 1. Potential energy V(z) =—erat (z) at 0 K for elec-
trons near a (111) surface of p-type silicon with 10 net
acceptor ions per m3 and with 10" inversion-layer elec-
trons per m . The Fermi energy' and the energy Eo
of the bottom of the lowest subband are shown. The dot-
dash curve is the potential energy with the inversion-
layer contribution removed. The potential V(z) was used
to calculate the results in Table III.
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Conclusions

For graphite we have a succession thermodynamic transitions with activation gap in charge conductivity 
along the c-axis which coexists with in-plane metallicity. 

In the case of narrow semi-conductor we have an activation gap for all direction of the current injection.
Like graphite we have an extra channel of conduction may be due to 

a charge accumulation layers on the surface. 

The field actually induces a many body gap !! Phys. Rev. Lett. 99, 146804 (2007)

The effect of the magnetic field deep in the QL is generally to turn your metal into an insulating state.
However the nature of the insulating state strongly depend of the system under consideration  ! 


