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The energy challenge 
 

•  Sustainably providing clean energy for the needs of 
tomorrow is one of the key challenges humankind has 
to face 

 
 
 
 
 
•  Shift towards renewable energy sources                     

World Energy Statistics, 
International Energy Agency 
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Solar energy 
 •  Solar energy is abundant 

•  Source is irregular è importance of energy storage 
(batteries, solar-to-fuel, hydrogen storage,...)  

 
•  So far, mainly photovoltaics: but electricity is difficult 

and expensive to store 
 
•  Moreover, some applications need storage at high 

energy density: liquid fuels for airplanes 
 
•  Solar fuels: the goal is to use solar energy to produce 

fuels (hydrogen, hydrocarbons, methanol,...) 
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Solar fuels 
  

•  Solar fuels: the goal is to use solar energy to produce 
fuels (hydrogen, hydrocarbons, methanol,...) 

•  Three main routes:  

1.  Solar thermal 

2.  Photovoltaics + electrocatalysis 

3.  Photo(electro)catalysis 
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Nanostructures for energy applications 
 

•  Ability to control, manipulate and understand materials at the 
nanoscale could lead to major advancement in the field of 
energy conversion and storage 

•  Properties at the nanoscale different from bulk 
 

 

55Cluster morpholgy under oxidizing conditionsCluster morpholgy under oxidizing conditions

Impact of nanotechnology on the Impact of nanotechnology on the 
energy sectorenergy sector

Ability to control, manipulate and understand materials Ability to control, manipulate and understand materials 
at the nanoscale could lead to major advancement in at the nanoscale could lead to major advancement in 
the field of energy conversion and storagethe field of energy conversion and storage

Properties at the nanoscale different from bulk  Properties at the nanoscale different from bulk  

Silicon nanowires as anode for Li 
batteries

Chang et al., Adv. Funct. Mater. 20, 
4364 (2010)

Platinum nanoparticles for fuel 
cells 

Komanicky et al., Electrochim. 
Acta 55, 7934 (2010)

TiO
2
 nanotubes as anode material 

for dye-sensitized solar cells 

Li et al., Chem. Mater. 22, 5707 
(2010)
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Understanding functional materials  
at the atomic level 

B. Scrosati, Nature 
Nanotechnology 2, 598 (2007) 

N. Seriani, J. Phys.: Condens. Mat. 29, 
463002 (2017)   

Complex composition: defects, dopants,...  
Complex environment affecting composition and interfaces 
Complex processes: photoabsorption, charge dynamics,      
                                 interface reactions 

Topical Review

2

appropriate combination of photoexcitations and electric 
fields. Zero-bias activity is substantial only in the presence of 
sacrificial agents [4] that effectively modify the reaction under 
study. In this process, water is oxidized to produce gaseous 
oxygen, and the resulting protons reduce CO2. In a photoelec-
trochemical cell, water splitting and oxygen evolution take 
place at the photoanode, while CO2 reduction, or hydrogen 
evolution, takes place at the cathode (figure 1). Since both 
water splitting [5, 6] and CO2 reduction are challenging reac-
tions, it is useful to study them separately. The current review 
deals exclusively with the water splitting reaction on a prom-
ising material as a photoanode, namely hematite (iron oxide, 
α-Fe2O3). Hematite is one of the most interesting candidate 
photocatalysts for the water splitting reaction [7, 8]. For the 
purpose of this paper, the main reaction to be considered is

2H2O + 4hν → 2H2 + O2. (2)

Under alcaline conditions, the electrodes exchange hydroxyl 
ions (OH−) with the electrolyte, and the two half-reactions are

4OH−(aq) + 4h+ → 2H2O + O2, (3)

(oxygen evolution reaction, OER, at the photoaonde), and

2H2O + 2e− → H2 + 2OH−(aq), (4)

(hydrogen evolution reaction, HER, at the cathode). On the 
other hand, under acidic conditions, protons or hydronium 
ions are the main ions in the electrolyte, and the two half-
reactions are

2H2O + 4h+ → O2 + 4H+(aq), (5)

(oxygen evolution reaction, OER, at the photoaonde), and

2H+ + 2e− → H2, (6)

(hydrogen evolution reaction, HER, at the cathode). Several 
alternatives are being intensively investigated as possible 
materials for the photoanode. Historically, the first material 
to demonstrate sizable activity was titania [9]. Besides titania, 
which is still the benchmark material in this field, and hematite 

which is the subject of the present review, other interesting 
candidates are BiVO4, ZnO, WO3, MoS2... [10, 11].

Hematite (α-Fe2O3, corundum crystal structure) is con-
sidered interesting for its abundance, lack of toxicity, stabil-
ity under photoelectrochemical conditions, a gap of  ∼2 eV 
ensuring substantial photoabsorption down to the visible 
range, and a favourable position of the edge of the valence 
band. Drawbacks include low charge mobility in the bulk, 
slow reaction kinetics at the interface, high electron–hole 
recombination rates, and a high overpotential necessary to 
trigger the water splitting. Substantial efforts are under way 
to understand the origins of these limitations, and to modify 
hematite to alleviate them. For example, the conduction band 
minimum (CBM) lies 0.2 eV below the H2O/H2 redox level, 
and transfer of electrons to reduce protons to H2(g) is never 
spontaneous in these systems (figure 2(a)). This is one of the 
reasons why the application of an external electric bias is a 
necessary condition for the reaction to take place. In the pres-
ence of an interface with an electrolyte, this picture gets more 
complex, because of surface charging effects [12, 13]. Ions 
from the solution are adsorbed at the interface, and charge 
from dopants reorganize in the solid, with the formation of a 
space charge layer depleted of conduction band electrons. In 
other words, at a hematite surface under these conditions the 
electronic bands are bent upwards (figure 2(b)). This upward 
bending is fundamental for our processes, because it drives 
photogenerated holes in the bulk torwards the surface, where 
they may become available for water oxidation reactions. The 
band bending and the width of the space charge layer depend 
on properties of the electrolyte, on intrinsic defects in hematite 
and on bulk doping, which provide the conduction electrons 

Figure 1. Scheme of a photoelectrochemical device using hematite 
as photoanode and platinum as cathode. Light is absorbed by 
hematite and used to oxidize water to oxygen. The resulting 
protons are transferred through the electrolyte to the cathode, where 
electrons also arrive from the outer circuit, where an external bias 
V is applied. At the cathode, protons are reduced to molecular 
hydrogen.

Figure 2. Scheme of a electrochemical interface between hematite 
and the electrolyte at (a) flat band conditions and (b) in the presence 
of band bending. VBM is the valence band maximum, CBM the 
conduction band minimum. The dashed arrow indicates the electron 
transfer to H+, suppressed by the unfavourable position of the 
CBM.

J. Phys.: Condens. Matter 29 (2017) 463002

molecules for use in dye sensitized solar cells, we have carried out
the DFT calculations. As mentioned above, our target benzo-
BODIPYs exhibited high absorptivity at long wavelength and
appropriately aligned frontier orbital energies for using in the
DSSCs. We therefore focus here on 3a, 3b and 3c, and also 4b as a
comparative molecule to investigate the effect of the extended
conjugated system on the b-fused rings of the BODIPY core. Further,
in our calculations, we place these molecules on the anatase
TiO2(101) surface, as molecule-substrate interactions have a sig-
nificant impact on device performance.

3.4.1. Adsorption geometry
We first determined the preferred adsorption geometry for the

dyemolecules when adsorbed on the anatase TiO2(101) surface.We
note that the details of the geometry are important, since the mode
of attachment of the dye molecules to the substrate is known to
affect phenomena, such as electron injection and recombination
dynamics, which play a significant role in determining the overall
performance of the DSSC [66]. To ensure that we have found the
lowest energy configuration of the molecule þ substrate system,
we performed calculations where we started from several different
initial geometries. Previous theoretical studies [66e72] have shown
that in general, three possibilities exist for the preferred anchoring
geometry of the COO- group to metal atoms of the substrate,
namely (i) monodentate (ester-like) [73], (ii) bidentate (chelating)
[74] and (iii) bidentate (bridging) geometries [75]. Among these,
the most commonly found lowest-energy geometry is usually the
bidentate bridging one, though in some cases, the monodentate
geometry has also been found to be favored [73]. Interestingly, we
found that for all four molecules studied here, the lowest energy
geometry was one where a combination of monodentate and
bidentate (bridging) anchoring prevails, i.e. the dye molecule is
anchored to the substrate at two points, one of which features a
single OeTi bond, while the other features two OeTi bonds, where
the O and the Ti atoms come from the dye molecules and the
substrate, respectively (see Fig. 5, where the adsorption geometry
of 3c is shown as an example). We are unaware of any previous
studies where such a tethering of the molecule to the substrate has
been observed, and we term this a “sesquidentate” anchoring mode.
The relevant bond lengths and dihedral bond angles (q), as defined
in Fig. 5, are presented in Table 4. We find that the bond lengths in
the bidentate bridging sites (O1eTi1 and O2eTi2) are always larger
than those in the monodentate bridging site (O3eTi3) for all the
molecules investigated.

3.4.2. Theoretical prediction of the performance of the compounds
in DSSCs

In this section, we use the ab initioDFTcalculations to attempt to
quantify and predict the photosensitizing performance of the four
dye molecules when used in combination with TiO2 in the DSSC. It
is known that the overall efficiency of the DSSC depends on several
parameters, and an understanding of how to predict performance
using theoretical methods is only just emerging. Any gains in such
understanding can, in the future, be used to rapidly screen large
pools of candidate dye-substrate combinations. Here, the efficiency
of three factors that are known to determine the performance of
the DSSCs, viz., electron transfer from the excited dye molecule to
empty states in the TiO2 substrate, the prevention of electron-hole
recombination and change in dipole moment upon excitation, are
theoretically evaluated.

We first examine the alignment of the frontier orbitals of the dye
molecules relative to the TiO2 band edges. Upon photoexcitation of
the dye, the efficiency of the transfer of excited electrons from the
LUMO of the dye molecule to the semiconductor is known to be
proportional to the energy difference between the LUMO and the

conduction band (CB) edge of the semiconductor, and therefore, the
LUMO should lie well within the CB of TiO2 [76]. Further, for effi-
cient absorption of solar radiation, it then follows that the HOMO of
the dye molecule should lie within the band gap of the semi-
conductor [76]. In Fig. 4(a) and (b), we show our experimentally
measured and theoretically computed results for the positions of
the frontier orbitals of the dye molecules, as well as their alignment
with respect to the band gap of TiO2. We note that though the
experimental results are for compounds 3′ and 4′ in solution, while
the calculations are for compounds 3 and 4 when placed on TiO2
(see Chart 1), this is not expected to have a significant effect on
band gaps. We see from Fig. 4 that the theoretically computed
values for the HOMO-LUMO gaps, as well as the band gap of TiO2,
are underestimated with respect to the experimentally measured
values. This is a well-known shortcoming of standard DFT calcula-
tions. However, it is clear that both experiments and calculations
show exactly the same trends. As has already been noted in Section
3 above, we see from Fig. 4(b) that the LUMO of all four molecules is
positioned almost identically. We also see that while variation of
the meso-substituents on the BODIPY cores does not appreciably
affect the position of the HOMO, extension of the BODIPY conju-
gation system by replacing the b-cyclohexenyl-fused rings with the
benzo-fused one results in a marked upshift in the energy of the
HOMO, and thus narrowing of the energy gap.

The reproduction of the experimental trends in the theoretical

Fig. 5. Lowest energy geometry for the 3c molecule adsorbed on the TiO2 substrate.
Labels indicate the notation used to distinguish various Ti, O and C atoms. The dihedral
angles q1 and q2 are defined as :C1eTi2eTi20 and :C2eC1eTi2, respectively, where
Ti20 is the periodic image of Ti2 along the þa direction. Note that the sesquidentate
geometry has one monodentate and one bidentate tethering.

Table 4
The bond lengths between O of the dye molecules and Ti of TiO2, and the dihedral
angle corresponding to different dye molecules on the TiO2 substrate.

Dye molecule Bond length/Å Dihedral angle
(q)/deg

O1eTi1 O2eTi2 O3eTi3 q1 q2

3a 2.163 1.986 1.912 90.2 ea

3b 2.145 1.990 1.920 92.5 ea

3c 2.136 1.982 1.920 98.2 136.7
4b 2.149 1.984 1.907 95.3 ea

a Due to the absence of C2, the q2 value is not available.

J. Songkhao et al. / Dyes and Pigments 142 (2017) 558e571 567

Photocatalysis  
for solar fuels Photovoltaics  Batteries 

Songkhao et al., Dyes and 
Pigments 142, 558 (2017) 
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Computational materials science for 
sustainable energy 

 Environment  
(pressure, temperature, applied 
voltage, pH,...) 
 
 
Properties  
(atomic structure, stability, 
electronic properties,...)  
 
 
Function  
(photocatalytic activity, lithium 
storage capacity,...)  

Materials 
design 

Density functional theory and high-performance computing  
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Photocatalysis 
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Photoelectrocatalysis 
Overall:            2H2O è O2,g + 2H2,g

 

 
At the anode:    2H2O è O2,g + 4H+

aq + 4e- 

 
At the cathode: 4H+

aq + 4e-  è   2H2,g
  

 

Acidic conditions... 
Topical Review

2

appropriate combination of photoexcitations and electric 
fields. Zero-bias activity is substantial only in the presence of 
sacrificial agents [4] that effectively modify the reaction under 
study. In this process, water is oxidized to produce gaseous 
oxygen, and the resulting protons reduce CO2. In a photoelec-
trochemical cell, water splitting and oxygen evolution take 
place at the photoanode, while CO2 reduction, or hydrogen 
evolution, takes place at the cathode (figure 1). Since both 
water splitting [5, 6] and CO2 reduction are challenging reac-
tions, it is useful to study them separately. The current review 
deals exclusively with the water splitting reaction on a prom-
ising material as a photoanode, namely hematite (iron oxide, 
α-Fe2O3). Hematite is one of the most interesting candidate 
photocatalysts for the water splitting reaction [7, 8]. For the 
purpose of this paper, the main reaction to be considered is

2H2O + 4hν → 2H2 + O2. (2)

Under alcaline conditions, the electrodes exchange hydroxyl 
ions (OH−) with the electrolyte, and the two half-reactions are

4OH−(aq) + 4h+ → 2H2O + O2, (3)

(oxygen evolution reaction, OER, at the photoaonde), and

2H2O + 2e− → H2 + 2OH−(aq), (4)

(hydrogen evolution reaction, HER, at the cathode). On the 
other hand, under acidic conditions, protons or hydronium 
ions are the main ions in the electrolyte, and the two half-
reactions are

2H2O + 4h+ → O2 + 4H+(aq), (5)

(oxygen evolution reaction, OER, at the photoaonde), and

2H+ + 2e− → H2, (6)

(hydrogen evolution reaction, HER, at the cathode). Several 
alternatives are being intensively investigated as possible 
materials for the photoanode. Historically, the first material 
to demonstrate sizable activity was titania [9]. Besides titania, 
which is still the benchmark material in this field, and hematite 

which is the subject of the present review, other interesting 
candidates are BiVO4, ZnO, WO3, MoS2... [10, 11].

Hematite (α-Fe2O3, corundum crystal structure) is con-
sidered interesting for its abundance, lack of toxicity, stabil-
ity under photoelectrochemical conditions, a gap of  ∼2 eV 
ensuring substantial photoabsorption down to the visible 
range, and a favourable position of the edge of the valence 
band. Drawbacks include low charge mobility in the bulk, 
slow reaction kinetics at the interface, high electron–hole 
recombination rates, and a high overpotential necessary to 
trigger the water splitting. Substantial efforts are under way 
to understand the origins of these limitations, and to modify 
hematite to alleviate them. For example, the conduction band 
minimum (CBM) lies 0.2 eV below the H2O/H2 redox level, 
and transfer of electrons to reduce protons to H2(g) is never 
spontaneous in these systems (figure 2(a)). This is one of the 
reasons why the application of an external electric bias is a 
necessary condition for the reaction to take place. In the pres-
ence of an interface with an electrolyte, this picture gets more 
complex, because of surface charging effects [12, 13]. Ions 
from the solution are adsorbed at the interface, and charge 
from dopants reorganize in the solid, with the formation of a 
space charge layer depleted of conduction band electrons. In 
other words, at a hematite surface under these conditions the 
electronic bands are bent upwards (figure 2(b)). This upward 
bending is fundamental for our processes, because it drives 
photogenerated holes in the bulk torwards the surface, where 
they may become available for water oxidation reactions. The 
band bending and the width of the space charge layer depend 
on properties of the electrolyte, on intrinsic defects in hematite 
and on bulk doping, which provide the conduction electrons 

Figure 1. Scheme of a photoelectrochemical device using hematite 
as photoanode and platinum as cathode. Light is absorbed by 
hematite and used to oxidize water to oxygen. The resulting 
protons are transferred through the electrolyte to the cathode, where 
electrons also arrive from the outer circuit, where an external bias 
V is applied. At the cathode, protons are reduced to molecular 
hydrogen.

Figure 2. Scheme of a electrochemical interface between hematite 
and the electrolyte at (a) flat band conditions and (b) in the presence 
of band bending. VBM is the valence band maximum, CBM the 
conduction band minimum. The dashed arrow indicates the electron 
transfer to H+, suppressed by the unfavourable position of the 
CBM.

J. Phys.: Condens. Matter 29 (2017) 463002

N. Seriani, J. Phys.: Condens. Mat. 29, 463002 (2017)   
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Photoelectrochemical cells for  
solar-fuel production  

Topical Review

2

appropriate combination of photoexcitations and electric 
fields. Zero-bias activity is substantial only in the presence of 
sacrificial agents [4] that effectively modify the reaction under 
study. In this process, water is oxidized to produce gaseous 
oxygen, and the resulting protons reduce CO2. In a photoelec-
trochemical cell, water splitting and oxygen evolution take 
place at the photoanode, while CO2 reduction, or hydrogen 
evolution, takes place at the cathode (figure 1). Since both 
water splitting [5, 6] and CO2 reduction are challenging reac-
tions, it is useful to study them separately. The current review 
deals exclusively with the water splitting reaction on a prom-
ising material as a photoanode, namely hematite (iron oxide, 
α-Fe2O3). Hematite is one of the most interesting candidate 
photocatalysts for the water splitting reaction [7, 8]. For the 
purpose of this paper, the main reaction to be considered is

2H2O + 4hν → 2H2 + O2. (2)

Under alcaline conditions, the electrodes exchange hydroxyl 
ions (OH−) with the electrolyte, and the two half-reactions are

4OH−(aq) + 4h+ → 2H2O + O2, (3)

(oxygen evolution reaction, OER, at the photoaonde), and

2H2O + 2e− → H2 + 2OH−(aq), (4)

(hydrogen evolution reaction, HER, at the cathode). On the 
other hand, under acidic conditions, protons or hydronium 
ions are the main ions in the electrolyte, and the two half-
reactions are

2H2O + 4h+ → O2 + 4H+(aq), (5)

(oxygen evolution reaction, OER, at the photoaonde), and

2H+ + 2e− → H2, (6)

(hydrogen evolution reaction, HER, at the cathode). Several 
alternatives are being intensively investigated as possible 
materials for the photoanode. Historically, the first material 
to demonstrate sizable activity was titania [9]. Besides titania, 
which is still the benchmark material in this field, and hematite 

which is the subject of the present review, other interesting 
candidates are BiVO4, ZnO, WO3, MoS2... [10, 11].

Hematite (α-Fe2O3, corundum crystal structure) is con-
sidered interesting for its abundance, lack of toxicity, stabil-
ity under photoelectrochemical conditions, a gap of  ∼2 eV 
ensuring substantial photoabsorption down to the visible 
range, and a favourable position of the edge of the valence 
band. Drawbacks include low charge mobility in the bulk, 
slow reaction kinetics at the interface, high electron–hole 
recombination rates, and a high overpotential necessary to 
trigger the water splitting. Substantial efforts are under way 
to understand the origins of these limitations, and to modify 
hematite to alleviate them. For example, the conduction band 
minimum (CBM) lies 0.2 eV below the H2O/H2 redox level, 
and transfer of electrons to reduce protons to H2(g) is never 
spontaneous in these systems (figure 2(a)). This is one of the 
reasons why the application of an external electric bias is a 
necessary condition for the reaction to take place. In the pres-
ence of an interface with an electrolyte, this picture gets more 
complex, because of surface charging effects [12, 13]. Ions 
from the solution are adsorbed at the interface, and charge 
from dopants reorganize in the solid, with the formation of a 
space charge layer depleted of conduction band electrons. In 
other words, at a hematite surface under these conditions the 
electronic bands are bent upwards (figure 2(b)). This upward 
bending is fundamental for our processes, because it drives 
photogenerated holes in the bulk torwards the surface, where 
they may become available for water oxidation reactions. The 
band bending and the width of the space charge layer depend 
on properties of the electrolyte, on intrinsic defects in hematite 
and on bulk doping, which provide the conduction electrons 

Figure 1. Scheme of a photoelectrochemical device using hematite 
as photoanode and platinum as cathode. Light is absorbed by 
hematite and used to oxidize water to oxygen. The resulting 
protons are transferred through the electrolyte to the cathode, where 
electrons also arrive from the outer circuit, where an external bias 
V is applied. At the cathode, protons are reduced to molecular 
hydrogen.

Figure 2. Scheme of a electrochemical interface between hematite 
and the electrolyte at (a) flat band conditions and (b) in the presence 
of band bending. VBM is the valence band maximum, CBM the 
conduction band minimum. The dashed arrow indicates the electron 
transfer to H+, suppressed by the unfavourable position of the 
CBM.

J. Phys.: Condens. Matter 29 (2017) 463002

N. Seriani, J. Phys.: Condens. Mat. 29, 
463002 (2017)   

DOI: 10.1002/cssc.201000416

Solar Water Splitting: Progress Using Hematite (a-Fe2O3)
Photoelectrodes
Kevin Sivula,* Florian Le Formal, and Michael Gr!tzel[a]

432 " 2011 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim ChemSusChem 2011, 4, 432 – 449

K. Sivula et al., 
ChemSusChem 4, 432 (2011)   
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Complex (photo-)physics  
and (photo-)chemistry  

•  Photoabsorption, recombination, charge separation, 
charge transfer, adsorption, proton-coupled electron 
transfer, ... 
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Titania as a photocatalyst 
 

•  The material of choice is TiO2, for its wide availability, 

safety, stability, and activity 

•  It has a gap of ~3 eV, it absorbs in the UV range 

•  This accounts for less than 5% of the energy in the 

visible range 

•  Need to find other materials (hematite), to modify the 

titania photocatalyst and to understand the 

mechanisms of the photocatalytic process   
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K. Sivula et al., ChemSusChem 4, 432 (2011)   

DOI: 10.1002/cssc.201000416

Solar Water Splitting: Progress Using Hematite (a-Fe2O3)
Photoelectrodes
Kevin Sivula,* Florian Le Formal, and Michael Gr!tzel[a]

432 " 2011 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim ChemSusChem 2011, 4, 432 – 449
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Hematite 

•  α–Fe2O3 (hematite) is a promising 
material as photoanode for photo-
electrocatalytic water splitting. 

•  Gap ~2 eV 
•  Problem of charge transport and 

recombination 
•  Charge transport problem is less 

important for nanostructured 
materials 

•  Some progress, but not definitive 
•  Need to characterize material and 

processes 
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Black hydrogenated titania 
Hydrogenation improves  

photoabsorption and photocatalytic activity 
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Increasing Solar Absorption for
Photocatalysis with Black Hydrogenated
Titanium Dioxide Nanocrystals
Xiaobo Chen,1,2 Lei Liu,1,3 Peter Y. Yu,1,3 Samuel S. Mao1,2*

When used as a photocatalyst, titanium dioxide (TiO2) absorbs only ultraviolet light, and several approaches,
including the use of dopants such as nitrogen, have been taken to narrow the band gap of TiO2. We
demonstrated a conceptually different approach to enhancing solar absorption by introducing disorder in
the surface layers of nanophase TiO2 through hydrogenation. We showed that disorder-engineered
TiO2 nanocrystals exhibit substantial solar-driven photocatalytic activities, including the photo-oxidation
of organic molecules in water and the production of hydrogen with the use of a sacrificial reagent.

The effectiveness of solar-driven photo-
catalytic processes underlying hydrogen
production and water decontamination is

dictated to a great extent by the semiconductor’s
capability of absorbing visible and infrared light,
as well as its ability to suppress the rapid com-
bination of photogenerated electrons and holes.
Nanophase titanium dioxide (TiO2), which has a
large surface area that can facilitate a fast rate of
surface reactions, is a widely used wide–band-
gap semiconductor photocatalyst for a variety of
solar-driven clean energy and environmental tech-
nologies (1–4). In order to increase the limited

optical absorption of TiO2 under sunlight, there
have been persistent efforts to vary the chemical
composition of TiO2 by adding controlled metal
(5, 6) or nonmetal (7–10) impurities that generate
donor or acceptor states in the band gap. Different
from impurity incorporation, self-doping that pro-
duces Ti3+ species in TiO2 has also been demon-
strated (11). Through doping, the solar absorption
characteristics of TiO2 have been improved to
some extent. For example, when nonmetallic
light-element dopants are introduced (9), the op-
tical absorption of TiO2 can be modified as the
result of electronic transitions from the dopant
2p or 3p orbitals to the Ti 3d orbitals. At present,
nitrogen-doped TiO2 exhibits the greatest optical
response to solar radiation (3), but its absorption
in the visible and infrared remains insufficient.

We developed an alternative approach to
improving visible and infrared optical absorption
by engineering the disorder of nanophase TiO2

with simultaneous dopant incorporation. In its
simplest form, a disorder-engineered nanophase
TiO2 consists of two phases: a crystalline TiO2

quantum dot or nanocrystal as a core, and a high-
ly disordered surface layer where dopants are in-
troduced (Fig. 1A). Although an ensemble of

1LawrenceBerkeley National Laboratory, University of California
at Berkeley, Berkeley, CA 94720, USA. 2Department of Mechan-
ical Engineering, University of California at Berkeley, Berkeley,
CA 94720, USA. 3Department of Physics, University of California
at Berkeley, Berkeley, CA 94720, USA.

*To whom correspondence should be addressed. E-mail:
ssmao@lbl.gov

Fig. 1. (A) Schematic
illustration of the struc-
ture and electronic DOS
of a semiconductor in
the form of a disorder-
engineered nanocrystal
with dopant incorpo-
ration. Dopants are de-
picted as black dots,
and disorder is repre-
sented in the outer lay-
er of the nanocrystal.
The conduction and va-
lence levels of a bulk
semiconductor, EC and
EV, respectively, are al-
so shown, and the bands
of the nanocrystals are
shown at the left. The
effect of disorder, which
creases broadened tails
of states extending into
the otherwise forbidden
band gap, is shown at
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the right. (B) A photo comparing unmodified white and disorder-engineered black TiO2 nanocrystals. (C
and D) HRTEM images of TiO2 nanocrystals before and after hydrogenation, respectively. In (D), a short-
dashed curve is applied to outline a portion of the interface between the crystalline core and the
disordered outer layer (marked by white arrows) of black TiO2. (E and F) XRD and Raman spectra of the
white and black TiO2 nanocrystals.
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blue degradation in the absence of any photo-
catalyst [see the supporting onlinematerial (SOM)
and fig. S1]. Photodegration was complete after
8 min for the black TiO2 nanocrystals, whereas
for the unmodified white TiO2 nanocrystals un-
der the same testing conditions, it took nearly
1 hour (Fig. 2A). Similar improvement was also
observed for the photocatalytic decomposition of
phenol (SOM and fig. S2).

The results of cycling tests of the solar-driven
photocatalytic activity of black TiO2 nanocrystals
in decomposing methylene blue are shown in
Fig. 2B. Once the photocatalytic reaction of a
testing cycle was complete, the subsequent cycle
was started after an amount of concentrated meth-
ylene blue compound was added to make the OD
of the solution approximately 1.0. The disorder-
engineered black TiO2 nanocrystals did not ex-
hibit any reduction of their photocatalytic activity
under solar irradiation after eight photocatalysis
cycles.

The disorder-engineered black TiO2 nano-
crystals exhibit substantial activity and stability
in the photocatalytic production of hydrogen from
water under sunlight. Hydrogen gas evolution as
a function of time during a 22-day testing period
of solar hydrogen production experiments using
black TiO2 nanocrystals as the photocatalysts is
shown in Fig. 2C. A full-spectrum solar simu-
lator was used as the excitation source, which
produced about 1 Sun power at the sample con-
sisting of black TiO2 nanocrystals loaded with
0.6weight%Pt, placed in a Pyrex glass container
filled with 1:1 water-methanol solution (metha-
nol is the sacrificial reagent, and the anodic re-
action generating O2 from H2O is not occurring
in this system). Measurements were conducted
initially for 15 consecutive days; each day the
sample was irradiated for 5 hours and then stored
in darkness overnight before testing the next day.
We found that 1 hour of solar irradiation gen-
erated 0.2 T 0.02 mmol of H2 using 0.02 g of
disorder-engineered black TiO2 nanocrystals
(10 mmol hour–1 g–1 of photocatalysts). This H2

production rate is about two orders of magnitude
greater than the yields of most semiconductor
photocatalysts (2, 16). The energy conversion
efficiency for solar hydrogen production, defined
as the ratio between the energy of solar-produced
hydrogen and the energy of the incident sunlight,
reached 24% for disorder-engineered black TiO2

nanocrystals.
After testing for 13 days, 30 ml of pure water

was added to compensate for the loss, and mea-
surements continued for 2 additional days before
the sample was stored in darkness for 2 days
(days 16 and 17) without measurements. Ex-
periments were resumed for 5 more days after
the 2-day storage period, and similar rates of H2

evolution were still observed. Throughout the test-
ing cycles, the disorder-engineered black TiO2

nanocrystals exhibited persistent high H2 pro-
duction capability. Under the same experimental
conditions, no H2 gas was detected from the
unmodified white TiO2 nanocrystals loaded with
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nanocrystals. The inset enlarges the absorption spectrum in the range from approximately 750 to 1200 nm.
(C) Valence-band XPS spectra of the white and black TiO2 nanocrystals. (D) Schematic illustration of the DOS
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nanocrystals retains the benefits of crystalline
TiO2 quantum structures for photocatalytic pro-
cesses, the introduction of disorder and dopant at
their surface would enhance visible and infrared
absorption, with the additional benefit of carrier
trapping. Large amounts of lattice disorder in
semiconductors could yield mid-gap states whose
energy distributions differ from that of a single
defect in a crystal. For example, instead of forming
discrete donor states near the conduction band
edge, these mid-gap states can form a continuum
extending to and overlapping with the conduc-
tion band edge; thus they are often also known as
band tail states. Similarly large amounts of dis-
order can result in band tail states merging with
the valence band (12–15). These extended ener-
gy states, in combination with the energy levels
produced by dopants, can become the dominant
centers for optical excitation and relaxation. An
additional potential advantage of these engi-
neered disorders is that they provide trapping sites
for photogenerated carriers and prevent them from
rapid recombination, thus promoting electron trans-
fer and photocatalytic reactions. The density of states
(DOS) of disorder-engineered semiconductor
nanocrystals, as compared to those of unmodified
nanocrystals, is shown schematically in Fig. 1A.

To introduce disorders into nanophase TiO2

with simultaneous dopant addition, we generated
a porous network of TiO2 nanocrystals, a few
nanometers in diameter. Hydrogenation of this
material creates a disordered layer on the nano-
crystal surface. We observed a shift in the onset
of absorption in such disorder-engineered TiO2

nanocrystals, from the ultraviolet (UV) to near-
infrared after hydrogenation, accompanied by a
dramatic color change and substantial enhance-
ment of solar-driven photocatalytic activity. A
photo of disorder-engineered black TiO2 nano-
crystals, as compared to one of unmodified white
TiO2 nanocrystals, is shown in Fig. 1B.

We prepared TiO2 nanocrystals with a pre-
cursor solution consisting of titanium tetraisopro-
poxide (TTIP), ethanol, hydrochloric acid (HCl),
deionizedwater, and an organic template, Pluronic
F127, with molar ratios of TTIP/F127/HCl/H2O/
ethanol at 1:0.005:0.5:15:40. The solution was
heated at 40°C for 24 hours and then evaporated
and dried at 110°C for 24 hours. The dried pow-
ders were calcinated at 500°C for 6 hours to
remove the organic template and enhance the
crystallization of TiO2. Both the temperature
ramp rate and the cooling rate were approximate-
ly 0.3°Cmin–1. The resulting white-colored pow-

ders were first maintained in a vacuum for 1 hour
after being placed in the sample chamber of a
Hy-Energy PCTPro high-pressure hydrogen sys-
tem and then hydrogenated in a 20.0-bar H2

atmosphere at about 200°C for 5 days. Because
hydrogen tends to be attracted to dangling bonds,
we expected the concentration of hydrogen to be
the highest in the disordered layer, where there are
substantially more dangling bonds than in the
crystalline core of black TiO2 nanoparticles.

We investigated the structures of the TiO2

nanocrystals before and after hydrogenation with
x-ray diffraction (XRD), Raman spectroscopy, and
scanning and transmission electron microscopy
(SEM and TEM). The pure TiO2 nanocrystals
were highly crystallized, as seen from the well-
resolved lattice features shown in the high-
resolution TEM (HRTEM) image (Fig. 1C); the
size of individual TiO2 nanocrystals was approx-
imately 8 nm in diameter. After hydrogenation,
however, the surfaces of TiO2 nanocrystals be-
came disordered (Fig. 1D) where the disordered
outer layer surrounding a crystalline corewas ~1 nm
in thickness. StrongXRDdiffraction peaks (Fig. 1E)
also indicate that the TiO2 nanocrystals were
highly crystallized. The crystalline phase had an
anatase structure with an average crystal size of
approximately 8 nm, in agreement with HRTEM
observation.

We used Raman spectroscopy to examine
structural changes in the TiO2 nanocrystals after
the introduction of disorder with hydrogenation.
The three polymorphs of TiO2 belong to different
space groups: D4h

19(I41/amd ) for anatase, D2h
15

( pbca) for brookite, and D4h
14(P42/mnm) for ru-

tile, which have distinctive characteristics in Raman
spectra. For anatase TiO2, there are six Raman-
active modes with frequencies at 144, 197, 399,
515, 519 (superimposed with the 515 cm–1 band),
and 639 cm

–1

, respectively (3). The unmodified
white TiO2 nanocrystals display the typical anatase
Raman bands, but new bands at 246.9, 294.2,
352.9, 690.1, 765.5, 849.1, and 938.3 cm–1 emerge
for the black TiO2 nanocrystals, in addition to the
broadening of the anatase Raman peaks (Fig. 1F).
These Raman bands cannot be assigned to any of
the three polymorphs of TiO2, which indicates
that structural changes occur after hydrogenation,
resulting in disorders that can activate zone-edge
and otherwise Raman-forbidden modes (such as
modes that are infrared-active only) by breaking
down the Raman selection rule (13).

The solar-driven photocatalytic activity of the
disorder-engineered black TiO2 nanocrystals was
measured by monitoring the change in optical ab-
sorption of a methylene blue solution at ~660 nm
during its photocatalytic decomposition process.
Other than being a nitrogenous reference com-
pound for evaluating photocatalysts, methylene
blue can be found as a water contaminant from
dyeing processes. In a typical experiment, 0.15mg
of black TiO2 nanocrystals was added to a 3.0-ml
methylene blue solution that had an optical den-
sity (OD) of approximately 1.0 under aerobic con-
ditions; the results were corrected for methylene
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black or grey color and the black coloration mainly depends on 
the adding the amount of noble metal, [  22  ]  consistent with not 
only the reported results [  21–24  ]  but also our prepared Ag-TiO 2  
samples (Figure S1, Supporting Information).   

 For Ag or Pt-loaded TiO 2 , the enhanced visible-light absorp-
tion peak is due to that the incident photon frequency is reso-
nant with the collective excitations of the conduction electrons 
of noble-metal nanoparticles, [  26  ,  27  ]  which may also happen in 
our and the reported black titania samples. The treatment of 
hydrogen plasma or high-pressure hydrogen gas could con-
vert surfaced Ti 4 +   (3d 0 ) into Ti 3 +   (3d 1 ) by introducing H doping 
(TiO 2– x  H  x  ) or/and oxygen vacancies (TiO 2– x  -  x  ), which both 
increase carrier (electron) concentration. Generally, the LSPR 
effect is closely related to surface carrier concentration. The 
concentration of charge carriers and the large photon absorp-
tion induced by LSPR effect should change simultaneously 
with the amount of Ti–H bonds and Ti 3 +  . In order to prove it, 
the TiO 2– x  H  x   samples with different hydrogenation time were 
investigated. As shown in Figure S2 and Table S1, Supporting 
Information, the light absorbance and carrier concentration 
of the TiO 2– x  H  x   samples show an increasing trend, which is 
consistent with the LSPR effect. The TiO 2– x  H  x   samples were 
further treated in 50  ° C-stirring H 2 O 2  solution to oxidize the 
hydrogenated state while preserving the surface amorphous 
structure. The carrier concentration falls to a degree lower 
than the hall measurement limit, and the absorbance sharply 
decreases without a raised peak in visible and infrared-light 
region. We also investigated the electron transport behavior of 
black titania fi lms. Two anatase TiO 2  fi lms prepared by magne-
tron sputtering (thickness: 223 nm, 663 nm) were treated by the 
same hydrogen plasma process. Interestingly, the n-type fi lms 
obtained not only enhanced visible and infrared light absorption 
(Figure S3, Supporting Information) but also a rather high elec-
tron concentration (7.3  ×  10 20  cm  − 3 , 7.8  ×  10 20  cm  − 3 ) resulting 
in a low sheet resistance (98.3  Ω  sq  − 1 , 69.6  Ω  sq  − 1 ). Conduc-
tion electrons with such high concentration in black titania are 
enough to cause the LSPR, therefore it is not surprising that 
the enhanced absorption of our black titania was observed after 
hydrogen plasma treatment. Similar phenomenon also hap-
pens in transparent conducting oxide (TCO) fi lms. The TCO 
fi lm has a large absorption in the near infrared light range 
when the electron concentration is high ( > 10 20  cm  − 3 ). [  28  ]  

 Hydrogen plasma process offers high-energy species such 
as electrons, atoms, and radicals, which improves thermody-
namics and kinetics over conventional processing. [  29  ,  30  ]  It is the 
key why our well-crystallized sample is much easier be con-
verted in deep black than the H 2 -annealing sample (light grey, 
see the comparison in Figure S4, Supporting Information). 
In order to uncover the microstructure, the black TiO 2– x  H  x   
sample was examined by the high resolution transmission elec-
tron microscopy (HRTEM), as shown in  Figure    2  a. The black 
TiO 2– x  H  x   nanoparticles have a hydrogen-stabilized amorphous 
layer surrounding a crystalline core to form an amorphous 
shell/crystalline core structure (TiO 2 @TiO 2– x  H  x  ), compared 
with highly-crystallized pristine TiO 2  with clear lattice fringes 
shown in Figure  2 b. The size of individual nanoparticles is 
approximately 20 nm in diameter. The disordered surface layer 
with  ≈ 2 nm in thickness is coated on a crystalline core after 
the hydrogen plasma process for 8 h. The structural changes 

  2. Results and Discussion 
   Figure 1   displays the diffuse refl ectance spectra of our 8h-H-
plasma-reduced black titania (denoted as TiO 2– x  H  x   in this con-
text), the high-pressure hydrogenated black titania (HP-TiO 2 ) 
from the previous report, [  1  ]  and pristine TiO 2  nanocrystals 
(Degussa P25), where pristine TiO 2  and HP–TiO 2  are two ref-
erences for comparison. For all samples, a steep increase in 
absorption at wavelengths shorter than  ≈ 400 nm can be attrib-
uted to the intrinsic bandgap absorption of crystalline anatase 
TiO 2 . Compared with P25, both TiO 2– x  H  x   and HP–TiO 2  possess 
a signifi cant absorption in the visible and near infrared light. 
Especially for the TiO 2– x  H  x   sample, the visible and infrared 
light absorption drastically and monotonously increases at 
wavelengths longer than  ≈ 400 nm, much superior to HP–TiO 2  
and the other reported samples. [  11–15  ]  As shown in  Table    1  , The 
black titania possesses the extremely high solar absorption 
(83%), far more than HP–TiO 2  ( ≈ 30%). The enhanced light 
absorption in HP–TiO 2  was proposed to be due to introducing 
disorder in the surface layers of nanophase TiO 2  through 
hydrogenation and resulting in a secondary narrow bandgap 
(1.54 eV). [  1  ]  However, the absorption spectrum curve of HP–
TiO 2  is very similar to the reported results for TiO 2  crystals 
modifi ed by noble metal (Ag, Pt, Au) nanoparticles. [  21–24  ]  The 
enhanced visible light absorption in Ag-loaded TiO 2  samples 
is assigned to the LSPR, and a similar secondary “bandgap” 
ranges from 1.75 to 2.75 eV. [  25  ]  Large wide-spectrum absorption 
for TiO 2– x  H  x   sample is analogous to the Pt-loaded TiO 2  sam-
ples due to the LSPR, which does not have a similar secondary 
bandgap. [  22  ]  All these noble metal-loaded TiO 2  have a similar 

     Figure  1 .     a) Diffuse refl ectance spectra of our 8h-H-plasma-reduced 
black titania (TiO 2– x  H  x  ), the high-pressure hydrogenated black titania 
(HP–TiO 2 ) [  1  ] , and pristine TiO 2  (P25, starting material). The backgroud is 
the total solar spectrum. b) Photographs of black titania (TiO 2– x  H  x  ) and 
pristine TiO 2 .  

   Table  1.     Solar absorption in different spectrum region. 

Sample total UV a)  Visible b)  Infrared c)  

solar spectrum 100% 7% 50% 43%

pristine TiO 2 5% 5% 0 0

TiO 2– x  H  x  83% 6% 39% 38%

HP–TiO 2 30% 5% 24% 1%

    a) UV light:  < 400 nm;  b) visible light: 400–760 nm;  c) infrared light:  > 760 nm.   

Adv. Funct. Mater. 2013,  
DOI: 10.1002/adfm.201300486

 
HP-TiO2 by high-pressure 
thermal treatment 
 
TiO2-xHx by plasma treatment 

X. Chen et al., Science 331, 746 (2011)   
Z. Wang et al., Adv. Funct. Mater. 23, 544 (2013) 
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Computational details 

•  Density functional theory: PBE + U 
•  Plane waves 
•  Norm-conserving pseudopotentials 

•  GW + Bethe-Salpeter Equation 
•  G0W0 

•  Plasmon pole approximation 

http://www.quantum-espresso.org 

http://www.yambo-code.org 
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Hydrogenated titanium dioxide: thermodynamics 

-) Hi: interstitial hydrogen 
-) HO: hydrogen in oxygen vacancy 
-) VO: oxygen vacancy  

S. S. Ataei, M. R. Mohammadizadeh, N. Seriani, JPCC 120, 8421 (2016)  

0.92 eV.32 The transition level (ϵ(+1/0)) was calculated to be
0.91 eV with DFT+U and core-level alignment correction,33

and 0.5 eV (0.03 eV) from the vertical (adiabatic) transition
using the HSE06 functional.7 Oxygen vacancies are the
dominating intrinsic defect in anatase at room conditions;34,35

therefore this is the only intrinsic defect we are considering in
this work, mainly focused on hydrogen doping. It is however
important to note that, under heavily reducing conditions, Ti
interstitials might become prevalent.34,35 In order to study Hi,
we considered hydrogen to be perpendicular to the Ti−O−Ti
plane (Figure 2), because this configuration is more stable with

respect to the parallel configuration.36 As shown in Figure 1,
the neutral Hi and HO are more stable than the corresponding
charged defects for Fermi energies higher than 2.97 and 2.96 eV
above the maximum of the valence band, respectively, 0.23 and
0.24 eV from the experimental CBM of 3.2 eV. These are
slightly shallower than the DLTS peak of 0.5 eV for
hydrogenated TiO2.

10 This difference might be due to our
higher concentration in comparison with the DLTS measure-
ments, where the carrier concentration corresponds to 0.0156
× 10−5 nH

nTi
, orders of magnitude lower than in our calculations.

In fact, our transition levels are in agreement with the value of
0.2 eV below the CBM found by Deaḱ et al.6 with HSE06
calculations, at the same concentration we employ. Instead, at a
lower concentration of 0.028 nH

nTi
, Ma et al.12 found by HSE06

calculations that these transition levels are in resonance with
the conduction band.
Since the original experiment on black hydrogenated titania

employed a concentration of 0.25 wt % (0.2 nH
nTi

), we have

considered a (2 × 1 × 1) supercell with one hydrogen atom
(0.125 nH

nTi
) in interstitial and substitutional positions (Figure

2). The calculated formation energies of a neutral interstitial
hydrogen and the substituted one at the VO site, and binding
energy for HO, are 0.02, 4.74, and −0.05 eV, respectively.
Interstitial hydrogen is the stable defect. Therefore, in the limit
of thermodynamic equilibrium at low temperatures, i.e. at a low
concentration of VO’s, the thermodynamically stable states will
have hydrogen in interstitial position. However, the equilibrium
concentrations of VO and HO, shown in Figure 3, strongly

depend on temperature and might become non-negligible even
at thermodynamic equilibrium. At high hydrogen concen-
tration, more complicated situations with coexistence of HO
and Hi are in principle possible. To test this hypothesis, we
have calculated a (2 × 2 × 1) cell with one HO and one Hi, set
near and far from one another. The difference in energy
between the near and the far configurations amounts to 0.02
eV. Thus, their interaction is weak and should not influence the
concentration of each defect. Moreover, it is well possible to
obtain higher concentrations of oxygen vacancies by quenching
titania from high temperature or by modifying the synthesis
procedure, and to keep this state as metastable state. In this
case, oxygen vacancies are kinetically stabilized due to their low
mobility, and only hydrogen is in thermodynamic equilibrium,
thanks to its higher mobility. In this case, the relevant formation
energies are those with respect to anatase with oxygen
vacancies. At zero temperature, the formation energy of Hi is
still 0.02 eV as in the previous case, but the formation energy of
HO is much lower, −0.05 eV (i.e., the process is more
exothermic), because it does not contain the energy necessary
to produce an oxygen vacancy, which is assumed to be frozen in
the anatase. In fact, high concentrations of oxygen vacancies
have been experimentally observed.37 In this second case,
where we start with an anatase with oxygen vacancies, it is
favorable for hydrogen to occupy the vacancies rather than to
occupy interstitial sites. Given the importance of the HO in the
subsequent discussion of the electronic structure, we have
better analyzed this state. In particular, we have considered the

Figure 1. Formation energy (Ef) vs Fermi energy (EF) for VO (violet
line), VO

1+ (orange), VO
2+ (brown), HO (green), HO

+ (dark green), Hi
(red), and Hi

+ (magenta).

Figure 2. Atomic structure of the (2 × 1 × 1) supercell of anatase
TiO2 with Hi (left diagram) and HO (right diagram), where the gray,
red, and sky-blue balls represent Ti, O, and H atoms, respectively.

Figure 3. Equilibrium concentrations of the defects VO and HO in
anatase TiO2, in dependence of temperature, for different conditions
of pressure.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.6b00019
J. Phys. Chem. C 2016, 120, 8421−8427
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possibility that the HO’s might not be ordered as in our (2 × 1
× 1) supercell. To this aim, we have simulated also (2 × 2 × 1)
supercells with two HO defects put in different positions.
Indeed, configurations with the double periodicity are slightly
more favorable energetically, with a formation energy of 4.59
eV vs 4.74 eV for the singly periodic configuration. This is a
sign that, thermodynamically, the defects will rather be
disordered. Still, it could be possible to produce ordered arrays
of oxygen vacancies that survive, thanks to their low mobility. It
has been shown that, in vacuum conditions, hydrogenated rutile
is short-lived due to high hydrogen mobility and fast
desorption.14

In Figure 4 we show a portion of the phase diagram of the
hydrogen−anatase system by ab initio thermodynamics and we

show that hydrogenated titania is stable under certain realistic
conditions. More results are shown in the Supporting
Information. In all cases considered, the only defect that is
more stable than pristine titania is the positively charged
interstitial hydrogen. The stability of the Hi

+ depends on the
partial pressure of hydrogen, on temperature, and on the
position of the Fermi energy, i.e. on the electrostatic conditions.
At a hydrogen partial pressure of 0.01 atm and a Fermi energy
of 2.3 eV above the top of the valence band, this hydrogen
defect is stable up to 500 K according to our calculations. At
lower partial pressures, the hydrogenated phase becomes less
stable with respect to pure titania. This is in agreement with the
experiments of ref 14, performed in a vacuum, but at the same
time it suggests that hydrogenated titania might be
thermodynamically stable under realistic conditions. It should
be noted that here we are dealing with a system in full
thermodynamic equilibrium, disregarding the possibility that
kinetically stabilized oxygen vacancies might make the
formation of HO defects possible.
The calculated density of states (DOS) of Hi, Hi

+, HO, and
HO

+ for the two concentrations of 0.125 and 0.0625 nH
nTi

are

plotted in Figure 5. There is an occupied defect level for Hi at
0.91 eV below the CBM, but this level disappears for the
positively charged Hi

+. According to the calculated PDOS, it is
understood that the midgap level of Hi is related to the Ti

3+ ion
nearest to the hydrogen. This is confirmed also by its Bader
effective charge, increased by 0.31e, with a net magnetic
polarization of 0.89 μB. On the contrary, the Bader effective
charge of hydrogen in the structure with Hi is essentially zero.

For neutral interstitial hydrogen, these results agree with
previous calculations.36,38 On the other side, hydrogen has a
tendency to be accommodated in VO’s.

39 As shown in Figure 5,
for the system with ordered HO defects the edge of the CBM is
shifted to lower energies compared to the perfect bulk and,
interestingly, there is a tail of defect states near the CBM, while
this tail disappears in the DOS of HO

+. This CBM tail leads to a
remarkable band gap narrowing of about 1 eV. Band gap
narrowing may result in the enhancement of photoabsorption
under visible light irradiation. This band gap narrowing was not
observed in previous calculations of HO in anatase12,40,41

because of the lower hydrogen concentration they employed;
indeed, also in our calculations the extended state is substituted
by a localized defect state in the presence of disorder or at
lower concentrations (see below).
Still, we cannot exclude that it could be possible to obtain

such ordered arrays of HO’s by careful defect engineering. To
better characterize this state, we have calculated PDOS, the
real-space charge density distribution of these states (Figure 6),
and the band structure (Figure 7). The PDOS shows that these
band tail states are related to the 3d states of the two Ti atoms
nearest to the HO, and is confirmed by the charge density
distribution. The states are delocalized over the two Ti atoms.
Thus, the localized midgap states introduced by VO’s are
substituted by a tail of delocalized states when these defects are
ordered. We notice that some experiments show an absence of
localized Ti3+ signal in electron paramagnetic resonance
(EPR)9 and X-ray photoelectron spectroscopy (XPS)5 in
hydrogenated titania, also in the presence of itinerant electrons
at the CBM in the black hydrogenated TiO2 nanoparticles with
high photocatalytic performance.9 The band structure shows
that the ordered array of defects creates bandlike states with a
non-negligible dispersion (Figure 7). According to Bader
analysis, the hydrogen atom has 1.55 electrons; the two nearest
Ti atoms to the VO site have each a magnetic moment of −0.48
μB and a charge increase of 0.21e. The best description for this
situation is that we have a H− ion and a triplet state for the two
Ti atoms. To the best of our knowledge, there is no report of
this triplet state for this case, so far. It should be stressed again
that, thermodynamically, a disordered arrangement of the
hydrogen defects is more stable. Remaining at the concen-

Figure 4. Phase diagram for the H−TiO2 system in dependence of
temperature and Fermi energy. From above, the three insets show the
results respectively for pO2 = pH2

= 1 atm; pO2
= 1 atm, pH2

= 0.01 atm;

and pO2
= pH2

= 10−10 atm.

Figure 5. Calculated total density of states for anatase TiO2 with Hi
(a) and (e) and Hi

+ (c) and (g), HO (b) and (f), and HO
+ (d) and (h)

with different concentrations (first and second rows for 0.125 nH
nTi

, and

third and fourth for 0.0625 nH
nTi

), where the zero of energy is set to the

3s state of titanium.The red dashed line is the Fermi energy.
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Hydrogenated titanium dioxide: optics 
-) Neutral hydrogen defects lead to adsorption in visible and IR 
-) Proton defects barely influence photoabsorption 
-) HP-TiO2 spectrum is reproduced in presence of disordered Ti-   
   H and O-H (L. Liu et al., PRL 111, 065505 (2013))  
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black or grey color and the black coloration mainly depends on 
the adding the amount of noble metal, [  22  ]  consistent with not 
only the reported results [  21–24  ]  but also our prepared Ag-TiO 2  
samples (Figure S1, Supporting Information).   

 For Ag or Pt-loaded TiO 2 , the enhanced visible-light absorp-
tion peak is due to that the incident photon frequency is reso-
nant with the collective excitations of the conduction electrons 
of noble-metal nanoparticles, [  26  ,  27  ]  which may also happen in 
our and the reported black titania samples. The treatment of 
hydrogen plasma or high-pressure hydrogen gas could con-
vert surfaced Ti 4 +   (3d 0 ) into Ti 3 +   (3d 1 ) by introducing H doping 
(TiO 2– x  H  x  ) or/and oxygen vacancies (TiO 2– x  -  x  ), which both 
increase carrier (electron) concentration. Generally, the LSPR 
effect is closely related to surface carrier concentration. The 
concentration of charge carriers and the large photon absorp-
tion induced by LSPR effect should change simultaneously 
with the amount of Ti–H bonds and Ti 3 +  . In order to prove it, 
the TiO 2– x  H  x   samples with different hydrogenation time were 
investigated. As shown in Figure S2 and Table S1, Supporting 
Information, the light absorbance and carrier concentration 
of the TiO 2– x  H  x   samples show an increasing trend, which is 
consistent with the LSPR effect. The TiO 2– x  H  x   samples were 
further treated in 50  ° C-stirring H 2 O 2  solution to oxidize the 
hydrogenated state while preserving the surface amorphous 
structure. The carrier concentration falls to a degree lower 
than the hall measurement limit, and the absorbance sharply 
decreases without a raised peak in visible and infrared-light 
region. We also investigated the electron transport behavior of 
black titania fi lms. Two anatase TiO 2  fi lms prepared by magne-
tron sputtering (thickness: 223 nm, 663 nm) were treated by the 
same hydrogen plasma process. Interestingly, the n-type fi lms 
obtained not only enhanced visible and infrared light absorption 
(Figure S3, Supporting Information) but also a rather high elec-
tron concentration (7.3  ×  10 20  cm  − 3 , 7.8  ×  10 20  cm  − 3 ) resulting 
in a low sheet resistance (98.3  Ω  sq  − 1 , 69.6  Ω  sq  − 1 ). Conduc-
tion electrons with such high concentration in black titania are 
enough to cause the LSPR, therefore it is not surprising that 
the enhanced absorption of our black titania was observed after 
hydrogen plasma treatment. Similar phenomenon also hap-
pens in transparent conducting oxide (TCO) fi lms. The TCO 
fi lm has a large absorption in the near infrared light range 
when the electron concentration is high ( > 10 20  cm  − 3 ). [  28  ]  

 Hydrogen plasma process offers high-energy species such 
as electrons, atoms, and radicals, which improves thermody-
namics and kinetics over conventional processing. [  29  ,  30  ]  It is the 
key why our well-crystallized sample is much easier be con-
verted in deep black than the H 2 -annealing sample (light grey, 
see the comparison in Figure S4, Supporting Information). 
In order to uncover the microstructure, the black TiO 2– x  H  x   
sample was examined by the high resolution transmission elec-
tron microscopy (HRTEM), as shown in  Figure    2  a. The black 
TiO 2– x  H  x   nanoparticles have a hydrogen-stabilized amorphous 
layer surrounding a crystalline core to form an amorphous 
shell/crystalline core structure (TiO 2 @TiO 2– x  H  x  ), compared 
with highly-crystallized pristine TiO 2  with clear lattice fringes 
shown in Figure  2 b. The size of individual nanoparticles is 
approximately 20 nm in diameter. The disordered surface layer 
with  ≈ 2 nm in thickness is coated on a crystalline core after 
the hydrogen plasma process for 8 h. The structural changes 

  2. Results and Discussion 
   Figure 1   displays the diffuse refl ectance spectra of our 8h-H-
plasma-reduced black titania (denoted as TiO 2– x  H  x   in this con-
text), the high-pressure hydrogenated black titania (HP-TiO 2 ) 
from the previous report, [  1  ]  and pristine TiO 2  nanocrystals 
(Degussa P25), where pristine TiO 2  and HP–TiO 2  are two ref-
erences for comparison. For all samples, a steep increase in 
absorption at wavelengths shorter than  ≈ 400 nm can be attrib-
uted to the intrinsic bandgap absorption of crystalline anatase 
TiO 2 . Compared with P25, both TiO 2– x  H  x   and HP–TiO 2  possess 
a signifi cant absorption in the visible and near infrared light. 
Especially for the TiO 2– x  H  x   sample, the visible and infrared 
light absorption drastically and monotonously increases at 
wavelengths longer than  ≈ 400 nm, much superior to HP–TiO 2  
and the other reported samples. [  11–15  ]  As shown in  Table    1  , The 
black titania possesses the extremely high solar absorption 
(83%), far more than HP–TiO 2  ( ≈ 30%). The enhanced light 
absorption in HP–TiO 2  was proposed to be due to introducing 
disorder in the surface layers of nanophase TiO 2  through 
hydrogenation and resulting in a secondary narrow bandgap 
(1.54 eV). [  1  ]  However, the absorption spectrum curve of HP–
TiO 2  is very similar to the reported results for TiO 2  crystals 
modifi ed by noble metal (Ag, Pt, Au) nanoparticles. [  21–24  ]  The 
enhanced visible light absorption in Ag-loaded TiO 2  samples 
is assigned to the LSPR, and a similar secondary “bandgap” 
ranges from 1.75 to 2.75 eV. [  25  ]  Large wide-spectrum absorption 
for TiO 2– x  H  x   sample is analogous to the Pt-loaded TiO 2  sam-
ples due to the LSPR, which does not have a similar secondary 
bandgap. [  22  ]  All these noble metal-loaded TiO 2  have a similar 

     Figure  1 .     a) Diffuse refl ectance spectra of our 8h-H-plasma-reduced 
black titania (TiO 2– x  H  x  ), the high-pressure hydrogenated black titania 
(HP–TiO 2 ) [  1  ] , and pristine TiO 2  (P25, starting material). The backgroud is 
the total solar spectrum. b) Photographs of black titania (TiO 2– x  H  x  ) and 
pristine TiO 2 .  

   Table  1.     Solar absorption in different spectrum region. 

Sample total UV a)  Visible b)  Infrared c)  

solar spectrum 100% 7% 50% 43%

pristine TiO 2 5% 5% 0 0

TiO 2– x  H  x  83% 6% 39% 38%

HP–TiO 2 30% 5% 24% 1%

    a) UV light:  < 400 nm;  b) visible light: 400–760 nm;  c) infrared light:  > 760 nm.   

Adv. Funct. Mater. 2013,  
DOI: 10.1002/adfm.201300486

Z. Wang et al.,  
Adv. Funct. Mater. 23, 544 (2013) 
X. Chen et al., Science 331, 746 (2011)   
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FIG. 1. Band structure of H+
i , Hi, and HO-doped titania calculated

using the GW method, from left to right, respectively. The zero of
energy is set to the Fermi level. The black lines correspond to spin up
and the red ones correspond to spin down electronic structure.

(DLTS) data with a peak at 0.5 eV for hydrogenated titania.
The defect level disappears for H+

i with an electronic band
gap which is a bit larger (about 0.3 eV) than the one for the
perfect bulk. On the contrary, for HO there is a band gap
narrowing of about 1 eV with respect to the perfect bulk,
which is completely in agreement with our PBE+U results
[16]. The renormalization factors, which are an indicator of the
single-particle character of the quasiparticles [18], are about
0.5 for the occupied and empty states (! k point) around the
Fermi levels of HO and Hi. These values are smaller than the
calculated Z factors for the pristine titania and for the system
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FIG. 2. The calculated absorption spectra of perfect and hydro-
genated titania as a function of wavelength. The letters indicate peaks
referred to in the text: (a) excitonic peak in the visible range appearing
at the level of Bethe-Salpeter equation for the HO defect for in-plane
polarization of the incoming radiation; (b) excitonic peak in the
visible range appearing at the level of Bethe-Salpeter equation for
the Hi defect for in-plane polarization of the incoming radiation; (a′)
excitonic peak in the visible range appearing at the level of Bethe-
Salpeter equation for the HO defect for out-of-plane polarization
of the incoming radiation; (b′) excitonic peak in the visible range
appearing at the level of Bethe-Salpeter equation for the Hi defect for
out-of-plane polarization of the incoming radiation.

with H+
i (about 0.7). This might be because Ti 3d states are

involved in the midgap states, and 3d states in transition metals
have typical values of the renormalization factors of about 0.5
[36].

TABLE I. The calculated optical transitions including excitonic effects, in which occ means the occupied bands below the Fermi level,
unocc means the empty states above the Fermi level, and mid means impurity states crossing the Fermi level.

System Energy, eV (nm) K points Bands

Bulk (xy) 3.8 (326.27) !-Z 1st, 2nd (occ) → 1st, 2nd (unocc)
Bulk (z) 4.49 (276.13) !-Z,!-X 1st, 2nd (occ) → 2nd, 3rd (unocc)

4.63 (267.78) !-X 1st, 2nd (occ) → 1st, 2nd (unocc)
H+

i -doped (xy) 4.24 (292.42) !-Z 2nd (occ) → 1st (unocc, ↑)
4.48 (276.75) !-Z 2nd, 3rd (occ) → 1st (unocc, ↑)

H+
i -doped (z) 4.87 (254.59) !-X 2nd (occ) → 1st (unocc, ↑)

5.27 (235.26) !-X 2nd (occ) → 3rd (unocc, ↑)
Hi-doped (xy) 0.5 (2.48e+3) !-X 1st (mid) → 2nd (mid, ↑)

2.61 (475.04) ... ...
3.69 (336.00) !-Z 1st, 2nd (occ) → 1st (unocc, ↑ , ↓)

Hi-doped (z) 0.5 (2.48e+3) ! 2nd (mid) → 1st (unocc, ↑)
1.76 (704.46) !-Z,!-Y 1st (mid) → 18th, 20th (unocc, ↓ , ↑)
2.5 (495.94) ... ...
3.99 (310.74) !-X,!-Y 1st, 2nd (occ) → 1st (unocc, ↓)

HO-doped (xy) 0.02 (6.20e+4) !-Z 3rd (mid) → 1st (unocc, ↑)
2.4 (516.6) ... ...

4.03 (307.65) !-R,!-X,! 1st, 2nd (occ) → 1st (mid,unocc, ↑)
HO-doped (z) 0.07 (1.77e+4) !-X 2nd (mid) → 3rd (mid, ↑)

1.88 (659.49) !-Z 1st (mid) → 19th (unocc, ↓)
3.99 (310.74) !-R,!-Z 2nd, 3rd (occ) → 1st, 3th (mid,unocc, ↓)

155205-3

S. S. Ataei, M. R. Mohammadizadeh, N. Seriani,  
PRB 95, 155205 (2017) 
S. S. Ataei, M. R. Mohammadizadeh, N. Seriani,  
JPCC 120, 8421 (2016)  
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Hydrogenated titania: conclusions 

•  Hydrogenated TiO2 has an improved photoabsorption 
and photocatalytic activity  

   
•  The photoabsorption spectrum depends heavily on the 

hydrogenation conditions (high pressure vs. plasma 
treatment) 

•  First-principles simulations show that neutral hydrogen 
defects lead a photoabsorption spectrum compatible to 
that of plasma treated H-TiO2 

•  Charged H defects show only marginal differences with 
respect to defect-free titania 
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K. Sivula et al., ChemSusChem 4, 432 (2011)   
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Solar Water Splitting: Progress Using Hematite (a-Fe2O3)
Photoelectrodes
Kevin Sivula,* Florian Le Formal, and Michael Gr!tzel[a]
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Reactions at the surface of the photocatalyst 

•  Oxygen evolution takes place at 
the interface between the 
photocatalyst and the electrolyte 

•  Important to characterize 
thermodynamics and kinetics 
chemical reactions, and of charge 
transfer 



21 

Water oxidation at the photoanode 

 
At the anode:    2H2O è O2,g + 4H+

aq + 4e- 
 

 
Topical Review

4

the exact exchange is applied to all orbitals in a unified frame-
work, which seems to be a more systematic and general 
approach, but the cost of hybrid functionals may be prohibi-
tively large for these systems. On the contrary, in DFT  +  U 
the Hubbard U is selectively applied only to a small number 
of quasi-atomic orbitals chosen a priori, which seems to be a 
more ad hoc approach to the problem, but makes it possible to 
simulate these systems with a computational cost comparable 
to that of semi-local functionals. For this reason, DFT  +  U is 
by far the most used method, with the Hubbard U corrections 
applied only to the 3d states of iron.

Rollmann et al investigated the dependence of bulk proper-
ties on the U parameter applied on the 3d states of iron, and 
found a value of 4 eV to yield the best agreement with experi-
ments in terms of band gap and magnetic moments [54]. Such 
a value is also crucial to correctly describe the system as a 
charge transfer insulator, with a O–2p–Fe–3d gap. Smaller 
values instead yield a gap due to d–d transitions, as in Mott–
Hubbard insulators. In subsequent work, many papers indicate 
a value of 4.3 eV as an optimal value to describe the ground 
state of bulk hematite [48], while others propose 4.5 eV [55]. 
Instead, to obtain the right ordering of the tg and e orbit-
als in the conduction band, values of U larger than 6 eV or 
exact-exchange fractions larger than 30% are necessary [56]. 
Although the Hubbard U correction is necessary for the elec-
tronic and magnetic properties, it does not improve noticeably 
the vibrational properties of bulk hematite [57]. Regarding the 
thermodynamics of surfaces, DFT  +  U increases the stability 
of the iron termination with respect to semi-local DFT [58], 
and the employment of a site-specific value of U at the sur-
face improves the description of the thermodynamics of the 
(0 0 0 1), correctly resulting in a metastable ferryl termination 
[59].

Although the electronic properties of the ground state are 
reasonably well described within DFT  +  U, the formation and 
cohesive energies are better reproduced by hybrid functionals 
[60]. A hybrid functional of HSE type [61, 62] with a fraction 
of 12% of exact exchange reproduces the experimental gap 
and correctly identifies hematite as a charge-transfer insula-
tor [63]. The GW approximation [64–66] was tested on the 
bulk, with the best results delivered by G0W0 with input from 
DFT  +  U [67]. When starting from DFT  +  U with U  =  4 eV 
on the 3d states of iron, G0W0 delivers a band gap of 2.9 eV, 
and selfconsistent versions of GW overestimate the gap by an 
even larger amount [68].

2.2. Dealing with the photoelectrochemical conditions

Hematite is interesting as the photoanode in photoelectro-
chemical cells; many important processes take place at the 
interface between the semiconductor and the electrolyte. It is 
therefore crucial to determine which is the stable phase for 
the surface, and the free energy differences between reac-
tion intermediates at such a surface. To be able to do this, it 
is crucial to establish the chemical potentials of the species 
involved, i.e. electrons and ions, as a function of variables like 
applied electric bias, pH, and temperature. In electrochemis-
try, the standard reference is the standard hydrogen electrode 

(SHE) [12], which is defined as the electrode at which the 
reaction of proton reduction is at equilibrium at standard con-
ditions (pH_2  =  1 atm, pH  =  0, room temperature)

G(H+(aq)) + G(e−) =
1
2

G(H2(g)). (7)

Since the free energy of the solvated proton is a property of 
the proton in the solution, and the free energy of the hydro-
gen gas is a property of the gas itself, the statement of equa-
tion (7) applied to an electrode should mainly be understood 
as a statement about the free energy of the electron, i.e. about 
the Fermi level of the electrode and its alignment with the 
relevant redox states. The standard hydrogen electrode is in 
practice realized by a platinum electrode.

In calculations it is often assumed that the reaction pro-
ceeds through neutral intermediates only, i.e. each elementary 
step consists of a proton-coupled electron transfer (PCET) 
(figure 3). In this case, it is not necessary to determine the 
chemical potentials of proton and electron separately, but one 
can refer to the SHE directly using equation (7), as pioneered 
by NØrskov and co-workers [69, 70]. The calculation of the 
free energy of the hydrogen gas at standard conditions is then 
straightforward and is analogous to standard ab initio thermo-
dynamics [71–73]; the effect of the electric bias φ consists in 
a shift of the free energy of the electron, according to

G(H+(aq)) + G(e−)(T ,φ) =
1
2

G(H2(g))− eφ. (8)

This formalism makes it possible to incorporate the main 
effects of an applied electric bias on the stability of surface 
phases and intermediates at the cost of a single DFT calcul-
ation. O2 and H2O are at equilibrium at a bias of 1.23 V. Usually, 
a higher bias is necessary to make all intermediate reaction 
steps exothermic, and, in this context, the difference between 
the minimal bias necessary to do so and the 1.23 V is termed 
the overpotential. The effect of illumination is often treated as 
an effective bias, because it creates a  non-equilibrium situa-
tion where the chemical potentials of electrons and holes are 
determined by their quasi-Fermi levels. In principle, at satur-
ation with respect to illumination intensity, the maximally 
attainable value of their difference is equal to the band gap 

Figure 3. Scheme of the usually assumed reaction cycle for water 
oxidation, consisting of four proton-coupled electron transfers. In 
the single-site version presented here, it foresees a nucleophilic 
attack with the formation of an OOH intermediate.

J. Phys.: Condens. Matter 29 (2017) 463002

At the surface of the photoanode, the reaction proceeds through 
4 elementary steps (proton coupled electron transfers) 
This takes place however in a complex environment 
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Thermodynamics of water splitting 
at the (0001) surface of hematite 

Crucial to take into account the photoelectrochemical 
conditions (in water, under illumination) 
We find an overpotential of 0.8 V for photo-driven 
water oxidation, in fair agreement with experiments 

Nguyen et al., J. Chem. Phys. 
140, 064703 (2014)  
 
Seriani, J. Phys.: Condens. 
Mat. 29, 463002 (2017)   
 

064703-6 Nguyen et al. J. Chem. Phys. 140, 064703 (2014)
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FIG. 4. Reaction intermediates and reaction free energy diagrams in the case
of S30

5 (top, black bars imply intermediate O∗ + HO∗) and S30
1 (bottom).

sufficient to make every step downhill in energy, and the
overall process on this surface structure would have a 2.45–
1.23 = 1.22 V theoretical overpotential at pH = 0. Notice
how the last step in Fig. 4 (top panel), even at zero bias,
is highly favorable. Consistently with the observations made
above, this shows that rather than packing three ligands on
a single Fe adatom, the system gains energy by releasing
molecular oxygen and reducing the number of ligands on
Fe. The results of Sec. III, showing that within the set of
structures considered S30

5 was the most favorable when a bias
UV B is applied, suggested a starting point for the water ox-
idation cycle that proved to be unstable towards O2 release.
We therefore conclude that S30

5 is unlikely to be a structure
visited by the system under photo-illumination conditions,
and that alternative paths on S5 lead to prohibitively high
overpotentials.

We turn next to S30
1 as the starting surface for the oxida-

tion process, since our calculations predict this to be the sec-
ond most favorable surface structure at a bias equal to UVB.
We consider the four-step process described by Eq. (2). Since

there are available O∗ sites on S30
1 and no undercoordinated Fe

sites, in the first step (C), a water molecule attacks an O∗ site
resulting in a hydroperoxo HOO∗ intermediate. The reaction
free energy of this step is 1.56 eV. The second step (D) leads
to the release of an oxygen molecule, creating an empty site
()∗. The free energy change of this step is just 0.21 eV. Next,
in step A a second water is oxidized, with a HO∗ group filling
up the ()∗ site, with an 1.11 eV cost. Finally, the hydroxo in-
termediate is converted to O∗ through the fourth PCET step,
completing the 4-electron reaction. The free energy cost of
the last step (B) is 2.07 eV, making this the most demanding
step of the catalytic cycle promoted by S30

1 . The redox po-
tential generated by photogenerated, UVB = 2.3 V, is hence
enough to make all reaction steps exothermic, i.e., this water
oxidation cycle can proceed under photo-illumination condi-
tions. The energetics and the geometry of the intermediates
for this reaction cycle are shown in Fig. 4 (bottom panel). The
theoretical overpotential for this cycle is therefore 2.07−1.23
= 0.84 V.

Note that the experimental overpotential of 0.5–0.6 V
has been measured at pH = 13.6,1, 35 while our calculations
are performed at pH = 0. On the one hand, however, the
valance band position of hematite is pH dependent. On the
other hand, the reaction free energy in each step, assumedly,
has the same pH dependence. The experimental overpotential
at pH = 0 is thus about 0.6 V, with which our calculated one
is in agreement. Our result is also in good agreement with the
0.77 V overpotential obtained by Liao et al.,22 who explicitly
accounted for the effect of solvent water molecules using a
single water overlayer.

V. DISCUSSION

Of the six terminations S1−6, the single iron terminated
S5 appears to be the most stable one in a wide range of
oxygen chemical potentials, close to the upper limit. Upon
water adsorption and dissociation, this surface can easily be
hydrogenated and/or hydroxylated.23 Under the photoelec-
trochemical conditions, we found that all the surface ter-
minations are terminated with oxygen. The high redox po-
tential for the photogenerated holes strongly destabilize the
adsorbed hydrogen atoms at the surface, transferring them to
the electrolyte.

Under the conditions we investigated in this work, S30
1

and S30
5 are the most stable terminations. This is in agree-

ment with the results by Hellman and Pala,21 who concluded,
however, that a UVB of 2.3 V is not sufficient to make ev-
ery reaction step on S30

1 (or S4) downhill in energy. Hell-
man and Pala21 found that a minimal UVB of 3.0 V is re-
quired, while our calculations show that the most demand-
ing step has a free energy cost of 2.07 eV. We believe that
this discrepancy is due to the different choice of electronic
structure approach used: DFT-GGA by Hellmann and Pala,21

DFT+U in our case. It is well known that the Hubbard term U
has a strong effect on the energy differences associated with
changes of oxidation states in transition metal elements.36 A
relevant example, in this context, is the comparison between
DFT-GGA and DFT+U for water oxidation on cobalt oxide
surfaces: Nørskov and co-workers37 showed that quantitative

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
140.105.16.64 On: Mon, 17 Feb 2014 13:28:23
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The electrochemical interface 
A crucial role is played by 
the electrochemical 
interface, specially for 
charge dynamics:  
 
space charge layer,  
double layer,  
ions,  
electric field,  
illumination, 
hole transfer  
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Goal is to take a second look (with new tools) at old 
models** of the interface and of the double layer  
 
** Stern, Z. Electrochem., 30, 508 (1924) 
** Gouy, J. Phys. 9, 457 (1910) 
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On the semiconductor side:  
the space charge layer 276 Nanostructured Energy Devices

and the Fermi level in the quasineutral region (Equation 5.32). Owing to the differ-
ence of work functions, a contact potential difference or Volta potential difference is 
established between the separate materials, as indicated in Figure 2.15. In Equation 
4.20, we have termed such difference of potentials the built-in potential Vbi. In semi-
conductor photoelectrochemistry, this quantity is termed the flatband potential, Vfb, 
because application of such voltage causes the bands to be flat.

When the materials are brought into contact, they reach equilibrium of the Fermi 
levels as shown in Figure 9.1b. It is assumed that the position of the semiconduc-
tor conduction band at the surface is not modified, that is, there are no charging 
effects of dipole or surface state. This is the vacuum level alignment rule or the 
Mott–Schottky rule discussed in Chapter 4. The height of the barrier from the metal 
side is given in Equation 4.18. In Figure 9.1b, electrons diffuse from the semicon-
ductor to the metal, which has a larger work function. The potential barrier in the 
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FIGURE 9.1 Scheme of a Schottky barrier at the semiconductor surface. (a) Separate energy 
levels of metal and n-type semiconductor. Ec is the energy of the conduction band, Ev is the 
energy of the valence band, EFn is the electron Fermi level in the semiconductor. (b) Structure 
of the barrier at equilibrium. w is the width of the depletion zone, (c) spatial distribution of 
charge.
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On the electrolyte side:  
the double layer 
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The double layer  
at the (0001) hematite surface 
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FIG. 1. Simulation setups for the hematite/water interface, shown for the OH termi-
nation and the FeO3Fe termination. O is shown in red, Fe in gray, and H in white.
The dashed red line denotes the average position of the OH layer for the OH ter-
mination. For the FeO3Fe termination, the black dashed-dotted line denotes the
position of the surface Fe atoms Fes and the red dashed line shows the position
of the surface oxygen atoms Os.

1 F� is equivalent to an acidic pH = 1.4. It is important to realize
that extreme basic pH values ⇠13 are experimentally relevant
and are used in photoelectrochemical cells for water oxidation
employing hematite photoanodes.1

Throughout the course of the AIMD simulations, to avoid
sudden changes in the electrostatic potential profile, it is nec-
essary that the protonation state of the surface species and of
the solvation shell of the counterions remain unchanged, i.e.,
the occurrence of proton transfer processes must be reduced.
Following Cheng and Sprik,53 this is achieved by constraining
the O–H bonds in the water as well as in the surface species
by harmonic springs.

FIG. 2. Specific adsorption of F� ions at the FeO3Fe termination. O is shown in
red, Fe in gray, H in white, and F in green. The corresponding surface adsorbed
H+ species are also visible.

In our work, we are also interested in studying the spe-
cific adsorption of the ionic species at the solid surface and
its effect on the potential drop at the oxide/water interface.
It has been reported that the F� ions are prone to specific
adsorption on the goethite surface, due to the similar sizes of
the hydroxyl and the fluoride ion.31 Here we consider cases of
specific adsorption of one and two F� ions at the Fe sites of
the stoichiometric termination and a corresponding number
of protonated surface oxygens to neutralize the net charge.
These cases are shown in Fig. 2.

III. RESULTS

A. Structure of water at the interface
In Fig. 3, we show the density distribution of the water

molecules as a function of the position along the direction
perpendicular to the interface (Z direction), for the uncharged
interfaces [representative of values of pH around the point
of zero charge, PZC, are experimentally determined to be
in the 5.2–10.0 range, with recent experiments on the (001)
surface placing it at 8.35],36 both for the OH termination
and the FeO3Fe termination. We also show in the same
plot the distribution of water in the presence of the var-
ious counterions (Na+ and F� for the OH terminated case
and Na+, F�, and 2Na+ for FeO3Fe termination). Note that, as

FIG. 3. Water density profile as a function of the distance Z from the hematite
slab for the two different terminations. In the OH case, the average position of the
surface OH layer of the hematite slab is shown by the red dashed line (also shown
in Fig. 1). In case of the FeO3Fe termination, the average position of the surface
Fes atoms and the Os atoms are shown by the black and red lines. The error bars
shown are obtained by reblocking analysis.55
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FIG. 8. Potential drop across the
hematite/water interface as a function
of the surface charge density. The dif-
ferential capacitance per unit area of the
Helmholtz layer is obtained from the linear
term. The error bars shown are obtained by
reblocking analysis.55

from the change in the electrostatic potential due this charg-
ing as shown by Cheng and Sprik for the TiO2/water inter-
face.53

In Fig. 8, we show that the electrostatic potentials drop
across the hematite water interface —�bulk � �aq—, averaged
in the plane parallel to the interface and expressed as a func-
tion of distance along the perpendicular the direction Z. For
ease of understanding, we plot the potential of the interface
with the structural model of the uncharged interface side-
by-side, for the OH termination. The bulk region of hematite
shows the features in the potential coming from the oxy-
gen and iron planes. The middle oxygen plane, referred to
as Om, and the planes of the terminal OH groups and of the
first water layer (W1) are shown as a guide to the eye. The
black dashed line shows the potential profile for the case of
uncharged interface, and red dashed and green lines show
the potential profile in the presence of a Na+ ion and a F�
ion, respectively. This potential is averaged over the sam-
ples of our molecular dynamics run every 0.25 ps, over a
simulation of about 10 ps. The relative change in the poten-
tial drop is a measure of the compact layer capacitance per
unit area. The process of pumping positive and negative ions
in the water and the corresponding counter-charges at the
hematite surface results in the charging/discharging of this
capacitor.

To estimate the change in the potential drop, we first
perform a macroscopic average of the potential, shown in
the lower panel of Fig. 8. The error bars resulting from the
reblocking analysis of this macroscopic average of the poten-
tial is also shown. To evaluate accurately the potential drop
across the hematite/water interface, we need the difference
in the average potential in the bulk of the solid and the average
potential in the bulk of the electrolyte. The macroscopic aver-
aged potential is further averaged over a one O3Fe2O3 layer
thick region on both sides of Om (shown as the shaded region
in Fig. 8) to get the bulk hematite potential value. The potential
in the electrolyte region is obtained by averaging the macro-
scopic potential in a region of the electrolyte 3 Å above the
position of the first water layer. This region is show as the
shaded region in Fig. 8.

The inverse of the slope of the potential drop with respect
to the surface charge gives the differential capacitance per
unit area of the compact layer. The evaluation of the compact
layer capacitance for the OH as well as FeO3Fe termination
is shown in Fig. 9. The error bars in the potential drops are
standard averaging errors in the potential drop obtained by
the reblocking analysis. For the OH termination, the capac-
itance is obtained from a linear fit. On the other hand, for
the FeO3Fe termination, we have more data points for the
potential versus surface charge and we fit a quadratic curve.

J. Chem. Phys. 150, 041707 (2019); doi: 10.1063/1.5047930 150, 041707-8
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FIG. 9. Potential drop across the hematite/water interface as a function of the sur-
face charge density. The differential capacitance per unit area of the Helmholtz
layer is obtained from the linear term. The error bars shown are obtained by
reblocking analysis.55

To obtain the capacitance, we consider the first order term
of the quadratic fit. It is interesting to notice here that, for
the FeO3Fe termination, the change in the potential is small
as one goes from Na+ (� ⇠ �18.23 µC/cm2) to 2Na+ (� ⇠
�36.46 µC/cm2).

It is important to obtain an estimate of the error in cal-
culating the surface capacitance. To do this, we average the
macroscopic potential over regions of the liquid of different
thickness, viz., 2-5 Å from the first water layer near both the
interfaces. Using these data, we obtain the average capac-
itance as well as the error due to the averaging process.
Our calculated values for the compact layer capacitance are
40.3 ± 3.5 µF/cm2 for the OH termination and 51 ± 5 µF/cm2

for the FeO3Fe termination, respectively.

IV. COMPARISON WITH EXPERIMENTS
AND DISCUSSION

A variety of experimental techniques like open circuit
potentiometric measurements (OCPM),33–37 cyclic voltamme-
try (CV),38 and electrochemical impedance spectroscopy (EIS)
based on globally averaged mapping techniques (GEIS),38–41 as
well as EIS based on local mapping techniques (LEIS)42,43 have
been used to characterize the electrochemical structure of the
hematite/water interface. These experimental studies, in gen-
eral, show a non-Nernstian behavior of the hematite water
interface potential as a function of pH.35,36,41,42 These stud-
ies also highlight that the surface potential profile depends
significantly on the hematite surface termination, the nature
of the electrolytic ions, and the strength of the interaction
between the electrolyte ions and the hematite surface. The
OCPM studies are fitted with surface complexation models
(1-pK & 2-pK BSM, TLM) to obtain estimates of the compact

layer capacitance and the diffuse layer capacitances, whereas
the EIS experiments using an equivalent circuit model (ECM)
give direct estimates of the capacitances of the space charge
layer (CSC), the compact layer (CH), and the diffuse layer (Cdl).
The CV experiments give an estimate of the effective inter-
facial capacitance (Cint) which is the ratio of the measured
steady state current density and the voltage sweep rate. Cint
contains contribution from all the three capacitances men-
tioned above. The EIS method which measures the frequency
(0.1 Hz–100 KHz) dependent impedance of the electro-
chemical interface can also be used to extract the chem-
ical capacitances associated with surface charge trapping
states (CSS) which can be present at the hematite sur-
face under photoelectrochemical conditions (i.e., under illu-
mination).56–59 The estimates of various capacitances for
hematite water interface under different pH conditions
reported by various experiments are compiled together in
Table I.

It can be observed from Table I that the values of the
compact layer capacitance are in general larger than the
space charge layer and diffuse layer capacitance. This is a
result of larger spatial extent of the potential drop across
the space charge layer compared to the compact layer of
sub-nanometer thickness. The potentiometric titration based
studies (OCPM) in combination with different flavors of empir-
ical models obtain values of CH ⇠ 10–100 µF/cm2. The stud-
ies based on global techniques of the EIS show an order of
magnitude lower values of CH ⇠ 1–10 µF/cm2 for the (001)
termination compared to the modeling results, which results
from the electrochemical heterogeneity at the surface.41 Tip
based local probe techniques of EIS are fairly successful in
resolving these discrepancies by area-normalization of the
capacitances obtained from the equivalent circuit models
(ECM).

It is important to note that the physical interpretation of
the capacitances reported in Table I depends on the ECM cho-
sen for fitting the EIS measurements. There is, however, no
general consensus on which particular ECM should be used to
interpret results.57,59,60 Broadly speaking, two different fam-
ilies of ECM have been adopted: (i) Models (ECM1) incorpo-
rating capacitances from various regions of the EDL (CSC,
CH, and Cdl),38,39,42,60 which were appropriately modified to
account for the details of the experimental setup, like incor-
porating the capacitance of the micro-electrode tip in case of
LEIS42 and modifications to describe the thin film hematite
in contact with substrates.60 (ii) Experiments probing the
hematite water interface under photoelectrochemical condi-
tions use a sophisticated design of ECM (which we call ECM2)
to obtain the chemical capacitance associated with the water
oxidation surface states that are expected to be present under
illumination.57 In ECM2, the CSC and CH are fitted as a single
C̃bulk capacitance. The study by Klotz et al.59 provides an illus-
tration of interpretation of the same EIS data based on both
these families of ECM (see Table I).

The values obtained from our AIMD study are in fair
agreement with these experimental results. The experimental

J. Chem. Phys. 150, 041707 (2019); doi: 10.1063/1.5047930 150, 041707-9
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TABLE I. The estimates of various capacitances for the hematite water interface under different pH conditions reported by various experiments. The values reported by Lucas
and Boily42,43 are converted to µF/cm2 by area normalization assuming a cross-sectional area of a micro-electrode ⇠491 µm2. Capacitance C̃bulk

57,59 effectively amounts
to capacitance of CSC and CH in series.

CSC CH Cdl CSS Experimental technique
Reference (µF/cm2) (µF/cm2) (µF/cm2) (µF/cm2) Surface pH and model

Boily, Chatman, and Rosso35 . . . 31–73 . . . . . . (001) 0–14 OCPM and 1-pK/2-pK BSM

Chatman, Zarzycki, and Rosso36
. . . 30–88 18–35 . . . (001)

3–11 OCPM and TLM. . . 20–88 18–60 . . . (012)
. . . 59–80 12–68 . . . (113)

Hwang and Lenhart37 . . . 56–156 - . . . . . . 5–10 OCPM and TLM

Shimizu and Boily39 Cint ⇠ 0.50 and 0.55 . . . (001) 11 and 4.3 CV

. . . 0.2–2.0 0.5–0.6 . . . (001) 4–12 GEIS

Shimizu and Boily41 10−8 0.2–0.6 0.2–0.6 . . . (001) 3–13 GEIS
10−9 3–35 1–10 . . . (012)

Lucas and Boily42
. . . 12.6 1.46 . . . (001) 5.9 GEIS
. . . 75.1 9.06 . . . (012)

. . . 44–124 2–63 . . . (001) 5.9 LEIS

. . . 53–180 2–53 . . . (012)

Lucas and Boily43

. . . 117 4.75 . . .
(001)

5 (NaCl)
LEIS. . . 212.8 10.84 . . . 5 (NaHCO3)

. . . 149.3 5.33 . . . 5 (NH4Cl)

. . . 144 1.06 . . .
(012)

5 (NaCl)
LEIS. . . 176.2 2.93 . . . 5 (NaHCO3)

. . . 243.4 1.42 . . . 5 (NH4Cl)

. . . 192 6.27 . . .
(001)

9 (NaCl)
LEIS. . . 368.4 7.33 . . . 9 (NaHCO3)

. . . 298.8 8.94 . . . 9 (NH4Cl)

. . . 227.5 2.01 . . .
(012)

9 (NaCl)
LEIS. . . 237.7 2.12 . . . 9 (NaHCO3)

. . . 331 2.24 . . . 9 (NH4Cl)

Iandolo et al.56 . . . . . . . . . 10–90 . . . 12.9 EIS under
Illumination (ECM2)

Klahr et al.57 C̃bulk ⇠ 1–4 . . . 20–160 . . . 6.9 EIS under
10–100 13.3 Illumination (ECM2)

Klotz et al.59

3.98 126 . . . . . . . . . 14 EIS under
Illumination (ECM1)

C̃bulk ⇠ 3.86 . . . 125 . . . 14 EIS under
Illumination (ECM2)

values for the compact layer capacitance at the (001) surface
termination are relatively lower than the (012) termination.
In line with this observation, we find that the capacitance
values for the FeO3Fe termination [which is structurally closer
to (012) surface] is larger that of the OH termination. In addi-
tion, experimental findings of strong pH dependence of the
capacitance of the (012) surface indicates a larger ability of ion
binding of this surface, which agrees with our observations for
the FeO3Fe termination.

V. CONCLUSIONS

In this work, we have used first principles molecu-
lar dynamics simulations to investigate the structure and
properties of the electrochemical double layer formed at
the interface between hematite surfaces and water. We
modeled two terminations of the (001) surface, namely,
the fully hydroxylated OH termination and the stoichio-
metric FeO3Fe termination. We considered explicitly the

J. Chem. Phys. 150, 041707 (2019); doi: 10.1063/1.5047930 150, 041707-10
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Charge transfer kinetics at the interface 

Transient absorption spectroscopy and  
intensity-modulated photocurrent spectroscopy  
indicate a very slow hole transfer at the 
interface, in the millisecond-to-second regime  
 
 
Getting an insight into this process could be 
important 
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Marcus theory of electron transfer 
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14.5: MARCUS THEORY FOR ELECTRON TRANSFER

Contributed by Andrei Tokmakoff
Professor (Chemistry) at University of Chicago

The displaced harmonic oscillator (DHO) formalism and the Energy Gap Hamiltonian have been used extensively in describing charge transport reactions, such as electron and proton
transfer. Here we describe the rates of electron transfer between weakly coupled donor and acceptor states when the potential energy depends on a nuclear coordinate, i.e., nonadiabatic
electron transfer. These results reflect the findings of Marcus’ theory of electron transfer.
We can represent the problem as calculating the transfer or reaction rate for the transfer of an electron from a donor to an acceptor
\[\ce{D + A \rightarrow D^{+} + A^{-} }\label{4.57}\]
This reaction is mediated by a nuclear coordinate \(q\). This need not be, and generally isn’t, a simple vibrational coordinate. For electron transfer in solution, we most commonly consider
electron transfer to progress along a solvent rearrangement coordinate in which solvent reorganizes its configuration so that dipoles or charges help to stabilize the extra negative charge at the
acceptor site. This type of collective coordinate is illustrated below.

The external response of the medium along the electron transfer coordinate is referred to as “outer shell” electron transfer, whereas the influence of internal vibrational modes that promote ET
is called “inner shell”. The influence of collective solvent rearrangements or intramolecular vibrations can be captured with the use of an electronic transition coupled to a harmonic bath.
Normally we associate the rates of electron transfer with the free-energy along the electron transfer coordinate \(q\). Pictures such as the ones above that illustrate states of the system with
electron localized on the donor or acceptor electrons hopping from donor to acceptor are conceptually represented through diabatic energy surfaces. The electronic coupling \(J\) that results
in transfer mixes these diabatic states in the crossing region. From this adiabatic surface, the rate of transfer for the forward reaction is related to the flux across the barrier. From classical
transition state theory we can associate the rate with the free energy barrier using
\[k _ { f } = A \exp \left( - \Delta G ^ { \dagger } / k _ { B } T \right)\]
If the coupling is weak, we can describe the rates of transfer between donor and acceptor in the diabatic basis with perturbation theory. This accounts for nonadiabatic effects and tunneling
through the barrier.

To begin we consider a simple classical derivation for the free-energy barrier and the rate of electron transfer from donor to acceptor states for the case of weakly coupled diabatic states. First
we assume that the free energy or potential of mean force for the initial and final state,
\[\mathrm { G } ( \mathrm { q } ) = - \mathrm { k } _ { \mathrm { B } } \mathrm { T } \ln \mathrm { P } ( \mathrm { q } )\]
is well represented by two parabolas.
\[ \begin{align} G _ { D } ( q ) &= \frac { 1 } { 2 } m \omega _ { 0 } ^ { 2 } \left( q - d _ { D } \right) ^ { 2 } \label{14.58a} \\[5pt] G _ { A } ( q ) &= \frac { 1 } { 2 } m \omega _ { 0 } ^ { 2 } \left( q - d _ { A }
\right) ^ { 2 } + \Delta G ^ { 0 } \label{14.58b} \end{align} \]
To find the barrier height \(\Delta G ^ { \dagger }\), we first find the crossing point \(dC\) where
\[G_D(d_C) = G_A(d_C). \label{14.58c}\]
Substituting Equations \ref{14.58a} and \ref{14.58b} into Equation \ref{14.58c}
\[ \frac { 1 } { 2 } m \omega _ { 0 } ^ { 2 } \left( d _ { c } - d _ { D } \right) ^ { 2 } = \Delta G ^ { \circ } + \frac { 1 } { 2 } m \omega _ { 0 } ^ { 2 } \left( d _ { C } - d _ { A } \right) ^ { 2 } \]
and solving for \(d_C\) gives
\[ \begin{align} d _ { C } &= \frac { \Delta G ^ { \circ } } { m \omega _ { 0 } ^ { 2 } } \left( \frac { 1 } { d _ { A } - d _ { D } } \right) + \frac { d _ { A } + d _ { D } } { 2 } \\[5pt] & = \frac { \Delta G ^ { \circ } }
{ 2 \lambda } \left( d _ { A } - d _ { D } \right) + \frac { d _ { A } + d _ { D } } { 2 } \end{align} .\]
The last expression comes from the definition of the reorganization energy (\(\lambda\)), which is the energy to be dissipated on the acceptor surface if the electron is transferred at \(d_D\),
\[\begin{align} \lambda & = G _ { A } \left( d _ { D } \right) - G _ { A } \left( d _ { A } \right) \\ & = \frac { 1 } { 2 } m \omega _ { 0 } ^ { 2 } \left( d _ { D } - d _ { A } \right) ^ { 2 } \label{14.59}
\end{align} \]
Then, the free energy barrier to the transfer \(\Delta G ^ { \dagger }\) is
\[\begin{aligned} \Delta G ^ { \dagger } & = G _ { D } \left( d _ { C } \right) - G _ { D } \left( d _ { D } \right) \\ & = \frac { 1 } { 2 } m \omega _ { 0 } ^ { 2 } \left( d _ { C } - d _ { D } \right) ^ { 2 } \\ & =
\frac { 1 } { 4 \lambda } \left[ \Delta G ^ { \circ } + \lambda \right] ^ { 2 } \end{aligned}.\]
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ABSTRACT: Constrained density functional theory (CDFT) is a versatile tool for probing
the kinetics of electron transfer (ET) reactions. In this work, we present a well-scaling
parallel CDFT implementation relying on a mixed basis set of Gaussian functions and plane
waves, which has been specifically tailored to investigate condensed phase ET reactions
using an explicit, quantum chemical representation of the solvent. The accuracy of our
implementation is validated against previous theoretical results for predicting electronic
couplings and charge transfer energies. Subsequently, we demonstrate the efficiency of our method by studying the
intramolecular ET reaction of an organic mixed-valence compound in water using a CDFT based molecular dynamics simulation.

1. INTRODUCTION
Electron transfer (ET) reactions are ubiquitous in nature,
serving a vital function in mitochondrial aerobic respiration1−3

and a myriad of other redox processes in proteins.4,5 Atomistic
modeling of electron transfer kinetics is frequently founded on
the linear response theory pioneered by Marcus,6 which has
been extended to cover a wide range of phenomena7,8 including
ET processes at electrodes,9,10 proton-coupled ET,11 and
reactions with large solvation changes.12 When it is assumed
that the underlying probability distributions describing the
electron transfer initial (a) and final (b) diabatic states are
Gaussians with equal curvature, the Marcus rate constant for a
homogeneous diabatic ET reaction is given by13
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where |Hab| is the electronic coupling between ET states,
defined rigorously in terms of the N-electron wave functions Ψi
and the electronic Hamiltonian / as |Hab| = |⟨Ψa|/ |Ψb⟩|, λ is
the reorganization free energy, ΔA is the reaction Helmholtz
free energy, and thermal averaging over nuclear configurations
is indicated by the canonical average ⟨·⟩T. The equation further
allows the activation free energy to be identified as ΔA‡ = (λ +
ΔA)2/(4λ). Explicitly, λ describes the free energy required to
change the equilibrium configuration of diabatic state a into the
equilibrium configuration of diabatic state b while remaining on
the parabolic free energy curve of a and is equivalent to the
reverse relation with states permuted within the linear response
regime. Blumberger5 has recently reviewed the derivation and
inherent assumptions of the Marcus rate equation (1), and they
will consequently not be covered in this presentation.
A variety of theoretical methods are available for modeling

the ET parameters in eq 1. For |Hab|, these include the
generalized Mulliken Hush (GMH) method,14,15 localization
and block diagonalization methods,15−21 and constrained

density functional theory (CDFT).22−24 A more exhaustive
list of methods can be found in the literature5,25−33 and we
refer the interested readers to these and references therein for a
comparison of the different approaches. In this context,
however, we highlight that CDFT is a particularly appealing
alternative to compute |Hab| because it combines the computa-
tional efficiency of traditional DFT with often great
accuracy,22,23,30 except in pathological cases where fractional
charge is transferred.34 The modest cost of CDFT also
facilitates studying ET processes under dynamical conditions
using molecular dynamics (MD) coupled with an all atom
description of the solvent. Therefore, a single set of simulations
performed at a consistent level of theory can be used to
quantify all the parameters (|Hab|, λ, ΔA) appearing in the
Marcus rate equation (1), which is clearly impossible, for
instance, with wave-function-based methods. This capability is
particularly important to investigate the validity of the Condon
approximation and solvation effects. Although CDFT has
occasionally been criticized for a lack of predictive power
because the diabatic states must be predefined, it should be
noted that unconstrained DFT in itself usually struggles with
generating the necessary charge localized diabatic states due to
self-interaction error,35 although the usage of hybrid or other
high-level exchange−correlation functionals might alleviate the
issue in some cases.36

Although previous applications of CDFT include examples
where condensed phase ET reactions were studied with MD,
e.g., self-exchange between ruthenium cations37,38 or intra-
molecular ET within a donor−acceptor dyad39 (to name just a
couple of examples), in most of these studies only one of the
participating ET states (a or b) has been explicitly included in
the CDFT MD simulation, whereas the necessary quantities
involving both states have been computed as a series of
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Marcus rates from constrained density 
functional theory 

ΔA: reaction free energy 
λ: reorganization energy 
Hab: matrix element, electronic coupling 
 
Constrained DFT allows to perform molecular 
dynamics while keeping the charge either in 
the initial or in the final state (CP2K code) 

Efficient Constrained Density Functional Theory Implementation for
Simulation of Condensed Phase Electron Transfer Reactions
Nico Holmberg and Kari Laasonen*

COMP Centre of Excellence in Computational Nanoscience, Department of Chemistry, Aalto University, P.O. Box 16100, FI-00076
Aalto, Finland
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ABSTRACT: Constrained density functional theory (CDFT) is a versatile tool for probing
the kinetics of electron transfer (ET) reactions. In this work, we present a well-scaling
parallel CDFT implementation relying on a mixed basis set of Gaussian functions and plane
waves, which has been specifically tailored to investigate condensed phase ET reactions
using an explicit, quantum chemical representation of the solvent. The accuracy of our
implementation is validated against previous theoretical results for predicting electronic
couplings and charge transfer energies. Subsequently, we demonstrate the efficiency of our method by studying the
intramolecular ET reaction of an organic mixed-valence compound in water using a CDFT based molecular dynamics simulation.

1. INTRODUCTION
Electron transfer (ET) reactions are ubiquitous in nature,
serving a vital function in mitochondrial aerobic respiration1−3

and a myriad of other redox processes in proteins.4,5 Atomistic
modeling of electron transfer kinetics is frequently founded on
the linear response theory pioneered by Marcus,6 which has
been extended to cover a wide range of phenomena7,8 including
ET processes at electrodes,9,10 proton-coupled ET,11 and
reactions with large solvation changes.12 When it is assumed
that the underlying probability distributions describing the
electron transfer initial (a) and final (b) diabatic states are
Gaussians with equal curvature, the Marcus rate constant for a
homogeneous diabatic ET reaction is given by13
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where |Hab| is the electronic coupling between ET states,
defined rigorously in terms of the N-electron wave functions Ψi
and the electronic Hamiltonian / as |Hab| = |⟨Ψa|/ |Ψb⟩|, λ is
the reorganization free energy, ΔA is the reaction Helmholtz
free energy, and thermal averaging over nuclear configurations
is indicated by the canonical average ⟨·⟩T. The equation further
allows the activation free energy to be identified as ΔA‡ = (λ +
ΔA)2/(4λ). Explicitly, λ describes the free energy required to
change the equilibrium configuration of diabatic state a into the
equilibrium configuration of diabatic state b while remaining on
the parabolic free energy curve of a and is equivalent to the
reverse relation with states permuted within the linear response
regime. Blumberger5 has recently reviewed the derivation and
inherent assumptions of the Marcus rate equation (1), and they
will consequently not be covered in this presentation.
A variety of theoretical methods are available for modeling

the ET parameters in eq 1. For |Hab|, these include the
generalized Mulliken Hush (GMH) method,14,15 localization
and block diagonalization methods,15−21 and constrained

density functional theory (CDFT).22−24 A more exhaustive
list of methods can be found in the literature5,25−33 and we
refer the interested readers to these and references therein for a
comparison of the different approaches. In this context,
however, we highlight that CDFT is a particularly appealing
alternative to compute |Hab| because it combines the computa-
tional efficiency of traditional DFT with often great
accuracy,22,23,30 except in pathological cases where fractional
charge is transferred.34 The modest cost of CDFT also
facilitates studying ET processes under dynamical conditions
using molecular dynamics (MD) coupled with an all atom
description of the solvent. Therefore, a single set of simulations
performed at a consistent level of theory can be used to
quantify all the parameters (|Hab|, λ, ΔA) appearing in the
Marcus rate equation (1), which is clearly impossible, for
instance, with wave-function-based methods. This capability is
particularly important to investigate the validity of the Condon
approximation and solvation effects. Although CDFT has
occasionally been criticized for a lack of predictive power
because the diabatic states must be predefined, it should be
noted that unconstrained DFT in itself usually struggles with
generating the necessary charge localized diabatic states due to
self-interaction error,35 although the usage of hybrid or other
high-level exchange−correlation functionals might alleviate the
issue in some cases.36

Although previous applications of CDFT include examples
where condensed phase ET reactions were studied with MD,
e.g., self-exchange between ruthenium cations37,38 or intra-
molecular ET within a donor−acceptor dyad39 (to name just a
couple of examples), in most of these studies only one of the
participating ET states (a or b) has been explicitly included in
the CDFT MD simulation, whereas the necessary quantities
involving both states have been computed as a series of
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Marcus theory of electron transfer: 
preliminary results 

With one hole at the surface:  ket ≈ 3*10-7 s-1 

 
 
With two holes at the surface: ket ≈ 2*103 s-1 

 
 
Experiments: timescale in the ms-to-s range 
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The road travelled... 
Topical Review

2

appropriate combination of photoexcitations and electric 
fields. Zero-bias activity is substantial only in the presence of 
sacrificial agents [4] that effectively modify the reaction under 
study. In this process, water is oxidized to produce gaseous 
oxygen, and the resulting protons reduce CO2. In a photoelec-
trochemical cell, water splitting and oxygen evolution take 
place at the photoanode, while CO2 reduction, or hydrogen 
evolution, takes place at the cathode (figure 1). Since both 
water splitting [5, 6] and CO2 reduction are challenging reac-
tions, it is useful to study them separately. The current review 
deals exclusively with the water splitting reaction on a prom-
ising material as a photoanode, namely hematite (iron oxide, 
α-Fe2O3). Hematite is one of the most interesting candidate 
photocatalysts for the water splitting reaction [7, 8]. For the 
purpose of this paper, the main reaction to be considered is

2H2O + 4hν → 2H2 + O2. (2)

Under alcaline conditions, the electrodes exchange hydroxyl 
ions (OH−) with the electrolyte, and the two half-reactions are

4OH−(aq) + 4h+ → 2H2O + O2, (3)

(oxygen evolution reaction, OER, at the photoaonde), and

2H2O + 2e− → H2 + 2OH−(aq), (4)

(hydrogen evolution reaction, HER, at the cathode). On the 
other hand, under acidic conditions, protons or hydronium 
ions are the main ions in the electrolyte, and the two half-
reactions are

2H2O + 4h+ → O2 + 4H+(aq), (5)

(oxygen evolution reaction, OER, at the photoaonde), and

2H+ + 2e− → H2, (6)

(hydrogen evolution reaction, HER, at the cathode). Several 
alternatives are being intensively investigated as possible 
materials for the photoanode. Historically, the first material 
to demonstrate sizable activity was titania [9]. Besides titania, 
which is still the benchmark material in this field, and hematite 

which is the subject of the present review, other interesting 
candidates are BiVO4, ZnO, WO3, MoS2... [10, 11].

Hematite (α-Fe2O3, corundum crystal structure) is con-
sidered interesting for its abundance, lack of toxicity, stabil-
ity under photoelectrochemical conditions, a gap of  ∼2 eV 
ensuring substantial photoabsorption down to the visible 
range, and a favourable position of the edge of the valence 
band. Drawbacks include low charge mobility in the bulk, 
slow reaction kinetics at the interface, high electron–hole 
recombination rates, and a high overpotential necessary to 
trigger the water splitting. Substantial efforts are under way 
to understand the origins of these limitations, and to modify 
hematite to alleviate them. For example, the conduction band 
minimum (CBM) lies 0.2 eV below the H2O/H2 redox level, 
and transfer of electrons to reduce protons to H2(g) is never 
spontaneous in these systems (figure 2(a)). This is one of the 
reasons why the application of an external electric bias is a 
necessary condition for the reaction to take place. In the pres-
ence of an interface with an electrolyte, this picture gets more 
complex, because of surface charging effects [12, 13]. Ions 
from the solution are adsorbed at the interface, and charge 
from dopants reorganize in the solid, with the formation of a 
space charge layer depleted of conduction band electrons. In 
other words, at a hematite surface under these conditions the 
electronic bands are bent upwards (figure 2(b)). This upward 
bending is fundamental for our processes, because it drives 
photogenerated holes in the bulk torwards the surface, where 
they may become available for water oxidation reactions. The 
band bending and the width of the space charge layer depend 
on properties of the electrolyte, on intrinsic defects in hematite 
and on bulk doping, which provide the conduction electrons 

Figure 1. Scheme of a photoelectrochemical device using hematite 
as photoanode and platinum as cathode. Light is absorbed by 
hematite and used to oxidize water to oxygen. The resulting 
protons are transferred through the electrolyte to the cathode, where 
electrons also arrive from the outer circuit, where an external bias 
V is applied. At the cathode, protons are reduced to molecular 
hydrogen.

Figure 2. Scheme of a electrochemical interface between hematite 
and the electrolyte at (a) flat band conditions and (b) in the presence 
of band bending. VBM is the valence band maximum, CBM the 
conduction band minimum. The dashed arrow indicates the electron 
transfer to H+, suppressed by the unfavourable position of the 
CBM.

J. Phys.: Condens. Matter 29 (2017) 463002

molecules for use in dye sensitized solar cells, we have carried out
the DFT calculations. As mentioned above, our target benzo-
BODIPYs exhibited high absorptivity at long wavelength and
appropriately aligned frontier orbital energies for using in the
DSSCs. We therefore focus here on 3a, 3b and 3c, and also 4b as a
comparative molecule to investigate the effect of the extended
conjugated system on the b-fused rings of the BODIPY core. Further,
in our calculations, we place these molecules on the anatase
TiO2(101) surface, as molecule-substrate interactions have a sig-
nificant impact on device performance.

3.4.1. Adsorption geometry
We first determined the preferred adsorption geometry for the

dyemolecules when adsorbed on the anatase TiO2(101) surface.We
note that the details of the geometry are important, since the mode
of attachment of the dye molecules to the substrate is known to
affect phenomena, such as electron injection and recombination
dynamics, which play a significant role in determining the overall
performance of the DSSC [66]. To ensure that we have found the
lowest energy configuration of the molecule þ substrate system,
we performed calculations where we started from several different
initial geometries. Previous theoretical studies [66e72] have shown
that in general, three possibilities exist for the preferred anchoring
geometry of the COO- group to metal atoms of the substrate,
namely (i) monodentate (ester-like) [73], (ii) bidentate (chelating)
[74] and (iii) bidentate (bridging) geometries [75]. Among these,
the most commonly found lowest-energy geometry is usually the
bidentate bridging one, though in some cases, the monodentate
geometry has also been found to be favored [73]. Interestingly, we
found that for all four molecules studied here, the lowest energy
geometry was one where a combination of monodentate and
bidentate (bridging) anchoring prevails, i.e. the dye molecule is
anchored to the substrate at two points, one of which features a
single OeTi bond, while the other features two OeTi bonds, where
the O and the Ti atoms come from the dye molecules and the
substrate, respectively (see Fig. 5, where the adsorption geometry
of 3c is shown as an example). We are unaware of any previous
studies where such a tethering of the molecule to the substrate has
been observed, and we term this a “sesquidentate” anchoring mode.
The relevant bond lengths and dihedral bond angles (q), as defined
in Fig. 5, are presented in Table 4. We find that the bond lengths in
the bidentate bridging sites (O1eTi1 and O2eTi2) are always larger
than those in the monodentate bridging site (O3eTi3) for all the
molecules investigated.

3.4.2. Theoretical prediction of the performance of the compounds
in DSSCs

In this section, we use the ab initioDFTcalculations to attempt to
quantify and predict the photosensitizing performance of the four
dye molecules when used in combination with TiO2 in the DSSC. It
is known that the overall efficiency of the DSSC depends on several
parameters, and an understanding of how to predict performance
using theoretical methods is only just emerging. Any gains in such
understanding can, in the future, be used to rapidly screen large
pools of candidate dye-substrate combinations. Here, the efficiency
of three factors that are known to determine the performance of
the DSSCs, viz., electron transfer from the excited dye molecule to
empty states in the TiO2 substrate, the prevention of electron-hole
recombination and change in dipole moment upon excitation, are
theoretically evaluated.

We first examine the alignment of the frontier orbitals of the dye
molecules relative to the TiO2 band edges. Upon photoexcitation of
the dye, the efficiency of the transfer of excited electrons from the
LUMO of the dye molecule to the semiconductor is known to be
proportional to the energy difference between the LUMO and the

conduction band (CB) edge of the semiconductor, and therefore, the
LUMO should lie well within the CB of TiO2 [76]. Further, for effi-
cient absorption of solar radiation, it then follows that the HOMO of
the dye molecule should lie within the band gap of the semi-
conductor [76]. In Fig. 4(a) and (b), we show our experimentally
measured and theoretically computed results for the positions of
the frontier orbitals of the dye molecules, as well as their alignment
with respect to the band gap of TiO2. We note that though the
experimental results are for compounds 3′ and 4′ in solution, while
the calculations are for compounds 3 and 4 when placed on TiO2
(see Chart 1), this is not expected to have a significant effect on
band gaps. We see from Fig. 4 that the theoretically computed
values for the HOMO-LUMO gaps, as well as the band gap of TiO2,
are underestimated with respect to the experimentally measured
values. This is a well-known shortcoming of standard DFT calcula-
tions. However, it is clear that both experiments and calculations
show exactly the same trends. As has already been noted in Section
3 above, we see from Fig. 4(b) that the LUMO of all four molecules is
positioned almost identically. We also see that while variation of
the meso-substituents on the BODIPY cores does not appreciably
affect the position of the HOMO, extension of the BODIPY conju-
gation system by replacing the b-cyclohexenyl-fused rings with the
benzo-fused one results in a marked upshift in the energy of the
HOMO, and thus narrowing of the energy gap.

The reproduction of the experimental trends in the theoretical

Fig. 5. Lowest energy geometry for the 3c molecule adsorbed on the TiO2 substrate.
Labels indicate the notation used to distinguish various Ti, O and C atoms. The dihedral
angles q1 and q2 are defined as :C1eTi2eTi20 and :C2eC1eTi2, respectively, where
Ti20 is the periodic image of Ti2 along the þa direction. Note that the sesquidentate
geometry has one monodentate and one bidentate tethering.

Table 4
The bond lengths between O of the dye molecules and Ti of TiO2, and the dihedral
angle corresponding to different dye molecules on the TiO2 substrate.

Dye molecule Bond length/Å Dihedral angle
(q)/deg

O1eTi1 O2eTi2 O3eTi3 q1 q2

3a 2.163 1.986 1.912 90.2 ea

3b 2.145 1.990 1.920 92.5 ea

3c 2.136 1.982 1.920 98.2 136.7
4b 2.149 1.984 1.907 95.3 ea

a Due to the absence of C2, the q2 value is not available.

J. Songkhao et al. / Dyes and Pigments 142 (2017) 558e571 567

Photocatalysis  
for solar fuels 

Photovoltaics  Batteries 

In some cases we are able to understand some effects of the 
environment on properties and functionality: 
 -) simplified models of environment 
 -) only some properties: photoabsorption, thermodynamics of 
reactions 
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Open scientific issues 
Which species are involved in the 
rate-limiting charge transfer?  
 
How does their atomic configuration 
and dynamics depend on the 
structure of the interface? 
 
Is it possible to engineer the 
interface to circumvent or change 
the nature of the rate-limiting step? 
 
Interaction with experimentalists will 
be crucial 
 
Use of advanced computational 
methods will be essential 
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Conclusions 

•  Titania and hematite is an interesting photocatalyst for 

water oxidation 

•  DFT simulations can provide insight into important 

processes: photoabsorption, chemical reactions, charge 

transfer  

•  Black hydrogenated titania 

•  Processes at the hematite/water interface 
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Density functional theory 

37 

•  Method to reduce the many-electron Schrödinger 
equation to equations for one-electron wavefunctions 
(Kohn-Sham equations)   

Schrödinger equation 

Kohn-Sham equation 

Approximations necessary for Vxc  
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H in TiO2: Density functional theory (DFT) 
 

•  Density functional theory: PBE + U 
•  Hubbard U(Ti3d) = 3.5 eV; U(O2p) = 3.5 eV 
•  Plane waves 
•  Norm-conserving pseudopotentials 
•  Ecut = 100 eV 
•  6 x 6 x 2 k-points 

•  Egap = 3.27 eV 
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GW + Bethe-Salpeter Equation 

•  GW + Bethe-Salpeter Equation 

•  G0W0 

•  Plasmon pole approximation 

•  Ecut = 7 Ry for the correlation part of self-energy 

•  6000 plane waves for the exchange self-energy 

•  ħωp = 3.94 eV for the Drude term 

•  4 occupied and 22 empty states for BSE 
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Hematite:  
calculation details 

•  PBE+U 

•  U = 4.2 eV for Fe 3d states 

•  Plane waves 

•  Ultrasoft pseudopotentials 

•  Energy cutoff 40 Ry 

•  Quantum-ESPRESSO 
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Nørskov's approach 
 

Proton coupled electron transfer 
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Nørskov's approach 
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Nørskov's approach 
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Thermodynamics of the surface process: 
1. Surface termination of  
hematite α-Fe2O3 (0001) 

 

Many surface terminations are possible 

Nguyen, Seriani, Gebauer, J. Chem. Phys. 138, 194709 (2013)  

194709-2 Nguyen, Seriani, and Gebauer J. Chem. Phys. 138, 194709 (2013)

[0001]

(a) (b) (c) (d) (e) (f) (g)

Fe-O3-Fe- O3-Fe-Fe- O2-Fe-Fe- O-Fe-Fe- Fe-Fe-O3- O-Fe-O3-

A

B

C

FIG. 1. (a) Top view of 1 × 1 surface unit cell of the hematite(0001) surface with the Fe–O3–Fe– termination: O in red and Fe in blue-violet; A indicates the
outermost iron atom, B and C indicate iron atoms in the second layer. (b)–(g) The symmetrical slab models of different terminations. Atoms are shown in their
bulk positions, ferryl groups in (g) were initialized by placing oxygen atoms right above outermost iron atoms.

The rest of this article is organized as follows: Sec. II
explains the computational methods used and introduces dif-
ferent surface models, Sec. III presents results regarding en-
ergetic and geometric properties, and discusses stable phases,
and finally, in Sec. IV we summarize the present work.

II. METHOD AND MODELS

Our first principles calculations were carried out using
spin-polarized plane-wave density functional theory as im-
plemented in the Quantum ESPRESSO package,23 within the
framework of the PBE+U (density functional by Perdew,
Burke, and Ernzerhof, coupled with the U interaction in the
Hubbard model) formalism.24–26 The effective Coulomb re-
pulsion parameter applied to the Fe 3d states of hematite is
usually chosen at 4.0–4.3 eV,20, 27 in our calculations U was
set at 4.2 eV. This value leads to an energy gap of about
2.0 eV. The interactions between the electrons and ions were
represented with ultrasoft pseudopotentials. We used a kinetic
energy cutoff of 40 Ry for the wavefunction and 320 Ry for
the charge density. A 4 × 4 × 1 k-point grid was chosen to
sample the Brillouin zone in the self-consistent calculations
and 8 × 8 × 1 k-point grid was used for post-processing
calculations of the projected density of states (PDOS). The
Löwdin analysis28 was also employed to estimate partial
atomic charges. To evaluate the activation energy barriers
in water dissociation processes, we employed the so-called
climbing image nudged elastic band (NEB) method.29 Eight
replicas in each band were initialized by linearly interpolat-
ing the coordinate of the initial state (IS) and the final state
(FS). The force convergence threshold was set to 10−4 eV/Å
for structural optimizations, and at 5 × 10−2 eV/Å for NEB
calculations. A quantity closely connected to the adsorption
of molecules (mol) at a surface (sur f ) is the binding energy
between them, which is commonly defined as

!E = E(mol − surf ) − E(mol) − E(surf ), (2)

where E(X) denotes the total energy of system X.
As a starting point, we determined the bulk structural pa-

rameters using a 30 atom hexagonal unit cell containing six
Fe2O3 formula units. Calculated lattice constants (from a 4
× 4 × 2 k-point grid and an antiferromagnetic arrangement5),

a = b = 5.07 Å and c = 13.90 Å, are in very good agreement
with experiment7 (less than 2% difference). The calculated
magnetic moment per iron atom is 4.29 µB, somewhat higher
than the one found using hybrid functionals, 4.16 µB,5 but
lower than the experimental value, which is 4.6 µB.8

The hematite(0001) surface was modeled by symmetri-
cal slabs of about 10 atomic layers (depending on the ter-
mination) with 1 × 1 periodicity, as shown in Figure 1(a).
The antiferromagnetic ordering of the bulk was taken as ini-
tial configuration for all the calculations. Although, in princi-
ple, different magnetic orderings could result from the energy
minimization, no deviations from this order were observed.
All atoms were allowed to relax. A vacuum layer of 24 Å
was added between slabs and their periodic images. To clas-
sify surface terminations, the following notations are used
(following Ref. 10): Fe–O3–Fe–, O3–Fe–Fe–, O2–Fe–Fe–,
O1–Fe–Fe–, Fe–Fe–O3–, and O–Fe–O3–. These terminations
are shown in Figure 1. A, B, and C indicate iron atoms in
the topmost iron layer, as well as in the second topmost layer
in the case of the Fe–O3–Fe– termination. Other surface ter-
minations were created by subsequently eliminating iron and
oxygen atoms from this termination (for instance, O3–Fe–Fe–
is created by removing iron A from Fe–O3–Fe–).

III. RESULTS AND DISCUSSION

A. Surface free energy from ab initio thermodynamics
and structural properties

To determine the stability of each surface termination we
calculated the surface free energy, γ , which is given by

γ = 1
2A

[
Eslab − 1

2
NFeµFe2O3 +

(
3
2
NFe − NO

)
µO

]
,

(3)
where Eslab is the total energy of a slab; NFe and NO are the
numbers of iron and oxygen atoms in the slab, respectively;
µFe2O3 is the chemical potential of hematite bulk per Fe2O3

formula unit. The chemical potential of oxygen vapor µO is
measured relative to half of the total energy of an isolated
oxygen molecule, EO2 . The relative oxygen chemical poten-
tial, !µO = µO − 1

2EO2 , will be used below. Finally, A is the
one-side surface area in each unit cell.
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FIG. 2. Surface free energy, γ , of different terminations as a function of the
oxygen chemical potential µ.

To test the convergence of γ against the slab thickness,
we further determined the surface free energy in the case of
the Fe–O3–Fe– termination with 2, 4, and 6 Fe2O3 bilayers
(each bilayer corresponds to a Fe2O3 formula in the selected
unit cell). The variation of γ is just about 3 meV/Å2. We
thus considered slabs presented in Figure 1 for the calcula-
tions of γ . Figure 2 shows surface free energy diagram in
which the surface free energy for each termination is calcu-
lated as a function of the oxygen chemical potential. Our re-
sults match very well with PBE+U calculations from a recent
work.27

The stoichiometric Fe–O3–Fe– termination is the most
stable one in a wide range of the oxygen chemical potentials.
This finding is in agreement with recent DFT calculations.27

At very high partial oxygen chemical potentials, terminations
with excess oxygen are lower in energy than those with excess
iron. In particular, the second most stable structure is the fer-
ryl termination (O–Fe–O3–), where the ferryl (–FeO) group,
with a bond length of 1.61 Å, is vertical to the surface. The
surface energy of O–Fe–O3– comes closer to that of Fe–O3–
Fe– at higher oxygen chemical potential; this may account
for the co-existence of these surface domains, as observed
experimentally.30 The Fe–Fe–O3– and O1–Fe–Fe– termina-
tions appear to be more stable at lower ranges of the oxygen
chemical potential.

B. Water adsorption and dissociation
on different terminations

1. Fe–O3–Fe–

As a first step, non-dissociative adsorption of water on the
surface has been considered. Previous PBE calculations found
water to adsorb on the (0001) surface of this compound with
a strong bond of the oxygen atom to surface iron.18 The ad-
sorption geometry of water, with the molecular plane parallel
to the surface, suggested that hydrogen bonding might not be
important. This finding is very different from the structure of
water on Fe3O4: more sophisticated PBE+U calculations pre-
dict that, additionally to the Fe–O bond, hydrogen bonding to
surface oxygen plays an important role.31 Here we show that,
indeed, also on hematite(0001) hydrogen bonding is present
at the DFT+U level. Structures with water placed above oxy-
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FIG. 3. Water at the Fe–O3–Fe– termination: predissociation state (a), tran-
sition state (b), dissociated state (c), and the reaction pathway (d).

gen atoms were also considered, but they appeared to be much
less stable.

The iron atom A is the most energetically favorable bond-
ing partner for water oxygen. However, unlike in the PBE
results by Yin et al.,18 our calculations predict that geome-
tries with water plane parallel to the surface are unstable. In-
stead, the molecule tilts away such that hydrogen bonding
between water and the surface also comes into play. Con-
sidering molecular and surface structures, one might think
of two possible hydrogen bonded geometries: a water hy-
drogen points to a surface oxygen that is bound to the
iron atom A, or to a neighboring oxygen atom. The latter,
which is shown in Figure 3(a), is more stable by 0.11 eV.
The Oad–Fes (notations ad and s indicate oxygen of the water
molecule and iron of the surface, respectively) bond length in
this case is 2.19 Å, which is in the chemisorption range. Nev-
ertheless, this bond is much longer than the bonds between
the water-bound iron atom and its surface oxygen neigh-
bors. Nearby, a hydrogen bond with a very short distance of
1.64 Å is also formed between a water hydrogen atom (to
which from now on we call H1, while the other one will
be called H2) and a hematite oxygen atom (Os). These in-
teractions lead to a non-negligible modification of the ge-
ometry of water, that is, the O–H bond length of 0.96 Å in
a free water molecule is stretched to 1.04 Å(Oad−H1) and
0.98 Å(Oad−H2). In addition, atom Os is also shifted up by
0.2 Å with respect to other oxygen atoms in the same layer.
It is important to note that iron atom A is more chemically
reactive than atoms B and C because it has the lowest coor-
dination (and consequently, more dangling bonds) and it can
strongly anchor a water molecule. Our calculations predict a
binding energy of −0.75 eV for this system, indicating a rela-
tively large net interaction between water and the substrate.
Figures 4(a) and 4(c) show the PDOS on Oad and its iron
bonding partner Fes. One can see that the PDOS of iron arises
mostly from 3d bands and that of oxygen from 2p bands.
Our results suggest that there is no strong hybridization be-
tween the two atoms. The PDOS on Fes and its equivalent
(see the caption of Figure 4) shows that the interaction with
the adsorbed water molecule does not change drastically the
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Fe-O3-Fe-Fe termination 

Coexistence with the ferryl 
termination; 10-3 – 1 mbar O2 at 
1050 K 

Lemire et al., Phys. Rev. Lett. 94, 
166101 (2005)  
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LEED after annealing in 
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Water oxidation at the photoanode 
Overall:            2H2O è O2,g + 2H2,g

 

 
At the anode:    2H2O è O2,g + 4H+

aq + 4e- 

 
At the cathode: 4H+

aq + 4e-  è   2H2,g
  

  

Acidic conditions... 
Topical Review

2

appropriate combination of photoexcitations and electric 
fields. Zero-bias activity is substantial only in the presence of 
sacrificial agents [4] that effectively modify the reaction under 
study. In this process, water is oxidized to produce gaseous 
oxygen, and the resulting protons reduce CO2. In a photoelec-
trochemical cell, water splitting and oxygen evolution take 
place at the photoanode, while CO2 reduction, or hydrogen 
evolution, takes place at the cathode (figure 1). Since both 
water splitting [5, 6] and CO2 reduction are challenging reac-
tions, it is useful to study them separately. The current review 
deals exclusively with the water splitting reaction on a prom-
ising material as a photoanode, namely hematite (iron oxide, 
α-Fe2O3). Hematite is one of the most interesting candidate 
photocatalysts for the water splitting reaction [7, 8]. For the 
purpose of this paper, the main reaction to be considered is

2H2O + 4hν → 2H2 + O2. (2)

Under alcaline conditions, the electrodes exchange hydroxyl 
ions (OH−) with the electrolyte, and the two half-reactions are

4OH−(aq) + 4h+ → 2H2O + O2, (3)

(oxygen evolution reaction, OER, at the photoaonde), and

2H2O + 2e− → H2 + 2OH−(aq), (4)

(hydrogen evolution reaction, HER, at the cathode). On the 
other hand, under acidic conditions, protons or hydronium 
ions are the main ions in the electrolyte, and the two half-
reactions are

2H2O + 4h+ → O2 + 4H+(aq), (5)

(oxygen evolution reaction, OER, at the photoaonde), and

2H+ + 2e− → H2, (6)

(hydrogen evolution reaction, HER, at the cathode). Several 
alternatives are being intensively investigated as possible 
materials for the photoanode. Historically, the first material 
to demonstrate sizable activity was titania [9]. Besides titania, 
which is still the benchmark material in this field, and hematite 

which is the subject of the present review, other interesting 
candidates are BiVO4, ZnO, WO3, MoS2... [10, 11].

Hematite (α-Fe2O3, corundum crystal structure) is con-
sidered interesting for its abundance, lack of toxicity, stabil-
ity under photoelectrochemical conditions, a gap of  ∼2 eV 
ensuring substantial photoabsorption down to the visible 
range, and a favourable position of the edge of the valence 
band. Drawbacks include low charge mobility in the bulk, 
slow reaction kinetics at the interface, high electron–hole 
recombination rates, and a high overpotential necessary to 
trigger the water splitting. Substantial efforts are under way 
to understand the origins of these limitations, and to modify 
hematite to alleviate them. For example, the conduction band 
minimum (CBM) lies 0.2 eV below the H2O/H2 redox level, 
and transfer of electrons to reduce protons to H2(g) is never 
spontaneous in these systems (figure 2(a)). This is one of the 
reasons why the application of an external electric bias is a 
necessary condition for the reaction to take place. In the pres-
ence of an interface with an electrolyte, this picture gets more 
complex, because of surface charging effects [12, 13]. Ions 
from the solution are adsorbed at the interface, and charge 
from dopants reorganize in the solid, with the formation of a 
space charge layer depleted of conduction band electrons. In 
other words, at a hematite surface under these conditions the 
electronic bands are bent upwards (figure 2(b)). This upward 
bending is fundamental for our processes, because it drives 
photogenerated holes in the bulk torwards the surface, where 
they may become available for water oxidation reactions. The 
band bending and the width of the space charge layer depend 
on properties of the electrolyte, on intrinsic defects in hematite 
and on bulk doping, which provide the conduction electrons 

Figure 1. Scheme of a photoelectrochemical device using hematite 
as photoanode and platinum as cathode. Light is absorbed by 
hematite and used to oxidize water to oxygen. The resulting 
protons are transferred through the electrolyte to the cathode, where 
electrons also arrive from the outer circuit, where an external bias 
V is applied. At the cathode, protons are reduced to molecular 
hydrogen.

Figure 2. Scheme of a electrochemical interface between hematite 
and the electrolyte at (a) flat band conditions and (b) in the presence 
of band bending. VBM is the valence band maximum, CBM the 
conduction band minimum. The dashed arrow indicates the electron 
transfer to H+, suppressed by the unfavourable position of the 
CBM.
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