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1 Introduction

These notes were devised for a week long intensive introduction to some topics in using partial
differential equations for mathematical modeling. To fix examples which are accessible without a
lot of background in the specific application topic, the kind of mathematical models we are discussing
mostly apply to biology and chemistry, i.e. population dynamics of organisms or a system of multiple
chemical species undergoing chemical reactions. In the last section, we briefly discuss the extension
of some of the ideas to modeling the dynamics of fluids. These notes serve as a reference for the
course — maybe not every topic and every example discussed in these notes will be covered in the
course due to time constraints.

It is assumed the reader has some basic knowledge of vector calculus and linear algebra, but
there is an appendix briefly reviewing some of the concepts we are using (also sets the notation
being used).

2 Mathematical modeling and ODEs

In this section I will introduce some of the basic ideas behind using ordinary differential equations
(ODEs) to model things in the real world. For illustrative purposes, I will mostly use examples from
biology and chemistry, rather than physics, simply because there are some good examples that are
accessible and interesting without requiring a lot of technical background in the field of study.

2.1 ODEs in dimension one for population dynamics
2.1.1 Exponential growth model

Consider the population of bacteria in a petri dish represented by N(t), i.e. the number of bacteria
as a function of time. Suppose that there are lots of available resources so that Ar of the bacteria
divides into two new bacteria every r hours. We then have the following relation:

N(t+1) = N(t) + A\rN(2). (2.1)

In order to figure out the population of bacteria, you would need also to know how many you had
at the beginning of the experiment — the so-called initial condition. This gives the mathematical
model for the number of bacteria in the dish

N(t+7) = (1+ M)N(1). (2.2)
N(0) = Np.

We can solves this and we have for all J > 0,
N(Jr) = (14 M) Ny. (2.4)

There are so many bacteria, it seems silly to try to keep track of each individual one. Moreover, it
doesn’t really make sense to expect all the bacteria to be dividing on the same discrete set of times,
this is of course not how bacteria divide. We should come up with a mathematical model for which
t and N are continuous variables. Re-writing

N(t+71)— N(t)

r

= AN(1). (2.5)



We want to think about sending r — 0, so taking this limit gives

%N(t) = AN(%) (2.62)
N(0) = No. (2.6b)

Theorem 2.1. The solution to (2.6]) is given by

N(t) = NoeM. (2.7)
Proof. Write
V() = A (28)
N(t) dt -
and then the backwards chain rule:
ilo N(t) =2\ (2.9)
dt g - 9 .
Then integrate
Td
/ — log N (t)dt = 2T (2.10)
o dt
which gives
log N(T) —log N(0) = 2\T, (2.11)

and rearranging then gives (switching 7" back to t also),

N(t) = NoeM. (2.12)

2.1.2 Logistic equation

Example 1. E. Coli replicate at a very fast rate. Given enough resources, they can replicate in
under around 30 minutes. Since we are measuring ¢ in hours, this suggests that A = 2 is a rough
guess for how big we can take A. Suppose that on the first day, you have a tiny culture of 100 E.
Coli, i.e. Ng = 100. Our mathematical model predicts that in 2 days, we should have around

N (48) = 100e***® ~ 4.9 x 10" E. Coli. (2.13)

For comparison, an E. Coli cell has a mass of around 10~!® kg, and so our mathematical model
predicts you have around 10%® kg worth of E. Coli. All of these rates and numbers were very
approximate, but given that the Earth has a mass of around 6 x 10?4 kg, we can be pretty confident
that something went horribly wrong. Everything was pretty hand-wavy there, but we're looking at
a prediction that is astronomically inaccurateﬂ

!This calculation is really only very sensitive to A and the length of time you run the experiment. For example, if
you change A = 2 to A = 1, you get about 70 x 10° kg of E. Coli by day 2. This is still ridiculous, but its nowhere the
size of planets.
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Figure 1: A plot of the solution to (2.6) for various initial conditions.

The key point in the above example was “Given enough resources...”. The original model
should only work well when the resources and space available to the bacteria can be assumed
unlimited. Once the bacteria are numerous enough, they will start running out of resources (or
space), which means that the original model will no longer be a good approximation. It
makes sense to replace the growth rate A with something that decreases as the number of bacteria
increases. Assuming this dependence is linear, we would get a growth rate A(1 — % N(t)), and the
model we have is the logistic model:

GO =2 (1 N0 ) N0 (2.142)
N(0) = No. (2.14b)

Note that when %N (t) is very small, the growth rate is close to A, so that the model is very similar
to . When N(t) > A the population is actually decreasing, i.e. the bacteria are dying due to
lack of resources. When N (t) = A the population is not changing - we call this equilibrium. This
is one of the few nonlinear ODEs that can be solved without the aid of a computer, if you know a
few tricks.

Theorem 2.2. The solution to ([2.14a)) is given by
B eAtNO

1-— % + %ektN().
Notice that, if N9 = A, then N(t) = A and that if Ngo = 0 then N(t) = 0. These are the two
equilibria of the model. If 0 < Ny, note that lim;_,o, N(t) = A.

N(t) (2.15)

Proof. As before, re-write as:

SN() = A (2.16)



Then we use partial fractions
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So,
%logN(t) %log <1 — N;(lt)> =A
i log N(t) =\

log — log = \t.
(1-29) (1-12)
Then,
N(t) _ X No

(1-20) (1-7)

which re-arranges to
e
N(t) - 1

2.2 Method of linearization

Let’s go back and consider this model:

%N(t) — A <1 - iN(t)> N(t)

N(0) = No.

(2.17)

(2.18)

(2.19)

(2.20)

(2.21)

(2.22)

(2.23)

(2.24)

(2.25)

We expect that for small population sizes, the exponential growth model is actually fine. Let’s see

if that’s true. Suppose that N(t) = ef(t) and Ny = efy. This would give

d A
af(t) = Af(t) - 82f2(t)
f(0) = fo.
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Figure 2: A plot of the solution to (2.14a)) for various initial conditions.

I haven’t actually changed the model, I just basically changed the units of N. However, suppose

that e <« %, i.e. much, much smaller. Then, as long as f wasn’t too large, we could safely drop the
last term and get left with

L F(t) = A1) (2.28)
f(0) = fo. (2.29)

The exponential growth model! This shows that small population sizes will tend to grow exponen-
tially.

Now, let’s see if we can find an approximate model near the other equilibrium, N(t) = A. Hence,
suppose that N(t) = A+ ef(t). We then have

%f(t) — M) — NFA(E) ~ —Af(D) (2:30)
NO) = fo (2.31)

This model is an exponential decay model

F(t) = foe ™. (2.32)

This shows that populations close to equilibrium N(¢) = A will converge to this equilibrium expo-
nentially fast.

What we're seeing is the method of linearization, in which near equilibria at least, we approx-
imate the nonlinear dynamics by linear dynamics. This is sort of analogous to when one locally
approximates a nonlinear curve by its tangent line. Let’s see this method in action. Suppose that



we had a general model

%N(t) = G(N()) (2.33)
N(0) = No (2.34)

and that you have an equilibrium point G(A) = 0. Doing the same procedure by considering
N(t) = A+ ef(t) and applying Taylor’s theorem gives:

d

e@f(t) =G(A+ef(t) = G(A) +eG'(A)f(t) + 622G”(A)f2(t) + .. (2.35)

Therefore, if we use G(A) = 0, divide by € and then drop all the terms with at least one ¢, we get
the linearized equation

L1t = A (2.36)
10) = fo (2.37)

which is then solved by
F(t) = foe& AL, (2.38)

Therefore, if G'(A) < 0, f(t), i.e. the small perturbation, converges exponentially back to A. In
this case, we say the equilibrium is stable. If G’'(A) > 0, then f(t) grows exponentially. In this case,
we say the equilibrium is unstable. If G’(A) = 0, then the equilibrium is neutral and a higher order
expansion is needed to make a good guess about stability.

2.3 2x2 systems for population dynamics

Many systems of interest in the real-world have more than one variable. In fact, many of them
can have hundreds, thousands, or even millions. Let’s start with the case of just two variables,
which is already representative of some of the new aspects one sees when going from one unknown
to many. A very simple and beautiful model for two species interacting in the same environment
is the Lotka-Volterra model. Suppose one has two populations: a population of rabbits u(t) and
a population of foxes v(t) (prey and predator). The rabbits we assume have essentially unlimited
resources from the available plant food sources and grow naturally at a rate a, but are consumed
at some rate by the foxes b. The Foxes on the other hand, will die in the absence of rabbits at a
rate of d and can only grow by consuming the rabbits at a rate ¢. This gives

d (u(t) ((a—"Dbv(t))u(t)
dt (v<t>> - ((eu(t ~do(t)) (2.39)
u(0)\ _ (uo
<u <O)> - <UO> | (2.39h)
To look for equilibria states for this system, we look for where the time-derivative vanishes:

<8> - (E?&t?v—(%ﬁﬁii) : (2.40)
(2.41)
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Figure 3: Solutions to (2.45a) for various initial conditions.

There are two solutions:

(£)=6) (=) 2

The first is the “trivial” equilibria where both species are extinct :(. The second equilibrium is
where the population of the species are in perfect balance.
The other kind of object we can look for are what are called nullclines: locations for which

either %v =0or %u = 0, but not necessarily both at the same time. This shows that the solution
curve is either horizontal or vertical.

oo e,

2.3.1 Variants of Lotka-Volterra

Of course, one can consider more complicated models. One clear issue with the modeling we
employed in Lotka-Volterra is the fact that the Rabbit population will grow exponentially in the
absence of the foxes. A reasonable fix is to use a logistic model for the Rabbit population

() = (i), i)

<ZE8;> = (ZS) . (2.43D)

There are now three equilibria to this system:
!
5 = | qg_ed |. (2.44)
) <v ( 5 )

(£)=0) ()= (

ol

[enReR s




Note that if a < %l, then the third equilibrium would only appear for negative values of the fox
population, which is obviously non-physical. A more detailed analysis shows that if a < o‘—cd, the
foxes are doomed to go extinct no matter what the initial condition is. This is because the Rabbits
do not have enough resources to support a population large enough to support a Fox population.

There are also models involving, for example, two herbivore species in competition for the same
limited resources:

d (ut)) _ ((a—au(t) — bo(t))u(t) )
dt <v(t)) B ((d— Bu(t) — cu(t))v(t)> ' (2.45a)

<Zgg)> = (Zg) . (2.45b)

2.4 Linearization method for 2x2 systems

For a general system of n variables, we consider an ODE for a vector-valued variables X(¢) € R"
evolving by a vector-field F

%X(t) = F(X(t)) (2.46)
X(0) = Xo. (2.47)

The equilibria states are those states which F(X,) = 0. It again makes sense to use the linearization
method: hence writing X (¢) = X, + ef(t), we have

%f(t) = éF(X* + ef(t)) (2.48)
£(0) = f,. (2.49)

To derive the linearized system, we want to send € — 0, which is the same as differentiation. Hence,

(see Appendix ,

%f(t) = DF(X,)f(t) (2.50)
£(0) = fy. (2.51)

where DF is the Jacobian matrix with entries
(DF);; = 8%. F;. (2.52)

Hence, the linearization method leads us to studying linear systems.

2.4.1 2x2 linear systems

The general form of a 2 x 2 linear ODE is the following;:
d (z(t) a b\ [(x(t)
el — 2.53
dt (y(t)) (c d> (y(t) (2.53a)

(znggD N (53) ' (2.53b)



Let’s first consider the case that ¢ =b = 0:
& (ng - <8 2) (58) (2.54)
(ZjEOD N (13;(?) ' (2.55)

In this case, each of the variables can be solved independently, giving

x(t) zoe“t>
= . 2.56
(3i0) = (o (#:56)
For solving (2.53)) in general, one approach is to find a change of unknowns so that we get a new

system that is diagonal. See Appendix [C] for a refresher on diagonalization. Suppose that A is real
diagonalizable, that is, we have real eigenvalues A\, Ao € R and P € R?>*? invertible such that

(A 0
A_P<0 /\2>P . (2.57)

Then, applying P! to both sides of (2.53)),

)= (6 0) 7 () 259
Our new variables are then
Cﬁbgg) - (‘;Eﬁ;) ' (2.59)
and we have
) =06 ) (i) 260)
(Z%) =P (Zjﬁ) : (2.61)

Solving this system gives
z(t)\ eMt 0 _1 (o
() =p (2 2 e (). o
The following notation is sometimes used
eM=p

eMt 0 _
€A2t> P (2.63)

Example (Lotka-Volterra near extinction). Let’s consider the example of the Lotka-Volterra

system (2.45al) linearized around (u,v) = (0,0). In this case, the linear system is

A
0
).
0).
< z ) < ) ' (2.64)
<U(8§> - (UO> ‘ (2.65)

10
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Figure 4: The linearized dynamics of Lotka-Volterra near the extinction state (u,v) = (0,0).

The system is diagonal with one positive eigenvalue (A\; = a) and one negative eigenvalue (Ao = —d).
The equilibria is unstable, because solutions to this system diverge from the origin. However, it is
more specific than this. The Rabbit population grows exponentially, whereas the population of
foxes decreases exponentially, i.e. the foxes go extinct and the rabbits flourish. This is because the
foxes do not have enough food to survive on so few rabbits but the rabbits are just fine. Trajectories
are hyperbolas (see the lab); such an equilibrium is called a hyperbolic point or a saddle point.

As we know from linear algebra, not all real-valued matrices are real diagonalizable. Suppose
that the matrix A has complex eigenvalues

A= A+ iw (2.66)
)\2 =\ —w. (2.67)

We will show the following;:

Theorem 2.3. Let A have complex eigenvalues

A= A+ iw (2.68)
)\2 =\ —iw. (269)

Then there is a real matriz P such that
z(t)\ eMcoswt  eMsinwt\ 1 (o
(y(t)) =r <e)‘t sinwt M coswt ) vo /)’ (2.70)

Proof. This follows from Theorem Indeed, set

(o) =7 (). e



Then,

(- (2 2) ()

One can directly check (this can be derived more systematically, but this is one of the tricks it pays
to just remember in differential equations)

<u(t)> _ou ( cos wtug + sinwtvg ) ’ (2.73)

u(t) — sin wtug + cos wtvg
The result follows after undoing the change of coordinates. O

Example 3 (Lotka-Volterra at balanced equilibrium). Next, let us linearize (2.45al) around the
equilibrium balanced equilibrium

Z) . (2.74)

()= )00 (2.75)

Ar = +ivad. (2.76)

The linearized system is

The eigenvalues are

It follows from Theorem that there is some invertible matrix P such that the following holds

for w = Vad:
u(t)) _ coswt sinwt\ _;
<U(t)> =F (— sinwt cos wt) L (2.77)

It follows that the equilibrium is stable. However, small disturbances of the equilibrium do not
actually converge back to equilibrium. Instead, they circulate around the equilibrium, neither
getting closer nor getting further on average. Sometimes this is called neutrally stable.

3 General abstract theory for ODEs

Let F(t,x) : [0,T] x D — R? be a known vector field and consider the ODE

%X(t) =F(t,X(1)) (3.1a)
X(0) = xo. (3.1b)

Any potential solution is a curve in R? X(t) : [0,7] — R? In general, a solution may not exist.
The theorem (which is not stated with optimal conditions) is the following. For simplicity I will
just state the theorem on R

Theorem 3.1 (Cauchy-Lipschitz). Let F(t,x) : [0,7] x R? — R? be continuously differentiable
(i.e. the vector-field DF exists and is continuous). Then, there is a Ty < T such that there is a
unique solution to the initial-value problem (3.1). Moreover, if T < T then limy »p, | X(t)|| = co.
If T = oo and there exists a constant C > 0 such that ||F(t,x)|| < C for all t,x, then Ty = co.

12
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Figure 5: The dynamics of linearized Lotka-Volterra near the balanced equilibrium for some choice
of parameters.

The proof of Theorem requires a little bit of undergraduate level real analysis; see [BN12]

for a proof. Notice that this theorem says that the only way the solution doesn’t last for as long as
possible, is if it escapes to infinity. This can happen.

Exercise 3.1. Consider the scalar ODE:

d
SH = £20)
70) =1,

Show that the solution to the initial value problem is f(t) = %—tv which as a vertical asymptote at
t = 1, and so has no physical meaning for ¢t > 1.

4 Numerical methods for ODEs

Let F(¢,x) : [0,T] x D — R? be a known vector field and consider the ODE

%X(t) = F(t,X(t)) (4.1)
X(0) = xo. (4.2)

Solving equations such as this is generally impossible, even for relatively simple F. Hence, in
order to get useful answers from our mathematical model, we are going to have to consider solving
this approximately with a computer. The mathematical tools for computing approximations to
differential equations and similar mathematical models are known as numerical methods and the
field is called scientific computing or just numerics. It is a wide and important field, we will only

13



discuss a few of the simplest numerical methods, some of them already in use for several hundred
years before the invention of Computersﬂ.

Divide the time interval [0, 7] into an evenly chosen set of times ¢,, = nh, 0 <n < N, h=T/N
and tgp = 0, t1 = h, ... ty = T. We will build our numerical approximation {X;},., <n Wwith
the hope that X,, ~ X(t,). A reasonable first approach is known as Euler’s method, which is to
approximate the time-derivative on the left-hand side of the ODE as a difference quotient:

Xpt1 — X

S = F(tn, Xa) (4.3)

XO = X(. (44)
Re-arranging gives

Xpt1 = X, + hF (tn, X,) (4.5)

X(] = X(- (46)

It is the case that if one takes h smaller and smaller, the approximate solution approaches the exact
solution ||X,, — X(¢,)|| — 0. This property is called convergence.

Theorem 4.1 (Euler’s method is convergent). Let F(t,x) : [0,T] x R? — R? be twice differentiable
and let X,, be the solution given by Euler’s method. Then for all xo € RY, there exists a constant
C such that

oglnagXN IX,, — X(t,)|| < Ch. (4.7)
The above theorem shows that one can use Euler’s method to solve the initial-value problem for
ODESs. Moreover, it even gives an estimate on, in general, approximately how accurate we can expect
the method to be. That is, how large you have to pick N in order to be sure that the computed
solution X,, is close to the exact solution (which in general is not known) X. The proof of Theorem
also requires a little bit of undergraduate level real analysis, see [Ise09] (which in general is an
excellent resource for mathematically rigorous analysis of numerical methods). However, we can
guess the accuracy of the method only using Taylor’s theorem. It will be convenient to introduce
“Big-Oh” notation:

Definition 1 (Big-Oh). Given two functions f,g we say f = O(g) (pronounced f is Big-Oh of g)
if there exists a constant such that

f(x) < Cy(z). (4.8)
We will write fi = fa + O(g) (and similar expressions) if | f1 — fa| = O(g).

Let us estimate the error. the true solution X(t) satisfies

X(tir) = X(t) + /t "B (s, X (s))ds. (4.9)

2Before computers, people had to approximately calculate solutions by hand. This was a tedious and time-
consuming task but sometimes there was no other option. In the 1940s and 1950s or so, entire teams of people would
be devoted to implementing numerical methods by hand in order to calculate the results required to do all sorts of
things, for example, flight trajectories of space craft.

14



Hence,
tn+1
Xpt1 — X(tpt1) = Xy — X(t) + hF (t,, X)) — / F(s,X(s))ds. (4.10)
tn
Then, we use Taylor’s theorem to show that

F(s,X(5))ds = F(bn, X (b)) + (5 — b)OF (b, X (b)) + (5 — ) D (tn, X (1)L X (1) + O (1s = tal?)

dt
(4.11)
Hence,
Xni1 — X(tns1) = X — X(t) + h (F(tn, X)) — F(tn, X(t,))) + O(h?). (4.12)
Then, because F is continuously differentiable,
F(tn, X)) — F(tn, X(tn) = DF (£, X)) (X — X(tn)) + O([| X0 — X (t0)]?). (4.13)
Therefore, we can deduce that there exists a constants K7, Ko > 0 such that
1Xos1 = X(tng1) | < (14 Kuh) [ X — X (8[| + Kah? (4.14)

This is an estimate on how rapidly the error between the exact solution and our numerical calculation
grows. Notice that this has nothing to do with the round-off error of the computer, i.e. the fact that
computers do not do exact arithmetic. This error would be present even with perfect arithmetic.
We see several things:

1. Each time-step loses at least Koh? accuracy. Since there are N = T'/h time steps, this suggests
an error at best like O(h).

2. The error in general is amplified exponentially a tiny bit every time-step. For many systems
this is actually not true, and the estimate we have obtained is very sub-optimal. However,
for some systems, there is exponential growth of error. For some systems (for example, the
weather) we will never be able to accurately compute the solution very far in advance.

3. The error estimate (4.14)) is the first step in the proof of Theorem

4.1 Stiffness and implicit methods

There was something arbitrary in how we designed the Euler method. After all, we could have
chosen

———— =F(th1, Xn41) (4.15)

This method is called backward Euler. One can show that Theorem also applies to backward
Euler as well. It is not any more accurate than (forward) Euler. However, it is in general much
more difficult to code, because it is not usually possible to easily solve for X,,+1. Methods of this
type are called implicit. Methods of the forward Euler type are called explicit. Usually one needs
to numerically solve for X,,+1 using a numerical linear or nonlinear system solver (depending on

15



whether F is linear in X,,41 or not). Given that it is not any more accurate, but is way harder to
implement, there must be another reason I brought up this method.
Consider the very simple scalar linear equation:

%y(t) = —100y(t) (4.17)

y(0) = 1. (4.18)
The exact solution is y(t) = 1%, Consider now solving this with Euler’s method:
Yn+1 = Yn — 100hy, = (1 — 100h)y,, (4.19)
and hence Euler’s method gives the solution
yn = (1 — 100h)"™. (4.20)

Hence, we see a fundamental problem: if 1 — 100h < —1, that is, if A > 1/50, then the numerical
solution is actually growing (and oscillating!). This looks absolutely nothing like the rather boring
exact solution, which is, for intents and purposes, essentially zero for ¢ > 1/50. This is an example
of what is called a numerical instability: an “instability” observed numerically which is not actually
there physically. Notice that there is nothing wrong with FEuler’s method per se: the method really
is convergent, so when you make h small enough, the issue goes away. The problem is appearing
for h which is small, but not quite small enough to “resolve” the real dynamics. This problem is
called stiffness, and problems which have this kind of character are called stiff (see [IseQ9] for a
more detailed study). Stiffness is the fundamental reason why anyone cares about implicit methods.
Indeed, consider now backward Euler:

Ynt1 = Yn — 100hyn 41, (4.21)

and hence

U
Yntl = T 100h" (4.22)

This solution decays exponentially regardless of h and so it does not suffer from the same problem
as forward Euler. As a general rule, implicit methods handle stiffness better than explicit methods.
In fact, no explicit method can handle stiffness very well. A problem may be so stiff that it is
actually more efficient to use the slow and difficult to implement implicit methods, which allow a
larger time-step, than it is to use a simpler explicit methods (which would require prohibitively
small time-steps).

4.2 Higher order methods

One can design methods which are more accurate than O(h). The first such an example is the
implicit trapezoidal method

h h
Xn+1 = Xn + §F(tn+1> Xn+1) + §F(tm Xn) (4'23)

One can show that this method is O(h?) accurate.

Definition 2. We say that a method is p-th order accurate if Theorem [£.1] holds for the method
with an error estimate of the form

max X, — X(t,)| < ChP. (4.24)
0<n<N
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Hence, implicit trapezoidal is second-order accurate. That extra accuracy can go a long way.
There is also an explicit analogue of the trapezoidal method, called explicit trapezoidal method

h h
Xpt1 =X, + §F (tns1, Xy + hF(t,, X)) + §F(tn, Xn)- (4.25)

This is a very similar method but one which we have approximated the implicit part by an explicit
time step. As it turns out, this method is still O(h?) accurate, despite this approximation. As
with the Euler method, the implicit trapezoidal method performs better on “stiff” problems than
explicit trapezoidal.

There are a number of higher order accurate schemes. The matlab routine ode45 is a combination
of 4-th order and 5-th order explicit methods. The answers are compared to one another to adjust
h, the step-size, on the fly in order to automatically estimate whether or not h is small enough to
get an accurate answer — adaptive refinement is very useful and is a much more advanced topic
in numerical algorithms. The matlab routine ode23 is a similar combination of second and third
order implicit methods. The difference in accuracy is due to the fact that the computational cost
of implicit methods goes up rapidly as you go to higher order. For most applications the third
order accuracy of ode23 is good enough to get by and is still fast enough to execute in a reasonable
amount of time. If your problem does not have stiffness problems, you should use ode45 and if there
are stiffness problems you should use ode23.

5 Diffusion: introduction to PDE

Suppose now we are interested in a density of chemical or a population of a species as a function
of both space and time, denoted p(¢,x). Let us consider the case x € R for now. Now, we are
interested in understanding the total amount of material in the the interval [a, b]:

d b

7 p(t, x)dz —/ Op(t, x)dx. (5.1)

Let us suppose for now that the total amount of material is conserved, and so material can only
enter and exit at the boundary of the interval. Hence, we can suppose there is a function F(t,x),
called the flux, which specifies flow into and out of the interval. The flux tells how material is
moving in space and time, different mathematical models for the physics/biology/chemistry give
different F'. By convention, the sign is take so that

b
% p(t,x)dx = —F(t,b) + F(t,a) / 0. F(t,x) (5.2)

The second equality was the fundamental theorem of calculus. Since this is supposed to hold for all
[a, b] we get that in fact

Op(t, ) + 0, F(t,z) = 0. (5.3)

The first model we will consider is the case that density tends to move from high concentration to
low concentration. The simplest flux that does this is just that the flux is inversely proportional to
the slope: for some constant x > 0,

F(t, ) = —kdup(t, ). (5.4)
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Here k > 0 is a positive constant called the diffusivity, and it depends on the exact physics/biology/chemistry.
This leads to our first partial differential equation, a PDE known as the diffusion equation

Otp = KOzpzp (5.5)
p(0, ) = po(z). (5.6)

As before, we need also an initial distribution. A thorough study of this elegant PDE would require
more time and mathematical background than we have, but we can learn a little about the equation
just by observing two of its exact solutions and also through numerical studies in the lab.

Example 4. The following function

1 ||
t,x) = —————e nt. 5.7
p( Y ) (47_[_,{[:)1/2 ( )
solves O;p = KOy p (the initial data is a little hard to make sense of). This function is concentrated
on an interval of width ~ v/kt with height ~ (xt)~'/2 (note that 7 p(t,x)de = 1). Hence, the
solution is concentrated for short times and becomes increasingly more and more spread out (hence
the term “diffusion”).

Example 5. The following function solves

p(t,x) = et gin 2. (5.8)

solves Oip = KOpyp. This function keeps its shape of a sin curve of frequency 27n but decays
exponentially. It is interesting to note that the decay is faster for n larger (and this rate of increase
is quite rapid). The diffusion equation tends to wipe out rapid oscillations whereas larger ripples
take longer to decay.

The diffusion equation is a universal model in that it is a decent model for a wide range of
physical, biological, and chemical phenomena. It accurately models heat diffusing through a ho-
mogeneous medium. It accurately models a chemical solvent as it diffuses through a liquid at rest.
It accurately models a population of organisms that are executing a “random walk” that is, the
velocity at any given time can be considered a random variable that does not depend on the past
choices and chosen with a bell-curve distribution (this turns out to be a reasonable approximation
for some organisms, but not others).

For bacteria, the diffusion equation is actually a pretty good approximation. If we then add in
logistic population dynamics, we get a type of equation called a reaction-diffusion equation

0= KOep + A(1— 5 p)p (5.9)
p(0,2) = po(z). (5.10)

This population will diffuse while at each point, the population will try to tend to p = A. This is a
reasonable first model for the expansion of some bacteria populations in a petri dish. The bacteria
will randomly explore while dividing and using the resources. This model does not have a boundary
in it yet, so the bacteria population will continue expanding forever (but at each location at space,
the population will settle to p(t,x) = A. If we want to study the model on an interval [a,b] then
we need a boundary condition. If we want to impose that the population cannot enter or exit from
the boundary (for example, the side of a petri dish), then we need to ensure that there is no flux
into or out of the boundary, i.e.

Dup(t,a) = Opp(t,b) = 0. (5.11)

18



The equations then become

Oup = KOp + A(1 — %p)p z € (a,0) (5.12)
p(0,z) = po(z) z € (a,b) (5.13)
Dup(t,a) = Oyp(t,b) = 0. (5.14)

Multiple interacting populations is also possible. For example, the following variant of Lotka-
Volterra:

O = K10z5u + (a — bv)u (5.15a)
O = K202V + (cu — d)v (5.15Db)
(0, z) = up(z) (5.15¢)
v(0,z) = vo(x). (5.15d)

This would model the tendency for foxes and rabbits to also tend to disperse from high population
densities as they hunted or foraged (respectively).

5.1 Linearization method for PDE

The Lotka-Volterra-diffusion system (5.15) still has the balanced equilibrium solution u(t,z) = 4

¢

v(t,r) = 7. Let us investigate the stability of the balanced equilibrium, which gives linearized
system
d
Ot = K10z0U — —0 (5.16)
c
OV = KOz + %u. (5.17)

This is still a PDE so we cannot immediately use the ODE linearization method. However, we can
if we just ask about solutions of the specific form

uw(t,z)\ [ wosinnx
(v(t,a:)) - ° (UOBSinnx>’ (5.18)

then we can reduce the PDE stability problem down to an ODE stability problem! Similar arguments
apply also for cosnz. Plugging this into the PDE gives

_ 2 _d
Vo A —K2Nn Vo

This is an eigenvalue problem! Hence, we ’re looking for A such that

ad

0= (=X\—r1n?) (=X — ron?) + 3 (5.20)
0= A2+ \n?(k1 + ko) + K1kont + %. (5.21)

The eigenvalues of this are given by
22 = —n2(ky + ko) £ \/n4(/£1 + ko)2 —4 </@1m2n4 + ZZ) (5.22)
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These eigenvalues both have a negative real part, which means that solutions will spiral back
to the balanced equilibrium. It is a deep fact that actually this calculation implies stability for all
perturbations, not just those of sin and cosine type. Hence, the addition of spatial diffusion changed
the dynamics: we now see damped oscillations back to balanced equilibrium whereas before we saw
pure oscillations. This is due to the tendency for diffusion to eliminate spatial oscillations.

6 Numerical methods for diffusion and reaction-diffusion
Let us consider trying to solve the diffusion equation numerically:

Orp = KOyzp x € 0,1] (6.1)
p(0,z) = po(z)
Dup(t,0) = Opp(t, 1) = 0.

I have changed the problem a little. I have decided to study over one interval and I imposed
zero-fluxr boundary conditions at x = 0,1. These conditions ensure that density cannot enter or
leave the interval. As in the case of ODEs divide the time interval [0, 7] into an evenly chosen set
of times t,, = nh, 0 < n < Nj, h =T/N and t) =0, t; = h, ... ty = T. Now we also have
to divide the space interval [0, 1] into an evenly chosen set of locations x,, = nk, 0 < n < Ny,
k =1/Nj and 29 = 0, 1 = h, ... zn, = 1. Our numerical solution will now be a double indexed
set pnj = p(nh,jk) = p(t,,x;). For any three-times differentiable function, Taylor’s theorem gives
(a good exercise!)

fle+k) = 2f(x) + f(x = F)
k2

v f(x) = + O(k?). (6.4)

Hence, it makes sense to replace the diffusion equation with the PDE equivalent of forward Euler:

Pn+1,5 = Pn,j K .

oty PR ]h L = 2 (Pnj+1 — 2pnj + pnj+1) 0 <j < Ng. (6.5)
(0, 2) = pol) (6.6)
Pn,—1 = —Pn,1 (67)
p’n,Nk+1 = _pn,Nka (68)

Note the latter two strange conditions are approximations to the boundary conditions. They are
used to resolve the problems at the boundaries in the first equation at j = 0, Vg.

6.1 Numerical stability for PDE methods

Let us ignore boundary conditions for a moment and consider just the pure numerical method

Prity = Pnj _ K
% =2 (Pnj+1 — 2Pnj + Pnj+1) - (6.9)

The method looks like it should work — but is there a stiffness issue? There is a convenient way
of investigating this, known as von Neumann analysis (at least if you ignore boundary conditions).
Let us look for solutions of the form (a reasonable thing to do if we remember the exact solutions
above!):

Pn,j = A" sinwj. (6.10)
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Then note that by trig identities,

sinw(j + 1) = sinw coswj + cosw sinwj (6.11)
sinw(j — 1) = —sinw coswj + cos w sin wj. (6.12)
Hence,
kh
A—lzﬁ(Qcosw—Q) (6.13)

Now you might point out that not every value of w really makes sense — the grid is only so fine, so
the fastest kind of oscillation we can really represent is one which oscillates like +1, —1, +1, —1.
This suggests an w = m (or more accurately, we can choose w € [—m, 7]). If we use w = 7, then

kh

A= 1_4ﬁ' (6.14)
The numerical solution is going to decay if
kh
-1<1-— 4? <1,

and hence we get the restriction

kh 1

— < = 6.15

22 (6.15)

This is sometimes called a CFL condition (for Courant-Friedrichs-Lewy). We can view this as a
time-step restriction on h in terms of x and k. One can prove the following theorem (see [Str04] for
the proof, and a general introduction to numerical methods PDEs).

Theorem 6.1. If (6.15)) is satisfied, then the forward Euler-central difference numerical approxi-
mation p, ; satisfies

_ N — 2
Oggﬁhoggklpn,y p(tn,zj)| = O(h) + O(K7). (6.16)

In order to obtain both better accuracy and better stability, we can use the implicit trapezoidal
(which for some reason in this context is called Crank-Nicolson (CR)):

Poily = Png K K
% = 952 (Pn+1,+1 = 20415 + Pot1,+1) + 252 (Pn,j+1 = 2Pnj + Pnjj+1) - (6.17)

This method does not have a time-step restriction.

Theorem 6.2. The Crank-Nicolson scheme numerical approximation py ; satisfies

o B max |pn = pltn, ;)] = O(h?) + O(K?). (6.18)

Note that CR requires solving a linear system each time-step. However, solving linear systems

is much easier than solving nonlinear ones, and moreover, this particular kind of linear system can

be solved especially efficiently. For this reason it is often much faster to use implicit methods such
as this for diffusion problems.

In order to extend the methods to reaction diffusion equations, consider a problem of the form

Op = KOzzp + F(p). (6.19)

As it happens, it is usually the case that the reaction term F' does not contain any stiffness problems.
One method that is very reliable is a mixed backward-forward Euler:

Pn+1j — Pnj K
W =12 (Pnt1,j+1 = 200415 + Pat1+1) + Fpng)- (6.20)

Designing higher order accurate methods that both (A) have no time-step restriction and (B) don’t
require solving a nonlinear system is a little more complicated.
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7 Transport in fluid mechanics

7.1 Scalar transport in 1D

In this section we are interested in understanding another fundamental physical phenomenon that
requires a PDE to model: transport. Let us start as in Section [5| and consider a density p(t,x) a
function of time and space. Suppose that we are not yet modeling the creation or destruction of
the density, and so for some flux function F'(t,z) we have, as in :

b
7 p(t,x)dx = —F(t,b) + F(t,a) / 0. F(t,x) (7.1)
a
Now, we suppose that, instead of diffusing, the material is just being carried along by a known
velocity field v(t,x); convention has it that v > 0 means the density is being transported to the
right, whereas v < 0 means the density is being transported to the left. Therefore, the flux at a
point is the rate at which material is being transported from the right to the left:

F(ta LL‘) = U(tv x)ﬂ(t7 iL')
This leads to the PDE known as the transport equation

Op + Ox(vp) =0 (7.2)
p(0, ) = po(z). (7.3)

We are assuming right now that we already know the velocity field v, and we only need to solve for
p-

A mathematical study of this PDE is also pretty complicated, but in some ways a little less
complicated than the diffusion equation. One case we can begin with is when the velocity is just a
constant: v(t,z) = v € R, i.e. the density is being transported at a constant velocity v. Here, the
equation is

O+ v0zp =0 (7.4a)
p(0,2) = po(x). (7.4D)
If we think about a single particle X (¢, &) moving with constant velocity v starting at location «,
ie.
d
—X (¢ :
CX(t0) = (75)
X(0,a) = a, (7.6)
then we have
X(t,a) =a+t. (7.7)

This physical system describes the motion of a single particle in a constant velocity. If we imagine
the density is just being transported, then if you follow this same path, maybe we expect the density
to be constant. This is precisely right! By the chain rule:

CZ (ot & + 1)) = Bup(t, & + 1) + vup(t, o + 1) = 0. (7.8)
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Therefore, the density at the location a + tv is the same as at ¢t = 0,

p(t, o+ tv) = po(a). (7.9)

If you want to know p(¢, ) as a function of x, you then finally have to solve z = o + tv for . This
gives

p(t,x) = po(xz — tv). (7.10)

This is the general solution of (7.4)) — we have succeeded in solving our first PDE.

7.1.1 The method of characteristics

We have also learned a hint about how to solve transport equations in general — the method, which
is actually a more general method that can solve a whole class of different PDEs, is called the method
of characteristics. Consider now the general scalar case:

Op(t,x) + v(t,z)0xp(t,x) = —0v(t, x)p(t, z) (7.11a)
p(0,2) = po(x). (7.11b)
The particles are solving
%X(t, a) =v(t, X(t,a)) (7.12)
X(0,a) =a. (7.13)

The solution can always be found (assuming the velocity field v isn’t messed up), but not by hand,
you’d need a computer. We then have

%(p(t, X(t,a))) = —0v(t, X(t, a))p(t, X (¢, a)). (7.14)

Therefore, by integrating factors

o(t, X (1, 0)) = po(a) exp (- /0 Duu(s. X(s,oz))ds) . (7.15)

Then, we still have to solve X (¢,«) = x for a. This can always been done, theoretically speaking,
but you’d probably need a computer. Then the general solution is

p(t,x) = po(af(t,z)) exp <—/0 8mv(s,X(s,a(t,w)))ds> . (7.16)

This formula, while true, is also pretty useless, because in most cases, it is way too hard to solve.
There are only a few cases which can be solved. Let’s just do one example:

v(t,z) = —x. (7.17)
In this case, the particle trajectory is
d
%X(t’ a) =—-X(t,a) (7.18)
X(0,a) =a, (7.19)
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which is solved as

X(t,a) = aet. (7.20)
Along these trajectories
< (olt, X(1,0))) = plt, X(1,0)) (7.21)
p(0, X (0,)) = po(), (7.22)
which solves to
p(t, X (t,)) = po(a)e. (7.23)

Then we can solve 7 = ae™! for a and we get o = ze?. This gives the formula
p(t, ) = e'po(zet). (7.24)

7.2 Transport in higher dimensions

Most environments we are concerned with in the real world need to be modeled as two or three
dimensional. In this section we introduce some of the basic mathematical vocabulary for doing so.

A fluid here will be represented as a (generally time-dependent) velocity field u(t,x), which
we suppose satisfies max ||Du(t,x)|| < co. Let p(t,x) be a scalar quantity, e.g. the density of a
pollutant or chemical in the fluid, the population density of a microbe species swimming in the
fluid, or the temperature of the fluid itself. Let V C R¢ be any volume. If nothing is creating or
destroying concentration then the amount of p in a given domain can only change by transport
across the boundary of the domain . Hence, as in the 1d case, there should be a flux F(t,x) such
that

% Vp(t,x)dx = — /8VF(t,X) . l’ldS(?’L), (725)

where n is the outward unit normal to D (the — sign is convention). The flux tells us how the
material is being transported in the fluid, and different mathematical models for the physics lead
to different choices of F. By the divergence theorem (B.26]),

4
dt Jy,

p(t,x)dx = —/ V- F(t,x)dx. (7.26)
\%
Since this has to hold for all V', we obtain
op+V-F=0. (7.27)
To model transport, the flux takes the form
F(t,x) = plt, x)u(t, %), (7.28)

which leads to the transport equation in R%:

Op+ V- (pu) = 0. (7.29)
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In many (but not all) applications, it is physically reasonable to assume the velocity satisfies the
following (called incompressibility):

V-u=0. (7.30)
Under this assumption, the transport equation becomes
Op+u-Vp=0. (7.31)
Naturally, in order to compute p, we also need an initial condition:
p(0,%) = po(x). (7.32)

If the domain in which the fluid is moving, D C R¢, has boundaries, then we also might need
boundary conditions. For simplicity, we will assume that (denoting 0D the boundary of D and n
the outward unit normal),

u-nlgp = 0. (7.33)
This ensures that the flux (7.28) satisfies F-n|sp = 0 which means that no concentration p is exiting
or entering the domain. This also ensures that we do not need to add any additional boundary
conditions on p.
8 Numerical methods for transport equations
Consider first trying to use a computer to numerically approximate solutions to

Osp + alyp = 0. (8.1)

Following what we did in the case of the diffusion equation, it makes sense to try to use

Prily — Pnj
Oepns ~ W (8.2)
Pn,j+1 — Pn,j—1

o e g 8.3
2P0 = (53)

Resulting in the simple explicit scheme

h

Pty = Prg — @5 (Prje1 = Poj-1) - (8.4)

Unfortunately, this scheme does not actually work! Indeed, let us follow the argument in Section
with a slight twist and look for a solution of the form

pnj = A"e™d (8.5)

It is a little strange looking for complex-valued solutions, but it results in a much cleaner under-
standing. Plugging this in,

B ah ;.o oy .ah .
A=1 5% (e e ) =1 i sinw. (8.6)
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The complex modulus of is then

a’h? .,

2 sin” w. (8.7)

For most values of w this is strictly larger than one and hence solutions will grow exponentially, i.e.
a non-physical instability.

In order to obtain a numerical method that is stable, we have to devise a numerical method that
respects the PDE more. A transport equation such as this only sends information in one direction:
to the right if @ > 0 and to the left if @ < 0. It makes sense to devise a numerical method that
respects this fact. A scheme of this type is called an upwinding scheme. Let as assume a > 0. Then
the scheme we should try to use is

=1+

Pntlj — Pnj . Pnj — Pnj—1
T = A (8.8)
Giving the explicit “upwinding” scheme
h
Pty = Pnj = ap (Pnj = Pnj-1).- (8.9)
Then,
h h _,
—(1-a2 o —iw 1
A ( ak> + are (8.10)
h h
=1 —a%(l —COSW)—FZ'CL% sinw. (8.11)

Then, (note the argument is using a > 0),

h h h h?

A2 = (1—ag)2+a%(1 —aE)cosw—i-aQﬁ (8.12)
h h
h h?

We can view this as a polynomial in z = a% and we get 22 — 2 + 1 < 1 precisely when 0 < 2 < 0.
That is, the requirement

h
— <1. 1
ak < (8.15)

This is the CFL requirement for the upwinding scheme. It has a physical meaning in this context:
a particle moving in the velocity field cannot travel more than one grid cell in a single time step! If
a < 0, then we hae to change the scheme:

k h

If a depends on space and time, then the direction of the finite difference must be adapted on the
fly to respect the direction that transport is occurring.

Upwinding is a convenient and physically motivated way to obtain very fast explicit schemes (it
also works in higher dimensions). Obtaining robust higher order upwinding schemes is not so easy,
but can be done.

Prtly = Pni _ _ Pritl = Pnj (8.16)
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9 Advection-diffusion and reaction-advection-diffusion

9.1 1D advection-diffusion and advection-diffusion reaction
By adjusting the 1D flux to contain both advection and diffusion,

F(t,x) = —kOyp + pv, (9.1)
we get the advection-diffusion equation

Orp + 0x(vp) = KOpep. (9.2)

Similarly, we can include population dynamics and chemical reactions, such as the Lotka-Volterra
system:

Oup + 0x(vp) = K10zzp + (a — bg)p (9.3a)
01q + 0:(vq) = K20:2q + (cp — dq)q (9.3b)
p(0,z) = po(x) (9.3c)
q(0,2) = qo(x). (9.3d)

9.2 Advection-Diffusion and Reaction-Advection-Diffusion in higher dimensions
In higher dimensions, flux is updated to be
F(ta X) = p(t7 X)ll(t, X) - va(tv X)7

where k > 0 is a positive constant that depends on the exact physics being modeled. The extra
term —kVp is called the diffusive flux. This Flux Law says that, if the fluid is at rest, then the
concentration of p moves from high concentration to low concentration at a rate proportional to the
concentration gradient. It gives the PDE

Op+ V- (pu) = kAp, (9.4)

which is usually called the advection-diffusion equation. We will always assume that u-nlsgp = 0
along the boundary. Now however, due to the diffusion term kAp, this will not imply that the flux
is vanishing at the boundary. Hence, if we want to keep the density inside the domain, we have to
impose the additional boundary condition

Vp-nlop =0, (9.5)

where n is the outward unit normal of the boundary 0D.

9.3 Reaction-advection-diffusion

Many industrial and scientific applications of the above ideas involve one or more concentrations
of interacting species of chemicals in a fluid flow. The flow is sometimes occurring in nature (for
example, in the atmosphere or ocean) or the flow is engineered in a machine to, for example, attempt
to maximize the rate at which chemicals react. For example, suppose there were two chemicals p;
and po, that react at rate A and form a third species p3. Suppose that C7 + 2C5 — C3 and that
each diffused at their own rates ;. Then, the equations would be

atpl +u- Vpl = HlApl — )\plpz (9.6)
8tp2 +u-Vpy = HgApQ — 2Xp1p2 (97)
Ops +u - V3 = ksAps + Ap1p2. (9.8)

27



Exercise 9.1. Show that

d 1
— — 2p3dx = 0. .
o | Lt P2t 2p3dx =0 (9.9)

This expresses the conservation of total mass as the reactants are changing form.

It makes sense to measure
Cs(t) = / p3(t,x)dx (9.10)
D

as the total amount of final product produced. The faster C3 increases, the more efficient the
reaction is. We will see in the numerical exercises that different choices of u can yield different
reaction rates. Hence, trying to make intelligent choices for u can change the effectiveness of
various manufacturing jobs, for example.

10 Introduction to fluid mechanics

In all of the above examples, the velocity field is assumed to be known already. However, in many
engineering examples (i.e. the design of cars, airplanes, ships, oil extraction and pipeline design)
and scientific applications (i.e. weather/climate prediction) the velocity field of the fluid is one of
the unknowns that must be solved for. To get a hint for what kind of differential equations appear
in this context, consider the motion of a particle of fluid, which moves with the fluid velocity field:

d

%X(t, a) =u(t,X(t,«)) (10.1)

X(0, ) = av. (10.2)
The motion of a particle of fluid will be subject to Newton’s equation ma = F: mass times

acceleration equals force. The acceleration is computed via the chain rule (Theorem [B.1)):

d

2 .
%X(t, o) = %u(t, X(t, o)) = du(t, X(t, @) + Y dpult, X(¢, a))% (10.3)
j=1
d
= Opu(t, X(t, ) + > Oxyult, X(t, a))u;(t, X(t, o). (10.4)

j=1
At every point in the fluid, this quantity (times the density of the fluid) will balance the forces
acting within the fluid. For reasons which are a little beyond the scope of the course, in the absence
of external forces acting on the material, the force inside a fluid (or a solid) is always in the form of

a matrix, V - o (called the Cauchy stress tensor). The divergence of a matrix is defined row-wise:
for example, in 3D

Oz 011 + 02,012 + 03012
V-o= 81,1021 +8$2022 +8333022 . (10.5)
Oz, 031 + 02,032 + 05032

Therefore, the general equations of motion of a fluid (basically this is just an extension of ma = F)
is

d
p | ou+ Z@mjuuj =V.o, (10.6)
j=1
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where p(t,x) is the density (this may or may not be constant). Pretty much every different type
of fluid (or fluid-like substance), has an equation basically this form — it is called a momentum
balance equation. What distinguishes one fluid from another is the choice of . At first, this matrix
was derived from experiments and basic physical principles. Now one can also attempt to derive
o from underlying physical principles about molecular dynamics. The simplest type of fluid is a
“Newtonian fluid”, in which o is simply the sum of two contributions:

Du + Du”
2

the scalar function p(t,z) is the pressure, Id is the identity matrix, Du” denotes the transpose of
the Jacobian matrix, and the parameters u, ;i > 0 are known respectively as the shear viscosity and
the bulk viscosity. The case of incompressible fluid mechanics, that is, where we impose V-u =0
is easier, and in this case the stress tensor is

o=p(t,z)[d+ u + 4V -uld, (10.7)

Du + Du”
o = —p(t,2)Td+ u%. (10.8)
Therefore, the governing equations are the infamous Navier-Stokes equations
d
p | O+ Z Oz;uuj | = —Vp+ pAu (10.9)
j=1
V-u=0. (10.10)
where we performed the following calculation and used the incompressibility again
d
[V (Du+Du”)] =" 0e, (e + On;u) (10.11)
k=1
= Auj + 05,V - u (10.12)
= Au;. (10.13)
Written component-wise the Navier-Stokes equations become
d
p | Orug + Zujaxjuk = —0g,p + pAuy (10.14)
j=1
V-u=0. (10.15)
In incompressible fluid mechanics, it is usually reasonable to assume that p is a constant, i.e. does
not depend on t,x. Hence, replacing ¢ = %p and v = %, we further reduce
d
Oruy, + Z Oy, up, = —0g,,q + VAuy, (10.16)
j=1
V-u=0. (10.17)

There is one thing left: how does one determine the pressure? The pressure is actually determined
by the incompressibility condition V - u = 0. Taking 0,, of the first equation and summing them
gives

d
D OuyuiOuyuy, = —Aqg. (10.18)

j 1

d
]:1 =
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Hence, the pressure is determined by solving yet another PDE — called Poisson’s equation. The
equations are hence

d
Orug, + Zujé?xjuk = —0p,.q + vAuy (10.19)
j=1
V-ou=0 (10.20)

d d
Jj=lk

though the last equation is usually left off because it is derived from the first two. These equations
form the basis of fluid mechanics, i.e. essentially all models in fluid and gas dynamics are some
variation of these equations, or include these equations a subset of the mathematical model (though
many models are not incompressible and so have different equations for the pressure!). In this way,
these fundamental equations underlie the design of ships, airplanes, and cars. They underlie our
understanding of how blood moves in our veins, how air moves in our lungs. They underlie our
understanding of weather, climate, and the currents in the oceans. They are a pretty important set
of equations!

Oz, ujOrup = —Ag, (10.21)
1

A Taylor’s theorem and finite differences

It is convenient to introduce “Big-Oh” notation:

Definition 3 (Big-Oh). Given two functions f,g we say f = O(g) (pronounced f is Big-Oh of g)
if there exists a constant such that

flz) < Cy(x). (A1)
We will write fi = fa + O(g) (and similar expressions) if | f1 — fa| = O(g).

We recall Taylor’s theorem in one dimension, which is kind of an ultimate theorem about local
approximation of functions.

Theorem A.1 (Taylor’s theorem). Let f be k + 1-times differentiable. Then, (using the notation
%) to denote k derivatives of f),

fla+1) = F@) + 1)+ )+ ) 4 0@ o) (a2)
k
=> o f9(x) + O(RFH1). (A.3)

The following finite-difference approximations are good exercises in using Taylor’s theorem.
Theorem A.2. Let f be at least three times differentiable. Then
fl@+h) - f(z)

. = f'(z) + O(h) (A1)
fz) - i(w “h) _ )+ om) (A.5)
flz+ h)2—hf(w —M _ py +om?) (A.6)
flz+h) _2fh(f)+f(”“"_h) = f"(x) + O(h?). (A7)
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Higher order approximations are possible, as are more general forms. However, these will be
sufficient for our purposes here.

There is a Taylor’s theorem that work in higher dimensions as well, but it starts to become
rather tedious to state. It will suffice for us here to just use the following.

Theorem A.3. Let f: R"™ — R be twice differentiable. Then,
Fx+v) = f(x) + Vf(x)-v+O(|v[). (A.8)
Let F : R®™ — R"™ be twice differentiable. Then,

F(x +v) = F(x) + DF(x)v + O(|v|]*). (A.9)

B Vector calculus review or crash-course

We use bold-face v to denote a vector and plain text v to denote a real number. We denote the set
of d-dimensional vectors R?, that is the set of all vectors

vV = . (B.1)

Often, v can denote a position or velocity (in which case we usually have d = 1,2 or 3) but vectors
can be used to store many kinds of information. For example, each v; could be the stock price of
a company in the S & P 500, in which case one would have d = 500. In the examples we consider
here, we will focus on examples with d = 1, 2, or 3. The length of a vector is denoted

IVl = /o7 + 03+ .. + 03 = (B.2)

If v is a position in space, then ||v|| is the distance to the origin. If v, u are two positions, then
||v — u| the distance between these two points. We denote e; the “canonical unit vectors”, i.e. the
vectors pointed in the cardinal directions:

er = (1,0,0,...,0) (B.3)

e; = (0,1,0,...,0) (B.4)

: (B.5)

eq = (0,0,...1). (B.6)

We say any vector v is a “unit vector” if ||v|| = 1. The dot-product of two vectors is defined as

d

u-v =uvu +vus + ... +vgug = z:v,uZ (B.7)
i=1

Notice that

[ol = vv-v. (B.8)
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Two vectors u, v are called orthogonal if u-v = 0. This is the same thing as being at right angles.
Note e; - e; = 0 if ¢ # j and so the collection {eq,...,e4} is a set of orthogonal, unit vectors (called
orthonormal vectors).

We denote scalar functions f : R — R with plain text and vector-fields F : R? — R? with
bold-face. A scalar function f(x) could measure, for example, the temperature in the room as a
function of x € R, A vector-field F(x) could measure, for example, the velocity of the air in the
room a function of x € R%. Unless we mention otherwise, we use the notation

F1 (X)
F(x)= | F2(x) |, (B.9)
Fy(x)

Definition 4. A function f : R? — R is differentiable, if there exists a vector-field, denoted V f(x),
such that for all v € R,

fx+hv) - f(x)
h

%f(x—i—hv)\h:o = lim _ V). (B.10)

The vector field V f is called the gradient.

The gradient V f(x) gives the direction of fastest increase of a scalar function, i.e. the steepest
ascent. The direction —V f(x) is the direction of fastest decrease, that is, the steepest descent. The
components of V f are called partial derivatives and are denoted via:

Oun /(%)
Vi) = | I (B.11)
O/ (%)
Notice that
VF(30) - € = B, £3) = (x4 he) g = lim T =IO (B.12)

Definition 5. A vector-field F : RY — R% is called differentiable if for all x, there is a matrix
DF € R%*4 gych that for al v,u € R?
d . F(x+hv)—-F(x)
—F hv)|h=o =1
dh (x + hv)|n=o Hm A
the matrix DF is called the Jacobian (named after German mathematician Carl Gustav Jacob
Jacobi).

= DF(x)v. (B.13)

By unwrapping the above annoying definition we see that the 7, j-th entry in DF is given as

(DF);j = 0y, F;. (B.14)
For example, in two dimensions
DF = (gﬂl g:?;) . (B.15)
For vector-fields F we define the divergence (a scalar function),
d
V-F=0,F+..40,F=> 0.,F. (B.16)
i=1
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Definition 6. A function f : R — R is twice differentiable f is differentiable and V f is differen-
tiable (as a vector-field).

The second partial derivatives are defined in a similar way:

O, f(x + hej) — Ox, f(x)
. .

d .
02,00, (X) = Oayo, F (%) = -0r, f(+ he) g = lim (B.17)

If f is twice-differentiable then we can have equality of mized partials:
Oz;ai | = Oxa; f- (B.18)

The last differential operator we will need is the Laplacian (named after French mathematician
Pierre-Simon Laplace), for a scalar function f,

d
Af =V Vf=0mef+0uaf + o+ Ongagf =D Onia, [ (B.19)
=1

We will also have examples where scalar functions and vector-fields depend on both time and
space, denoted f(¢,x) and F(¢,x). In this case Vf(¢,x) denotes only derivative with respect to
space

Vf(t,x) = . : (B.20)

Oz, f(t,x%)

Similar conventions hold for the Jacobian, divergence, and Laplacian. We denote 0;f to be the
partial derivative with respect to time:

flt+hx) = (x)

- (B.21)

O f(t,x) = lim
1 (t:x) = lim
Sometimes we will use the multi-dimensional chain rule.

Theorem B.1 (The chain rule). Let f(¢,x) : R = R and G(t,x) : R? — R? both be differentiable.

Then,
Oz, (f(t, G(t,x))) = iaxif(t, G (x)) 0z, Gi(t, x). (B.22)

and -
0 (f(t, G(t,x))) = 0, f(t, G(t,x) + i 0, f(t, G(x)) 0 Gi(t, x). (B.23)

i=1

When integrating scalar functions (or vector-fields) over rectangles and squares, we can define
the volume or area integral as a multiple integral of one-dimensional integrals. For example, we
can denote the domain D = [a,b] x [c,d] the rectangle in R? with corners (a, c), (b, ¢), (b,d), (a, d)
(labeled counter-clockwise) and then the area integral of a scalar function f(x) over D is defined as

/Df(x)dx:/Cd/abf(arl,mg)daﬁlda:g:/ab/Cdf(xl,xg)dxgdml. (B.24)
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Note that we can order the integrals in whatever order we want. Given any ‘nice’ domain D C RY,
we denote 0D the boundary of the domain. For the above rectangle for example, it is the 4 lines
connecting the corners; by convention they are listed in counter-clockwise order. Most domains D
that you encounter in real life all have perfectly reasonable notions of boundary that are evident.
For example, if D is a polygon, the boundary consists of the edges, the set of vectors in R? with
|Ix|| < 1, boundary is the sphere of radius 1. Basically any reasonable domain will have a reasonable
9D and we can define the multi-dimensional integral [, f(x)dx by taking the limit of smaller and
smaller boxes (similar to how the Riemann integral is defined in one dimension). We will only have
to deal with circles, spheres, and polygons here. For all such domains, for any x € dD we can
similarly define n(x) the outward unit normal, which is the unit vector that is orthogonal to the
boundary and which points out of the boundary. For example, consider the disk of radius R > 0,
Dp = {x € R? such that [|x|| < R}. Then, dDp = {x € R? such that [|x|| = R}. Notice that if
cos 6

x € 0Dg, then there is a 6 € [0,27) such that x = R <sin9

have n(x) = %x. For nice domains we can also define a surface integral

>. Conveniently, if x € dDpg then we

F(x)dS(x). (B.25)
oD

If D is a two-dimensional area, then the surface integral is defined as an integral along the lines/curve
making up the boundary of D. If D is a three-dimensional volume, then it is a multi-dimensional
integral over the areas. For all but very simple examples, doing actual calculations of surface
integrals by hand is very painstaking and annoying. We won’t need to do anything of the sort.

For nice domains, we have the all-important divergence theorem that relates most of the above
concepts: If F is a differentiable vector field and D is a bounded domain in R¢, then

/ V. -Fdx = / F - n(x)dS(x). (B.26)
D oD

You should think of this as the multi-dimensional version of the fundamental theorem of calculus:
b

|t = 10) - sta) (B.27)
a

C Eigenvalues and eigenvectors

Let R™ ™ denote n-by-n matrices with real entries. Recall matrix multiplication of vectors v € R™
(or v € C") is defined as

(Av)r = Agju;. (C.1)

i=1

We denote I € R™ ™ the identity matriz

1 0 0
01 0 ... 0

I= , , . (C.2)
0 0 1
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It is the unique matrix for which Iv = v for all v € R™. Matrix-matrix multiplication AB is defined
by applying A successively to the columns of B:

(AB); = Z A By;. (C.3)
=1

Definition 7. Let A € R™" be an n-by-n matrix with real entries. We call A € C and v € C" an
eigenvalue/eigenvector pair if

Av = Av. (C4)
Notice that an eigenvalue/eigenvector pair solves
(A= X)v=0. (C.5)

Hence, the set of all eigenvalues is given by det(A — AI) = 0. If one recalls the definition of
determinant, one sees that eigenvalues are the roots of an n-degree polynomial. By the fundamental
theorem of algebra, this means there are exactly n eigenvalues, counting multiplicity. For example,
for the identity matrix I, the polynomial is

(1-M\"=0, (C.6)

which has only the root A = 1, but it has multiplicity n.
We will only discuss the example of R?*2. If we have a matrix

A= (Z 2) , (C.7)

then det(A — M) = 0 is the polynomial equation
(@ —A)(d—A) —bc=0. (C.8)
Once one finds eigenvalues, one then would try to solve (C.5) to find corresponding eigenvectors.

Definition 8 (Real diagonalizability). A matrix A is called real diagonalizable if all of the eigenval-
ues A, ..., A\, (with some possible repetitions) are real and there is an invertible matrix P € R™"*™
such that

A0 0
0 X O 0

A=P . , P! (C.9)
0 0 Ao

Note that if one considers the formula

M 0 ... ... 0
0 X 0 ... 0

AP=P ) , , (C.10)
0 ... ... 0 M
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we see that the j-th column of P is an eigenvector corresponding to ;. Not every matrix with real
eigenvalues is real diagonalizable. Consider for example

A= <8 (1)) (C.11)

This matrix has two zero eigenvalues but is not zero; and so it cannot be real diagonalizable.
Not every real matrix has real eigenvalues, for example the matrix

A= <_01 é) , (C.12)

as eigenvalues which solve
M41=0, (C.13)

i.e. Ay = £v/—1. In this case, one can in general diagonalize the matrix, but P and the \;’s will
be complex. There is a different kind of matrix decomposition that is more convenient, at least for
R2*2 matrices.

Theorem C.1. Let A € R?>*? with eigenvalues A+ = A\, +i)\; where A\, \; € R and \; # 0. Then,
there is an invertible matriz P € R?**2 such that

A=p <_AA i) Pt (C.14)

The above examples (real diagonalizable, non-diagonalizable, and complex diagonalizable) do
essentially exhaust the possibilities however: all matrices can, up to a change of variables, be placed
in essentially some combination of the three above cases.
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