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Managing HPC Cluster

¢ “Rocks: make clusters ” (for users)
¢ system admin grows to HPC-sysadmin role:

to install/config;
(monitor and troubleshoot);
forget about it (almost)

¢ new concepts/terminology: batch , scheduler,
MP], IB,... and the overall architecture

¢ complexity number of elements (e.g. cables)



The Big Picture

~ HPC SOFTWARE INFRASTRUCTURE
Overview

Users' Serial Applications
Parallel Environment: MPI/PVM

Software Tools for Applications
(compilers, scientific libraries)

Resources Management Software

0.S. Network Storage
+ (fast interconnection| (shared and parallel
services among nodes) file systems)

credit: Moreno B.
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Recap: What runs where?

« On Master node:
0S + on Compute node:

OS

Installation services

Compilations

MPI ? e

ganglia monitoring client



CLUSTER SERVICES

CLUSTER INTERNAL
NETWORK

NTP CLUSTER-WIDE TIME SYNC

)
v

DNS DYNAMIC HOSTNAMES RESOLUTION

DHCP |-
INSTALLATION / CONFIGURATION

(+ network devices configuration and backup)

TETP

NFS SHARED FILESYSTEM

\

REMOTE ACCESS

SSH FILE TRANSFER
PARALLEL COMPUTATION (MPI)

\ SSH

SERVER / MASTERNODE

\
ﬁ LDAP/NIS/... LDAP/NIS/... AUTHENTICATION

credit;: Moreno B.




Services running on a
typical Master node

« Sshd
« DNS(/etc/hosts)
» DHCP « Ganglia
« TFTP . Syslog
« NTP

 http (opt)
« NFS (opt)



Cluster views and
common language

* view (need and like limited structure view)
+ “Power” user can obtain more performance

Common language:
job, jobID,
node name,
“‘why the job is not running?”,
“why the job is not producing output’,
job script, working directory

o HPC view: all the architectural details, known issues
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Some useful commands

& during node installation, you can ssh there and see logs
in /tmp of the progress. If not, attach real console, and see
problems

# rocks set host boot compute-0-1 action=install

# rocks list host boot
HOST ACTION
compute-0-0: os
compute-0-1: install



Commands (cont)

# rocks list network

NETWORK SUBNET NETMASK MTU DNSZONE SERVEDNS
private: 10.1.85.0 255.255.255.0 1500 local True

public: 140.105.32.0 255.255.255.0 1500 ictp.it False

# rocks list host

HOST MEMBERSHIP CPUS RACK RANK RUNACTION
hpcdemo: Frontend 12 0 0 os install

compute-0-0: Compute 40 0 0 os install
compute-0-1: Compute 40 0 1 os install

# rocks list roll
# useradd testuser
# passwd testuser

# rocks sync users

# rocks run host compu "shutdown -r now" or ssh compu "shutdown —r now”



Commands (cont.)

& describe hosts (node list): # ghost
& cluster status: # ghost -q
 see all queues: # gstat -g c

k see jobs for all users: gstat —u
k& queue list: # gconf -sql

& List exe nodes: qconf -sel

177

& subset running jobs: [userl@master ~|$ gstat -s r

& for problems use explain $ gstat -s r -explain [alcl|AlE];
# gstat -u userl -explain A



‘Rosetta stone”

1 of1

User Commands
Job submission

Job deletion

Job status (by job)

Job status (by user)
Job hold

Job release

Queue list

Node list

Cluster status

GUI

@ & https://slurm.schedmd.com/rosetta.pdf

PBS/Torque
gsub [script file]
qdel [job id]
gstat [job id]
gstat -u [user name]
qhold [job id]
qrls [job id]
gstat -Q
pbsnodes -|
gstat -a
xpbsmon

Slurm

sbatch [script file]
scancel [job id]

squeue [job id)

squeue -u [user name]
scontrol hold [job id]
scontrol release [job id]
squeue

sinfo -N OR scontrol show nodes
sinfo

sview

4

LSF

bsub [script file]
bkill [job id]
bjobs [job id]
bjobs -u [user name]
bstop [job id]
bresume [job id]
bqueues

bhosts

bqueues

xlIsf OR xlIsbatch

v =

SGE

gsub [script file]
qdel [job id]

gstat -u \* [ job id]
gstat [-u user _name]
ghold [job id]

qgrls [job _id]

qeonf -sql

ghost

ghost -q

gmon



Let's see some demo!
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Conclusion:

HPC sysadmin’s life is ritch with chalenges

& Initial effort (new concepts,
architecture)

2 Problems become Known
Problems

& Operate a cluster



Thank You!

Verina

Questions ?
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Common files view
cluster-wide

¢ user accounts (/etc/passwd)
¢ Pushed to nodes at regular

¢ hostnames (/etc/hosts) intervals

ount points (/etc/auto.home :
¢ mount points (/etc/au e, o and at boot time

{20540



