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Operational matters 

u Day-to-day monitoring 
u Documentation of procedures and processes 

u labeling of equipment 
u Maintenance & Troubleshooting 
u Supports contracts 
u Spare parts/inventory 	



Documentation	
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u public: for users, short and clear	
u internal: for managers (architecture, labels, 

best practices) e.g. create new user	
u communication: mailing list to inform users 

(scheduled down-time)	



u  h/p://argo-doc.ictp.it/	

1.  Overview, Table of available queues/partitions 	
2.  Software Overview 	
3.  Storage Overview	
4.  How to use the queue manager 	
5.  Using “module” command 	

u  Infopack for new users.	

ICTP Argo cluster 
documentation	
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u  add user	
u  increase storage quota	
u  node reinstall	
u  push config change to all nodes	
u  run command on all nodes 	
u  list of offline/down nodes 	
u  details about one job	
u  list jobs NOT running	
u  powe-cycle node via IPMI	
u  see node console (via remote console)	
u  ...	

Internal mgmt doc (HOW-
TOs, architecture)	

Operational matters 



Labeling the 
equipment	
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No labels on the back, yes in switch port descriptions 



u  We want to know before the users!	
u  Nagios is our “Team member”	
u  automate health checks	

Monitoring	
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What can go wrong?	

u  Power (main!, one PDU, one power supply)	
u  Cooling (temperatures become hot)	
u  HPC Cluster itself (nodes down, jobs can not run)	

u  Strategies:	
u  preventive actions: monitor all (known weak points)	
u  Monitor user community: RT (trouble tickets) 	
u  corrective actions	
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Monitor Cooling and 
Temperatures	
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Monitor UPS and 
Generator	
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What can go wrong? 
(inside the Cluster)	

u  hw (mem, HD, net cable)	
u  sw (kernel oops) – reboot, opt reinstall	
u  sw: queue manager problems: Can you run a short job?	
u  user reports a problem (inspect job script, job output, log 

files)	
u  several users report similar problem (oops!)	
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Cluster checks from 
Nagios	
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PSU problem	
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Eth cable problem	
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Hw: HD broken (DRDY)	
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Network or NAS problem	
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u TORQUE, SLURM, and other resource 
managers provide for a periodic "node health 
check" 	

u "unhealthy” nodes  are  marked as drained/
offline  (prevent jobs from being  run on them)	

u Drained node can then undergo maintenance 
actions	

	
	
	
	

Health checks within the 
cluster	
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Nov 17 14:09:28 node52 pbs_node_health: ERROR IN CRASH STATE ETHERNET 
LINK (eth0) BAD SPEED of 100M	
	
Jun  2 04:19:49 node33 pbs_node_health: ERROR IN CRASH STATE INFINIBAND 
LINK DOWN 	
	
[2018-07-12T08:42:24.775] error: Node node111 has low real_memory size (31903 < 
64156)	
	
Sep 27 10:33:03 node48 nhc[88875]: Health check failed:  check_ps_loadavg:  1-minute 
load average too high:  24 >= 15	
	
Jun  1 14:32:20 node142 nhc[35064]: Health check failed:  Script timed out while 
executing "check_fs_free /local_scratch 3%".	
	
Apr  8 12:18:37 node57 pbs_node_health: ERROR IN CRASH STATE UPTIME - BUT 
NODE IS BUSY	

Health check examples	
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u  automatic monitoring (external and within the cluster)	
u  when problem happens, quickly determine  the scope (one 

user?, one node? vs blanket-problem)	
u  useful commands (offline nodes and reason)	
u  inspect job’s output and error files	
u  inspect logs for more details about the reason (OS, queue 

manager logs)	
u  inspect node’s Console, for last messages reported	
u  cross-check with list/memory of Known problems	
u  involve HPC team, cluster architect, application specialist	
u  inform user(s)	
u  resolved problem = lesson learned: document Known Issue and 

it’s resolution	

Troubleshooting	
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Spare parts	
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Support	
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u internal HPC team	
u external support contracts	



Maintenance schedule	
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u Monitor HPC cluster and it’s environment	
u build  HPC support team (including 

external suppliers)	
u document all ( for user, for the team)	

Conclusions:	

Operational matters 



Thank You! 
 

Questions ? 
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