
  

TUTORIAL

The tutorial material (including solutions) is available at the following website:

https://github.com/lucainnocenti/ICTP-winter-college-2020-labs

https://github.com/lucainnocenti/ICTP-winter-college-2020-labs
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Useful resources

Books on (classical) machine learning

    - M Nielsen, “Neural networks and deep learning”, (web – free)

    - A Geron, “Hands-on machine learning with Scikit-Learn and TensorFlow” (basic)

    - Russell & Norvig, “Artificial intelligence: a modern approach” (classic)

Video lectures on (classical) machine learning (all freely available)

    - F Marquardt, video lectures “Machine learning for physicists” 

    - “Deep Learning and Reinforcement Learning”, Summer School, Toronto 2018

    - A Ng, “Machine learning”, full course, YouTube (Stanford U)

    - H Larochelle, “Réseaux neuronaux” (eng), course IF725, YouTube (Sherbrooke U)

Many other resources available on line…  (e.g., colah.github.io)

 

http://neuralnetworksanddeeplearning.com/
https://machine-learning-for-physicists.org/
http://videolectures.net/DLRLsummerschool2018_toronto/
https://www.youtube.com/playlist?list=PLLssT5z_DsK-h9vYZkQkYNWcItqhlRJLN
http://www.dmi.usherb.ca/%7Elarocheh/cours/ift725_A2013/contenu.html


  

Useful resources

Reviews on machine learning & quantum information & physics

(all available on the ArXiv)

Schuld et al., https://arxiv.org/abs/1409.3097

Biamonte et al., https://arxiv.org/abs/1611.09347

Ciliberto et al., https://arxiv.org/abs/1707.08561

Dunjko et al., https://arxiv.org/abs/1709.02779

Mehta et al., https://arxiv.org/abs/1803.08823

Carleo et al.,  https://arxiv.org/abs/1903.10563 

https://arxiv.org/abs/1409.3097
https://arxiv.org/abs/1611.09347
https://arxiv.org/abs/1707.08561
https://arxiv.org/abs/1709.02779
https://arxiv.org/abs/1803.08823
https://arxiv.org/abs/1903.10563


  

1.1 Supervised learning



  



  

[D Craig, Master thesis]



  

[D Craig, Master thesis]



  

[D Craig, Master thesis]



  



  



  

1.2 Unsupervised learning



PCA for the average food 
consumed (in grams) per 
person per week for each 
country in the UK

Principal Component Analysis (PCA)



PCA for the average food 
consumed (in grams) per 
person per week for each 
country in the UK

Principal Component Analysis (PCA)

1st principal component: in NI more potatoes, less fruit/cheese/alcohol

[http://setosa.io/ev/principal-component-analysis/]



  



  

[R McGibbon, Master thesis][J Shlens, arXiv:1404.1100]



  

[R McGibbon, Master thesis]



X states – convex combination of Bell states

Fixed rotation on first and second qubit,  hides structure



  

https://plot.ly/~quantum_data_analysis/0/first-three-principal-components-of-x-states/#/

[R McGibbon, Master thesis]

https://plot.ly/~quantum_data_analysis/0/first-three-principal-components-of-x-states/#/


  

1.3 Reinforcement learning



  

Alpha Go

●Played since 4th 
century BC

●19 x 19 board

●The lower bound on 
the number of legal 
board positions in Go 
has been estimated to 
be 2 × 10170

Expert beaten for the first time by a program in 2015.

Training: SL (learning from experts) + policy-gradient RL + ...



  
No initial supervised learning training using games played by experts

[Silver et al, Nature 2017]

Alpha Go Zero



  

Fosel et al, PRX 8, 
031084 (2018)
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2. Introduction to artificial neural networks
[M Nielsen, Neural networks and deep learning]



  

Example: Adder circuit – standard and perceptron

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

General architecture of a feed-forward neural network

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Stochastic Gradient descent – update rule

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Example of training a FFNN to classify 
hand-written digits [Nielsen’s code, 74 lines, GitHub]

Input neurons 784

Hidden neurons 
(1 layer only)

30

Output neurons 10

Training images (n) 50’000

Mini-batch size (m) 10

Learning rate 3

Epoch 30

Test images 10’000

Final accuracy: 95.34%

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Example of training a FFNN to classify 
hand-written digits: slower learning rate

Input neurons 784

Hidden neurons 
(1 layer only)

100

Output neurons 10

Training images (n) 50’000

Mini-batch size (m) 10

Learning rate 0.001

Epoch 30

Test images 10’000

Final accuracy: 21.41%
(increasing)

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Example of training a FFNN to classify 
hand-written digits: faster learning rate

Input neurons 784

Hidden neurons 
(1 layer only)

100

Output neurons 10

Training images (n) 50’000

Mini-batch size (m) 10

Learning rate 100

Epoch 30

Test images 10’000

Final accuracy: 9.82%
(random)

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Example of training a FFNN to classify 
hand-written digits: high performance codes

Accuracy: 99.979% [Wan et al. (2013)]

All images are correctly classified, except 21.

Examples of incorrectly classified images:

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

2.5 – A glimpse of the back-propagation algorithm

Computational graphs



  

Arithmetic on computational graphs



  

Derivatives on computational graphs

Chain rule as a
summation over paths



  

Factoring computational graph paths



  



  

Example: forward-mode differentiation

Derivative of the output with respect to a single input 



  

Example: backward-mode differentiation

Derivative of our output with respect to all input!
Very practical to calculate the partial derivatives 
of the network cost function wrt all weights and biases.



  

2.6 – Overfitting 

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

2.6 – Overfitting 

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

2.6 – Overfitting 

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Example of training a FFNN to classify 
hand-written digits 

Input neurons 784

Hidden neurons 
(1 layer only)

30

Output neurons 10

Training images (n) 50’000

Mini-batch size (m) 10

Learning rate 3

Epoch 30

Test images 10’000

Final accuracy: 95.34%

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Example of training a FFNN to classify 
hand-written digits: small training set & many epochs

Input neurons 784

Hidden neurons 
(1 layer only)

30

Output neurons 10

Training images 
(n)

1’000

Mini-batch size 
(m)

10

Learning rate 0.5

Epoch 400

Test images 10’000

Also, accuracy on training data 100%

[M Nielsen, http://neuralnetworksanddeeplearning.com/]



  

Example of training a FFNN to classify 
hand-written digits: large training set

Input neurons 784

Hidden neurons 
(1 layer only)

30

Output neurons 10

Training images 
(n)

50’000 

Mini-batch size 
(m)

10

Learning rate 0.5

Epoch 30

Test images 10’000

[M Nielsen, http://neuralnetworksanddeeplearning.com/]
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