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Challenges exists beyond technical
issues



End-user validation

• 19 volunteers tested and evaluated 
a prototype

• Semi-structured focus groups and 
interviews

• Voice recordings were transcripted
and translated

• Data analysis (content analysis)
– The feedback was coded (R1 & R2)

user experience (UX)



What was tested and evaluated?



Qualitative data analysis: Coding R1
• mixed coding 

methods for 
evaluation
Saldaña (2009)

– Descriptive
– Magnitude
– in vivo
– Recommend

• All entries were 
numbered 

10 REC: App: “phone app needs to 
be much more stable and reliable”

6 App: - ”freezing constantly“ 

Example:



Results: structured feedback

1. User experience

2. Feedback on the device and its functionalities

3. Volunteers recommendations and 
possibilities



User experience
• Positive about the general idea, motivations

• Not user-friendly,
inconvenient

• Data loss -> disappointment

• Not ready for the public

ID1: “If it only took few seconds to fix the problem it would be 
fine. It took a minimum of five minutes, which in itself is already 
too much. And it usually freezes right when you don’t have the 

time. E.g. when you already have dressed your kids in the winter 
clothes and are ready to go to the car.”

ID12: “It crashes already at the settings. 
When they released a new update after a few 
days I got excited that perhaps it would work, 

but it didn’t.”



Feedback on the app
• Freezes, crashes..

• Force stop, 
reinstall

• Data loss, ID

• Too many steps to  
set up (over 20p 
user manual)

• battery



Imagine a situation

!



Feedback on hardware

• Bulky, not that portable
• Not displaying enough changes in AQ
• Battery runs out suddenly
• Does it work?

ID2: “It would be good if one would know for sure if the device 
works or not. I know there are those indicating LED lights, but 

they do not always work the way they should. It leaves the user 
confused. There should be a clear indication if it works or not.”



Air pollution 
concentration not 

shown

Relative and
Aggregated values 



Data portal
• “OK“, “nice“, “interesting”
• No improvements really needed
• For some, it was a non relevant component of the system



Volunteers recommendations

• self-explanatory device
• wearable (for real)
• detect and display 

differences in AQ
• longer batterylife

ID17: “I would like that there were as few steps as possible. That it 
would be automatically connected and sending the data. There 

needs to be as little such extra pressings of buttons like “OK”, 
“Save”, “confirm” etc. It would be good that once you press the stop 
button, you would get a notification that you had been measuring 

successfully. That you get a feeling everything went well.”

• Visualisation (tracks)
• Notes/tags
• Pop-ups
• iOS
• Max 200€



Possibilities

• Spatial distribution of AQ
– Exposure studies
– City bikes

• Indoor AQ
• Projects/experiments for schools, NGOs..
• Renting service
• City authorities seen as data hub services



Contributing to the redesign

• Feedback given to the developer
• New hardware was designed:

– Better battery life
– Low energy 

Bluetooth
– Better electronics 

for noise reduction



Conclusions and recommendations

• Continues being a trend
• self-evaluation by project members not 

enough
• low maturity of the technology -> not ready 

for citizen science
• volunteers suggestions
• Include UX into the quality assurance process
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