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At the end of  this lecture, you should…

• Understand the broader context and motivation of 
environmental modeling and the links to soil moisture process
• Be familiar with land surface and hydrological models
• Identify potential uses of cosmic-ray neutron sensing 

observations in combination with models
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A quick recap
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Over the years, the community has learned 
more about the cosmic-ray neutron sensors
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qVOL = volumetric water content (m3 m-3)
Npihv = fully-corrected measured neutron counting 

rate (counts per hour)
Nraw = raw measured neutron counting rate (counts per 

hour)
N0 = site-specific calibration parameter
LW    = lattice water content (g g-1)
SOC  = soil organic carbon (g g-1)
rbd = dry soil bulk density (g cm-3)
fp = atmospheric pressure correction factor (-)
fi = solar intensity correction factor (-)
fh = atmospheric water vapor correction factor (-)
fv = aboveground biomass correction factor (-)
a0, a1, a2 = fixed coefficients (-)
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Based on Franz et al. (2012), Rosolem et al. (2013); 
and Baatz et al. (2015?)



Hydrogen Sources in Support Volume 
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1. Water Vapor 

6. Layer of Water 

3. Vegetation 
4. Intercepted 

2. Built-up 
5. Surface Water 

7. Soil Moisture 
8. Lattice Water 

9. Soil Carbon Compounds 

Transient 
Quasi-static 
Static 

Image kindly provided by Trenton Franz (Nebraska-Lincoln)

The cosmic-ray neutron sensor signal is affected bby
all sources of  hydrogen within its support volume
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wet soil 
uncertainty

dry soil 
uncertainty
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Propagation of  uncertainty: dry versus humid 
regions

In a humid region:

Uncertainty of neutron 
counts on the order of 5%

Do you know why?

Propagated uncertainty 
of soil moisture on the 
order of 17% vol.

Can you understand why?



How does each factor influence the neutron 
signal?

Iwema et al. 21

F IGURE 6 Results of the sensitivity analysis for the Coe�cient of Variation (CV; neutron count precision) with
the extended COSMIC (The results for neutron count accuracy are the same). The upper panel shows the results for
the �rst experiment, in which all factors varied. The lower plot shows the results for the three experiments at the
grass/crop site as an example (similar results were found for the other two sites). In these experiments the soil
moisture content (SM) was �xed at three di�erent levels. Soil factors: sm = soil moisture, bd = dry soil bulk density,
lw = lattice water, som = soil organic matter, root = plant roots, drop = animal droppings. Soil cover factors: pond =
ponding water, agb = above ground biomass, inw = intercepted water, ani = animals. Atmosphere and high energy
neutrons: atmw = atmospheric water, pres = atmospheric pressure, � = high-energy neutron intensity.
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22 Iwema et al.

F IGURE 7 Results of the sensitivity analysis for the soil moisture precision with the extended COSMIC
(accounting for all hydrogen pools) (the results for the neutron count accuracy were the same). The upper panel
shows the results for the �rst experiment, in which all factors varied. The lower plot shows the results for the three
experiments at the grass/crop site. In these experiments the soil moisture content (SM) was �xed at three di�erent
levels. Soil factors: sm = soil moisture, bd = dry soil bulk density, lw = lattice water, som = soil organic matter, root =
plant roots, drop = animal droppings. Soil cover factors: pond = ponding water, agb = above ground biomass, inw =
intercepted water, ani = animals. Atmosphere and high energy neutrons: atmw = atmospheric water, pres =
atmospheric pressure, � = high-energy neutron intensity.
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How is that propagated to the derived soil 
moisture estimation?
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dummy factor
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Large networks of sensors have been employed around the world, as well as 
individual sensors. Some of these sensors have been running for >10 years. 

3
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Different data processing procedures can lead 
to different estimates of  soil moisture

Rafael Rosolem © 10
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 430 
Figure 2. Example of CRNS data obtained at two distinct sites: Santa Rita Creosote (a, c, and e) and Wind River (b, d, and f). 
Neutron counting rates (raw and corrected based on the different strategies outlined in Table 1) are shown in panels (a) and (b). 
Derived soil moisture estimates (cm3 cm-3) are shown at hourly and monthly timescales in panels (c) and (d) and panels (e) and (f), 
respectively. 

It is clear to see the inverse relationship between neutron count rates and soil moisture, most noticeably at Santa Rita Creosote 435 

(Figures 2a and 2c). The soil moisture here tends to be low, such as in June when it was below 0.05 cm3 cm-3, which is to be 

expected in a hot semi-arid environment. Sudden spikes in soil moisture can be attributed to precipitation events, with the 

summer monsoonal precipitation causing a sudden increase in the mean soil moisture values for the months of July, August, 

and September (and, inversely, periods corresponding to decreases neutron counting rates). It is also clear that the method 

chosen has an impact on soil moisture values. This is most notable when comparing the 푝_𝑖푛푡1 method with both the 440 

푝_𝑖푛푡2_𝑎푤푣 and 푝_𝑖푛푡3_𝑎푤푣_𝑎𝑔𝑏 methods. During the summer months, the 푝_𝑖푛푡1 method appears to estimate higher soil 

moisture values compared to the other two methods (both appearing to be much more closely aligned to each other). This is 

likely due to the fact that the 푝_𝑖푛푡1 method does not account for changes in atmospheric water vapour. As a consequence, 

during the monsoonal summers when there is more hydrogen in the atmosphere from increased humidity, the relatively high 

water vapor in the atmosphere is incorrectly attributed to additional soil moisture. This is because the CRNS records wrongly 445 

attribute the decrease (attenuation) of neutron counts due to water vapor to an increase in soil moisture, causing an over 

Power et al. 2021 (GMDD)



We have developed ‘crspy’: a comprehensive 
data processing tool for cosmic-ray sensor 
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Power et al. 2020 (GMDD)

https://github.com/danpower101/crspy
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crspy generates soil moisture analysis for easy 
checks
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New harmonization tool crspy
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Hydrology context for environmental models
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Soil moisture represents only a tiny fraction of  
the available freshwater on Earth (about 3.5%)
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Freshwater

Earth’s water
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In the past, hydrological and land surface 
models had focused on different spatial scales
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Conceptual lumped response
Dependent on calibration
Catchment scale

Hydrological Model Land Surface Model

Physics-based
Look up tables vs. calibration
Larger grid domainRafael Rosolem ©



Hydrological and land surface models have converged to “hyper-
resolution” at sub-kilometer scales supported by new datasets

18

Further improvement in the realism of hydrometeorological models

Model grid resolution of regional and global models has increased hugely

4. Ongoing (groundwater,
hydraulic redistribution, …)

1. Plot-scale, 1-d models
BATS, SiB, Noah

2. Improved hydrology
VIC

3. Improved CO2 exchange
BATS2, SiB2/3, CLM, Noah-MP, 

JULES

Climate Hydrology Ecology 
Support System (CHESS) 
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SCALE ISSUES 2: A REVIEW OF SCALE ISSUES 253 

similarity concepts. The main difference to the modelling point of view is that dimensional analysis and 
similarity concepts deal with complex processes in a much simpler fashion. This section also briefly dis- 
cusses fractals, which are a popular tool for quantifying variability across scales. The fifth section focuses 
on one particular aspect of this holistic view discussing stream network analysis. The paper concludes with 
identifying key issues and gives some directions for future research. 

THE NOTION OF SCALES AND DEFINITIONS 

Hydrological processes at a range of scales 
Hydrological processes occur at a wide range of scales, from unsaturated flow in a 1 m soil profile to 

floods in river systems of a million square kilometres; from flashfloods of several minutes duration to 
flow in aquifers over hundreds of years. Hydrological processes span about eight orders of magnitude in 
space and time (KlemeS, 1983). 

Figure 2 attempts a classification of hydrological processes according to typical length and time scales. 
Shaded regions show characteristic time-length combinations of hydrological activity (variability). This 
type of diagram was first introduced by Stommel (1963) for characterizing ocean dynamics and was later 
adopted by Fortak (1982) to atmospheric processes. Since then it has been widely used in the atmospheric 
sciences (e.g. Smagorinsky, 1974; Fortak, 1982). The shaded regions in Figure 2 can be thought of as 
regions of spectral power (in space and time) above a certain threshold. Stommel (1963: 572) noted, ‘It 
is convenient to depict these different components of the spectral distribution of sea levels on a diagram 
(Stommel’s Figure 1) in which the abscissa is the logarithm of period, P in seconds, and the ordinate 
is the logarithm of horizontal scale, L in centimeters. If we knew enough we could plot the spectral 

Figure 2. Hydrological processes at a range of characteristic space-time scales. Based on Orlanski (1975), Dunne (1978), Fortak (1982) 
and Anderson and Burt (1990) with additional information from the authors 
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Soil moisture across spatiotemporal scales
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Soil moisture across spatiotemporal scales
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Soil Moisture Spatiotemporal ScalesCosmic-ray sensors fills the gap between traditional methods

Rafael Rosolem ©



Example of  applications using land surface 
models

Rafael Rosolem © 22
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Simple Biosphere Model NOAH model Joint UK Land Environment Model

Example applications with land surface models



LSM Layer 2

LSM Layer 3

Integrated soil moisture from cosmic-ray sensors can reach multiple soil layers in land models!!!

Soil layers in models poses challenges when 
combining with cosmic-ray neutron sensors
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Air

Soil

Incoming 
Cosmic-rays
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P - protons

N - high energy neutrons
n – air or soil nuclei

N - fast neutrons

Fast 
Neutron

Hydrogen 
Nucleus

But it is too computationally 
demanding

Neutron Particle Transport Modeling

The Monte Carlo N-Particle 
eXtended (MCNPX) model

(created to design nuclear bombs!)

§ requires specified chemistry for 
the atmosphere and soil, including
hydrogen.

§ uses measured nuclear collision
cross sections for all constituents

§ tracks the life history of randomly
selected, individual cosmic rays
and their collision products

§ counts the “fast neutrons” (~1 MeV)
that pass through the detector 
volume of the COSMOS probe
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Land Surface Model (LSM)

Modeled 
Soil 

Moisture 
Profile
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We developed the COsmic-ray Soil 
Moisture Interaction Code (COSMIC) 
to resolve the issues with multi-
layers in land surface models

COSMIC translates model-derived soil 
moisture profiles into an equivalent 
neutron count which can be 
compared directly with the 
measurement from cosmic-ray 
sensors

This reduces the uncertainty in the 
process and eventual propagation of 
errors

Rafael Rosolem ©



Exponential reduction in the 
number of high energy neutrons 

with depth

Isotropic creation of fast 
neutrons from high energy 

neutrons at level “z” 

z

Exponential reduction in the number of the fast 
neutrons created at level “z” before their 

surface measurement

high energy neutrons fast neutrons

Ne

z

COSMIC captures essential below-ground physics in parametric form 

Shuttleworth et al. (2013)
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2013

Initial COSMIC calibration against MCNPx at 42 sites using synthetic soil moisture profiles
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Running time for a 
single soil moisture 

profile
MCNPx ~ 30-60 minutes
COSMIC ~ 0.5 seconds
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COSMIC can also be calibrated with in-situ soil 
samples - the more campaigns, the better!
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We have incorporated COSMIC into land 
surface models
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Shuttleworth et al. 2013 (HESS)
Rosolem et al. 2014 (HESS)
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Model optimization (or calibration) refers to tunning model parameters to 
reduce as much as possible the error against a reference measured quantity

38

Adapted from Hoshin Gupta slides (Univ. of Arizona)
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Land surface models don’t always represent soil moisture accurately
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We calibrated the soil properties in the model 
using only measured neutron counts
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Data assimilation attempts to correct model states (and sometimes 
parameters) continuously as independent observations become available

42
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FIG. 1. Schematic of the extended Kalman filter (EKF) and the
ensemble Kalman filter (EnKF).

servation at the update time. The EnKF, on the other
hand, propagates an ensemble of state vectors in par-
allel, each state vector representing a particular reali-
zation of the possible model trajectories (e.g., with cer-
tain random errors in model parameters and/or a par-
ticular set of errors in forcing). The EnKF does not
explicitly integrate the state error covariance but com-
putes it instead diagnostically from the distribution of
the model states across the ensemble.
During the update step, the EKF revises its estimate

of the state vector (from to ) using the observation2 1x xk k

and the prognostic state error covariance . This re-2P k

duces the uncertainty in the state estimate, which is
reflected in the EKF update of the state error covariance
(from to ). The EnKF, on the other hand, updates2 1P Pkk

each ensemble member separately, using the observa-
tion and the diagnosed state error covariance . In the2P k

EnKF, the reduction of the uncertainty is reflected in the
reduction of the ensemble spread. While the EKF state
estimate at any time is simply the value of the state
vector or , the EnKF state estimate is given by2 1x xk k

the mean of the ensemble members.
We now present a more formal discussion of the two

approaches. Our knowledge of the state at the initial
time k 5 0 is reflected by the mean state and its2x 0
covariance , which are used to initialize the EKF. The2P 0
EnKF is initialized by generating an ensemble of initial
condition fields , i 5 1, . . . , N, with mean andi2 2x x0 0
covariance . We start the assimilation cycle by cal-2P 0

culating a matrix of weights Kk (the Kalman gain) for
the update:

2 2 21T TK 5 P H [H P H 1 R ] .k k k k kk k (3)
If no observations are available at time k we formally
set Kk [ 0. Next, we update the state estimate (EKF)
or each ensemble member (EnKF) using a linear com-
bination of forecast model states and the observations:

1 2 2EKF: x 5 x 1 K [y 2 H x ],k kk k k k

1 2 2P 5 P 2 K H P ; (4a)k k k k k

i1 i2 i2 iEnKF: x 5 x 1 K [y 2 H x 1 v ],k kk k k k k

i 5 1, . . . , N. (4b)
Here, the superscripts 2 and 1 refer to the state esti-
mates, individual ensemble members, or covariances be-
fore and after the update, respectively. They are also
known as forecast and analysis, respectively. Note that
in the EnKF the data are perturbed by adding a random
realization of the measurement error (Burgers et al.ivk
1998).
In the forecast step, the EKF estimate is propagated

forward in time with the nonlinear model, and in the
EnKF each ensemble member is integrated using a cor-
responding ensemble of N random realizations of model
error fields :iwk

2 1EKF: x 5 f (x ); (5a)k11 k k

i2 i1 iEnKF: x 5 f (x ) 1 w , i 5 1, . . . , N. (5b)k11 k k k

We also propagate the state error covariance to account for
the evolution of the uncertainty in the state estimates:

2 1 TEKF: P 5 F P F 1 Q ,k11 k k k k

] fm[F ] 5 , m, n 5 1, . . . , N ; (6a)k mn x)]x 2n xk

1
2 TEnKF: P 5 D D ,k11 k11 k11N 2 1

12 2 N2 2D 5 [x 2 x , . . . , x 2 x ],k11 k11 k11 k11 k11

N1
2 i2x 5 x . (6b)Ok11 k11N i51

The importance of error covariance propagation is ev-
ident from Eq. (3), which describes how the optimal
weights for the update depend on the error covariances.
In the EKF, is obtained by propagating the posterior2P k

state error covariance from the last update time with a
linearized matrix dynamic equation (6a). Integrating this
equation for large Nx is very computationally demand-
ing. This makes the application of the EKF to large-
scale environmental assimilation problems impossible
unless further approximations are made. In this study
we use the EKF implementation of Walker and Houser
(2001), in which all correlations between different

Reichle et al. (2002)

P xk | yk( ) =
P yk | x( )P xk | yk−1( )

normalization factor

Bayes 
Theorem:

Rafael Rosolem ©
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FIG. 1. Schematic of the extended Kalman filter (EKF) and the
ensemble Kalman filter (EnKF).

servation at the update time. The EnKF, on the other
hand, propagates an ensemble of state vectors in par-
allel, each state vector representing a particular reali-
zation of the possible model trajectories (e.g., with cer-
tain random errors in model parameters and/or a par-
ticular set of errors in forcing). The EnKF does not
explicitly integrate the state error covariance but com-
putes it instead diagnostically from the distribution of
the model states across the ensemble.
During the update step, the EKF revises its estimate

of the state vector (from to ) using the observation2 1x xk k

and the prognostic state error covariance . This re-2P k

duces the uncertainty in the state estimate, which is
reflected in the EKF update of the state error covariance
(from to ). The EnKF, on the other hand, updates2 1P Pkk

each ensemble member separately, using the observa-
tion and the diagnosed state error covariance . In the2P k

EnKF, the reduction of the uncertainty is reflected in the
reduction of the ensemble spread. While the EKF state
estimate at any time is simply the value of the state
vector or , the EnKF state estimate is given by2 1x xk k

the mean of the ensemble members.
We now present a more formal discussion of the two

approaches. Our knowledge of the state at the initial
time k 5 0 is reflected by the mean state and its2x 0
covariance , which are used to initialize the EKF. The2P 0
EnKF is initialized by generating an ensemble of initial
condition fields , i 5 1, . . . , N, with mean andi2 2x x0 0
covariance . We start the assimilation cycle by cal-2P 0

culating a matrix of weights Kk (the Kalman gain) for
the update:

2 2 21T TK 5 P H [H P H 1 R ] .k k k k kk k (3)
If no observations are available at time k we formally
set Kk [ 0. Next, we update the state estimate (EKF)
or each ensemble member (EnKF) using a linear com-
bination of forecast model states and the observations:

1 2 2EKF: x 5 x 1 K [y 2 H x ],k kk k k k

1 2 2P 5 P 2 K H P ; (4a)k k k k k

i1 i2 i2 iEnKF: x 5 x 1 K [y 2 H x 1 v ],k kk k k k k

i 5 1, . . . , N. (4b)
Here, the superscripts 2 and 1 refer to the state esti-
mates, individual ensemble members, or covariances be-
fore and after the update, respectively. They are also
known as forecast and analysis, respectively. Note that
in the EnKF the data are perturbed by adding a random
realization of the measurement error (Burgers et al.ivk
1998).
In the forecast step, the EKF estimate is propagated

forward in time with the nonlinear model, and in the
EnKF each ensemble member is integrated using a cor-
responding ensemble of N random realizations of model
error fields :iwk

2 1EKF: x 5 f (x ); (5a)k11 k k

i2 i1 iEnKF: x 5 f (x ) 1 w , i 5 1, . . . , N. (5b)k11 k k k

We also propagate the state error covariance to account for
the evolution of the uncertainty in the state estimates:

2 1 TEKF: P 5 F P F 1 Q ,k11 k k k k

] fm[F ] 5 , m, n 5 1, . . . , N ; (6a)k mn x)]x 2n xk

1
2 TEnKF: P 5 D D ,k11 k11 k11N 2 1

12 2 N2 2D 5 [x 2 x , . . . , x 2 x ],k11 k11 k11 k11 k11

N1
2 i2x 5 x . (6b)Ok11 k11N i51

The importance of error covariance propagation is ev-
ident from Eq. (3), which describes how the optimal
weights for the update depend on the error covariances.
In the EKF, is obtained by propagating the posterior2P k

state error covariance from the last update time with a
linearized matrix dynamic equation (6a). Integrating this
equation for large Nx is very computationally demand-
ing. This makes the application of the EKF to large-
scale environmental assimilation problems impossible
unless further approximations are made. In this study
we use the EKF implementation of Walker and Houser
(2001), in which all correlations between different

Reichle et al. (2002)

Prior

P xk | yk( ) =
P yk | x( )P xk | yk−1( )

normalization factor

Bayes 
Theorem:
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FIG. 1. Schematic of the extended Kalman filter (EKF) and the
ensemble Kalman filter (EnKF).

servation at the update time. The EnKF, on the other
hand, propagates an ensemble of state vectors in par-
allel, each state vector representing a particular reali-
zation of the possible model trajectories (e.g., with cer-
tain random errors in model parameters and/or a par-
ticular set of errors in forcing). The EnKF does not
explicitly integrate the state error covariance but com-
putes it instead diagnostically from the distribution of
the model states across the ensemble.
During the update step, the EKF revises its estimate

of the state vector (from to ) using the observation2 1x xk k

and the prognostic state error covariance . This re-2P k

duces the uncertainty in the state estimate, which is
reflected in the EKF update of the state error covariance
(from to ). The EnKF, on the other hand, updates2 1P Pkk

each ensemble member separately, using the observa-
tion and the diagnosed state error covariance . In the2P k

EnKF, the reduction of the uncertainty is reflected in the
reduction of the ensemble spread. While the EKF state
estimate at any time is simply the value of the state
vector or , the EnKF state estimate is given by2 1x xk k

the mean of the ensemble members.
We now present a more formal discussion of the two

approaches. Our knowledge of the state at the initial
time k 5 0 is reflected by the mean state and its2x 0
covariance , which are used to initialize the EKF. The2P 0
EnKF is initialized by generating an ensemble of initial
condition fields , i 5 1, . . . , N, with mean andi2 2x x0 0
covariance . We start the assimilation cycle by cal-2P 0

culating a matrix of weights Kk (the Kalman gain) for
the update:

2 2 21T TK 5 P H [H P H 1 R ] .k k k k kk k (3)
If no observations are available at time k we formally
set Kk [ 0. Next, we update the state estimate (EKF)
or each ensemble member (EnKF) using a linear com-
bination of forecast model states and the observations:

1 2 2EKF: x 5 x 1 K [y 2 H x ],k kk k k k

1 2 2P 5 P 2 K H P ; (4a)k k k k k

i1 i2 i2 iEnKF: x 5 x 1 K [y 2 H x 1 v ],k kk k k k k

i 5 1, . . . , N. (4b)
Here, the superscripts 2 and 1 refer to the state esti-
mates, individual ensemble members, or covariances be-
fore and after the update, respectively. They are also
known as forecast and analysis, respectively. Note that
in the EnKF the data are perturbed by adding a random
realization of the measurement error (Burgers et al.ivk
1998).
In the forecast step, the EKF estimate is propagated

forward in time with the nonlinear model, and in the
EnKF each ensemble member is integrated using a cor-
responding ensemble of N random realizations of model
error fields :iwk

2 1EKF: x 5 f (x ); (5a)k11 k k

i2 i1 iEnKF: x 5 f (x ) 1 w , i 5 1, . . . , N. (5b)k11 k k k

We also propagate the state error covariance to account for
the evolution of the uncertainty in the state estimates:

2 1 TEKF: P 5 F P F 1 Q ,k11 k k k k

] fm[F ] 5 , m, n 5 1, . . . , N ; (6a)k mn x)]x 2n xk

1
2 TEnKF: P 5 D D ,k11 k11 k11N 2 1

12 2 N2 2D 5 [x 2 x , . . . , x 2 x ],k11 k11 k11 k11 k11

N1
2 i2x 5 x . (6b)Ok11 k11N i51

The importance of error covariance propagation is ev-
ident from Eq. (3), which describes how the optimal
weights for the update depend on the error covariances.
In the EKF, is obtained by propagating the posterior2P k

state error covariance from the last update time with a
linearized matrix dynamic equation (6a). Integrating this
equation for large Nx is very computationally demand-
ing. This makes the application of the EKF to large-
scale environmental assimilation problems impossible
unless further approximations are made. In this study
we use the EKF implementation of Walker and Houser
(2001), in which all correlations between different

Reichle et al. (2002)
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FIG. 1. Schematic of the extended Kalman filter (EKF) and the
ensemble Kalman filter (EnKF).

servation at the update time. The EnKF, on the other
hand, propagates an ensemble of state vectors in par-
allel, each state vector representing a particular reali-
zation of the possible model trajectories (e.g., with cer-
tain random errors in model parameters and/or a par-
ticular set of errors in forcing). The EnKF does not
explicitly integrate the state error covariance but com-
putes it instead diagnostically from the distribution of
the model states across the ensemble.
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of the state vector (from to ) using the observation2 1x xk k

and the prognostic state error covariance . This re-2P k

duces the uncertainty in the state estimate, which is
reflected in the EKF update of the state error covariance
(from to ). The EnKF, on the other hand, updates2 1P Pkk
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the mean of the ensemble members.
We now present a more formal discussion of the two
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culating a matrix of weights Kk (the Kalman gain) for
the update:

2 2 21T TK 5 P H [H P H 1 R ] .k k k k kk k (3)
If no observations are available at time k we formally
set Kk [ 0. Next, we update the state estimate (EKF)
or each ensemble member (EnKF) using a linear com-
bination of forecast model states and the observations:

1 2 2EKF: x 5 x 1 K [y 2 H x ],k kk k k k

1 2 2P 5 P 2 K H P ; (4a)k k k k k

i1 i2 i2 iEnKF: x 5 x 1 K [y 2 H x 1 v ],k kk k k k k

i 5 1, . . . , N. (4b)
Here, the superscripts 2 and 1 refer to the state esti-
mates, individual ensemble members, or covariances be-
fore and after the update, respectively. They are also
known as forecast and analysis, respectively. Note that
in the EnKF the data are perturbed by adding a random
realization of the measurement error (Burgers et al.ivk
1998).
In the forecast step, the EKF estimate is propagated

forward in time with the nonlinear model, and in the
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error fields :iwk

2 1EKF: x 5 f (x ); (5a)k11 k k

i2 i1 iEnKF: x 5 f (x ) 1 w , i 5 1, . . . , N. (5b)k11 k k k

We also propagate the state error covariance to account for
the evolution of the uncertainty in the state estimates:

2 1 TEKF: P 5 F P F 1 Q ,k11 k k k k

] fm[F ] 5 , m, n 5 1, . . . , N ; (6a)k mn x)]x 2n xk

1
2 TEnKF: P 5 D D ,k11 k11 k11N 2 1

12 2 N2 2D 5 [x 2 x , . . . , x 2 x ],k11 k11 k11 k11 k11

N1
2 i2x 5 x . (6b)Ok11 k11N i51

The importance of error covariance propagation is ev-
ident from Eq. (3), which describes how the optimal
weights for the update depend on the error covariances.
In the EKF, is obtained by propagating the posterior2P k

state error covariance from the last update time with a
linearized matrix dynamic equation (6a). Integrating this
equation for large Nx is very computationally demand-
ing. This makes the application of the EKF to large-
scale environmental assimilation problems impossible
unless further approximations are made. In this study
we use the EKF implementation of Walker and Houser
(2001), in which all correlations between different

Reichle et al. (2002)

Prior

Obs

Posterior

P xk | yk( ) =
P yk | x( )P xk | yk−1( )

normalization factor

Bayes 
Theorem:

The ensemble data assimilation method is an approximation to a general 
filtering algorithm developed using Bayes Theorem
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Another example of  data assimilation of  neutron counts 
using a synthetic experiment

Rosolem et al. 2014 (HESS)
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Example of  applications using hydrological 
models
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Example of  calibration of  conceptual lumped 
hydrological model
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2.2. General methodology

The general methodological framework followed is shown in six
main steps on Fig. 2, while a description of these major methodological
steps is detailed in the sections below. In summary, (I) first we cali-
brated the CRNS sensor. (II) We then transformed time series of near-
surface SWC information, CRNS (SWCCRNS) and point data (SWCpoint),
to produce a continuous time series of near-surface soil storage (SNS)
estimates for the upper 400mm soil profile. (III) To evaluate the extent
to which these are linked to catchment-scale storage dynamics, we

calculated the storage component of the catchment water balance (SWB)
using observed precipitation, actual evapotranspiration estimates (AET)
and measured discharge Qobs. (IV) The SWB and the two SNS time series
were then compared to understand the relationship between measured
near-surface storage and that estimated at the catchment scale. Fur-
thermore, we explored how shallow soil moisture information SNS, ei-
ther obtained from CRNS or point data, can help better characterize
catchment storage in a widely-used rainfall-runoff model (HBV-light).
(V) After initial exploration of the model structure and simulated sto-
rage dynamics, we assumed that the near-surface storage could be

Fig. 1. The Elsick catchment study site and instrumentation, showing (a) the soil type distribution and locations of the CRNS-weather station and gauging stations (b)
zoom of the CRNS footprint covering two soil types and sampling locations (red dots); (c) Land use classes and (d) location of the CRNS between three different
vegetation covers (rotating crops and pasture). (e) field setting showing the CRNS-weather station and rain gauge. Map data 1:25 000 Soil Map, The James Hutton
Institute/ Land Cover Map 2015, NERC Environmental Information Data Centre.

Fig. 2. Step by step procedure followed in using near-surface soil storage data (SNS) to evaluate catchment-scale dynamic storage (Sdyn) in HBV-light rainfall-runoff
model. Workflow is shown using blue arrows and red numbering corresponding to methods section describing it. Model flow is depicted by black arrows. Rainfall-
runoff model outcomes and different storages used for comparison are shown in distinct colours (see legend).
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More realistic representation of  hydrological processes achieved 
when streamflow and storage information are available

flexible monitoring technique of spatially representative near-surface
SWC in dynamically changing agricultural environments, despite some
aspects requiring specialised effort (e.g. site-specific calibration, snow
and vegetation correction), which are to be considered.

4.2. To what extent is near surface storage coupled to catchment-scale
storage and discharge dynamics?

Soil moisture plays a critical role in modulating streamflow and
hydrological connectivity between landscape units and the channel
network (Tromp-van Meerveld & McDonnell, 2006). This is especially
the case in humid environments, like Elsick, with relatively wet and
temporarily waterlogged soils. At this site, comparison between simple
catchment and near-surface storage data showed that these are closely
related (Fig. 5A and B). The better relationship between the SNS_CRNS to
SWB as compared to SNS_point was attributed to the overall better scale
representativeness of the CRNS data i.e. overcoming spatial hetero-
geneities (Brunetti et al., 2019).

Additionally, all S-Q relationships in the catchment were described
by an exponential equation, although hysteresis loops were more pro-
nounced for SNS_point (Fig. 4 C, D). This difference can again be attrib-
uted to the CRNS data representing a more integrated signal than point
scale measurements. Therefore, in the context of Elsick, the SNS_CRNS
seems to represent the soil storage dynamics better since it reflects the

more dynamic wetting–drying trends of the managed soils in the
catchment (Fig. 4B). This is opposed to the SNS_point data which would
be more representative for the unmanaged soil-land use units or for soil
moisture dynamics in the narrow riparian (often saturated) areas
(Zuecco et al., 2018).

While characterising catchment scale storage and its relationship
with discharge has been the focus of many empirical and modelling
studies (e.g. Brauer et al., 2013; McNamara et al., 2011), fully char-
acterising catchment scale storage remains a challenge. The latter re-
lates to physical observations often being divergent from the con-
ceptually defined rainfall-runoff model storage (Staudinger et al.,
2017). In that sense, monitoring focused on key storage compartments
largely connected to the streamflow generation (Spence et al., 2010),
like the near-surface storage as was the focus here, could potentially
benefit modelling efforts.

Despite small differences in transformation approaches, many stu-
dies have utilized soil moisture data of varying soil column depth for
catchment storage modelling and comparison (e.g. Brauer et al., 2013;
Nguyen et al., 2019). Here, we defined near-surface storage as the total
water storage in the soil column of 400mm depth, using CRNS and
point-scale SWC estimates. For a different HBV modelling application,
Seibert et al. (2011) transformed TDR soil moisture data of the first
300mm and assumed it represented half of the total catchment storage.
Other studies combined soil moisture and groundwater observations at

Fig. 6. Left panels (A1 to E1) show the time series of observed Q, median and uncertainty bands of Qsim of the best 100 runs using the five calibration criteria and
right panels (A2 to E2) show observed SNS_CRNS and SNS_point with median simulated and uncertainty bands of the modelled dynamic storage of the best 100 runs using
the following calibration targets: (A) Qobs, (B) SNS_point, (C) SNS_CRNS, (D) Combo SNS_point, (E) Combo SNS_CRNS). KGE used as a goodness of fit measure.
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catchment storage in a widely-used rainfall-runoff model (HBV-light).
(V) After initial exploration of the model structure and simulated sto-
rage dynamics, we assumed that the near-surface storage could be

Fig. 1. The Elsick catchment study site and instrumentation, showing (a) the soil type distribution and locations of the CRNS-weather station and gauging stations (b)
zoom of the CRNS footprint covering two soil types and sampling locations (red dots); (c) Land use classes and (d) location of the CRNS between three different
vegetation covers (rotating crops and pasture). (e) field setting showing the CRNS-weather station and rain gauge. Map data 1:25 000 Soil Map, The James Hutton
Institute/ Land Cover Map 2015, NERC Environmental Information Data Centre.

Fig. 2. Step by step procedure followed in using near-surface soil storage data (SNS) to evaluate catchment-scale dynamic storage (Sdyn) in HBV-light rainfall-runoff
model. Workflow is shown using blue arrows and red numbering corresponding to methods section describing it. Model flow is depicted by black arrows. Rainfall-
runoff model outcomes and different storages used for comparison are shown in distinct colours (see legend).
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Checking consistency of  internal structure in newly-developed 
hydrological model for drylands using cosmic-ray neutron sensors
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 1350 

 
Figure 1. Schematic representation of DRYP showing a) the main hydrological processes controlling water partitioning in 
dryland regions; b) distributed datasets needed to derive input parameters; c) vertical and horizontal discretization and 
representation of topographically-driven surface runoff, vertical flow in the unsaturated zone, and hydraulic gradient driven 
groundwater flow in the saturated component; d) model structure and potential processes within a single grid cell for the 1355 
surface component (see Sect. 2.2), unsaturated zone (see Sect. 2.3) and saturated zone (see Sect. 2.4). Arrows represent flow 
directions and red lines represent anthropogenic fluxes. 
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Figure 2. Schematic illustration of the unsaturated component. The right panel represents the variation of the ratio of potential 
to actual evapotranspiration in relation to the water content of the soil. Please refer to Sect. 2.2 and 2.3 for a detailed explanation 
of the terms shown here. 
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Model results for the Walnut Gulch Experimental Watershed
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Figure 9. Comparison between observed and simulated values of monthly temporal variation (left) and monthly distribution 
(right) of a) monthly precipitation (left axes) and yearly precipitation (right axes), b) soil moisture at the COSMOS Kendall 1400 
location, c) actual evapotranspiration at Kendall, d) streamflow at flume F06, e) streamflow at flume F02, and f) streamflow 
at flume F01. See Fig. 4 for station locations. 
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Figure 3. Schematic representation of a) UZ-SZ interactions: 1a) indicates no UZ-SZ interaction whereas 2a) indicates UZ-
SZ interaction (soil depth, Droot, is reduced to Duz); b) SW-GW interactions in stream cells: boundary conditions change from 
no-flow to head dependent flux conditions once the stream bed or ground surface is intersected by the water table. Upper part 
of panel b) show the numerical implementation of SW-GW interactions in a stream cell. 1370 
 
 

 
Figure 4. Synthetic tilted-V catchment and flow boundary conditions specified for model simulations. 
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Figure 5. Geographic location of Walnut Gulch Experimental Watershed and location of monitoring stations 
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Example of  applications using simple 
hydrologic engineering methods
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Cosmic-ray neutron sensors can also be used for 
simpler hydrologic and agricultural engineering 
applications
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API(t) = P(t) + k.P(t-1) + k
2
.P(t-2) + …

or

API(t) = k.API(t-1) + P(t)

where 

API(t) = is the Antecedent 
Precipitation Index for day t

k is an empirical decay factor (k < 1)

P(t) is precipitation for day t
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Simple API model allows for easy scenario 
analysis for wetness conditions of  the region



Final remarks

• Environmental modeling applications are interested in 
predicting many hydrological processes
• The spatial and temporal scales of cosmic-ray neutron sensors 

fills the gap between point-scale and satellite remote sensing 
methods, and are strongly related to establishment of hyper-
resolution hydrological models
• Cosmic-ray neutron sensing observations can be used with 

models for calibration, data assimilation, or independent 
structural checks
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Structure for the day
Lecture 1: Factors affecting the accuracy of cosmic-ray neutron counts and estimated 
soil moisture

• You learned how individual factors may impact the measured cosmic-ray neutron signals and 
ultimately can be propagated to the derived soil moisture estimation

Lecture 2: Efforts to a harmonized data processing approach for cosmic-ray neutron 
sensors

• You learned that because individual networks apply different quality control and data 
processing protocols, adoption of global use of cosmic-ray neutron sensing technology has 
been limited, but recent efforts to provide harmonized datasets can mitigate some of the 
issues

Lecture 3: The use of cosmic-ray neutron sensors in hydrometeorology
• You learned a few examples of applications using cosmic-ray neutron sensing technology in 

combination with land surface and hydrological models as well as from simple hydrologic and 
agricultural engineering approaches
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