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ABSTRACT. The purpose of this course is to present a set of concepts and results on observability, on the problem of synthesis of observers, and on dynamic output stabilization (using observers).

Most of the results presented here come from the book [15], and from the paper [6].

In this text, in general, we give no proof of the results: we just present and discuss definitions, state results and explain some practical methodology. However, the ideas of the proofs will be explained during the course.

For the last part of the course, (mostly the paper [6]), we give detailed proofs. These proofs, that are computational, contain some proofs on the construction of observers, that are presented in the Chapter 5.

Prevention on place (and time) does not allow us to present many real applications: there will be only one. But academic examples will be discussed along the course. They correspond to the exercises in the text. All the exercises have a detailed solution in the book [18].

I dedicate this course to Andreas Baader.
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CHAPTER 1

Observability concepts.

In this chapter, we will state and explain the various definitions of observability that will be used in the course.

1. Systems under consideration.

We are concerned with general nonlinear systems of the form:

\[ \begin{align*}
\frac{dx}{dt} &= f(x, u), \\
y &= h(x, u),
\end{align*} \tag{1} \]

typically denoted by \( \Sigma \), where \( x \), the state, belongs to \( X \), a \( n \)-dimensional, connected, Hausdorff, paracompact differentiable manifold, \( y \), the output, takes values in \( \mathbb{R}^{d_y} \), \( u \), the control variable, takes values in \( U \subseteq \mathbb{R}^{d_u} \). For the sake of simplicity of the exposition, we take \( U = \mathbb{R}^{d_u} \) or \( U = I^{d_u} \), where \( I \subseteq \mathbb{R} \) is a closed interval. But typically, \( U \) could be any closed submanifold of \( \mathbb{R}^{d_u} \) with a boundary, with nonempty interior, and possibly with corners. Unless explicitly stated, \( X \) has no boundary.

The set of typical systems will be denoted by \( S = F \times H \), where \( F \) is the set of \( u \)-parametrized vector fields \( f \), and \( H \) is the set of functions \( h \). In general, except explicit mention of the contrary, \( f \) and \( h \) are \( C^\infty \). But, depending on the context, we will have to consider also analytic systems (\( C^\omega \)), or \( C^r \) systems, for some \( r \in \mathbb{N} \). Thus, if necessary, the required degree of differentiability will be stated, but, in most cases, the notations will remain \( S, F, H \).

The simplest case is the case when \( U \) is empty, the so called "uncontrolled case". In that situation, we will be able to prove more results than in the general case.

Usually, in practical situations, the output function \( h \) of the system does not depend on \( u \). Unfortunately, from the theoretical point of view, this assumption is very awkward. Making it leads to clumsy statements. For that reason, we will currently assume that \( h \) depends on the control \( u \).

2. Infinitesimal and Uniform Infinitesimal Observability.

The space of control functions under consideration will just be the space \( L^\infty[U] \) of all measurable bounded, \( U \)-valued functions \( u : [0, T_u] \rightarrow U \), defined on semi-open intervals \( [0, T_u] \) depending on \( u \). The space of our output functions will be the space \( L[R^{d_y}] \) of all measurable functions \( y : [0, T_y] \rightarrow \mathbb{R}^{d_y} \), defined on the semi-open intervals \( [0, T_y] \). Usually, input and output functions are defined on closed intervals. But this is irrelevant. The following considerations led us to work with semi-open intervals: for any input \( \hat{u} \in L^\infty[U] \), and any initial state \( x_0 \), the maximal solution of the Cauchy problem for positive times:
1. OBSERVABILITY CONCEPTS.

\[ \frac{dx}{dt} = f(x(t), u(t)), \quad \dot{x}(0) = x_0, \]

is defined on a semi-open interval \([0, e(u, x_0)]\), where \(0 < e(u, x_0) \leq T_u\). If \(e(u, x_0) < T_u\), then \(e(u, x_0)\) is the positive escape-time of \(x_0\) for the time dependant vector field \(f(\cdot, u(t))\). It is well known that, for all \(u \in L^\infty[U]\), the function \(x_0 \rightarrow e(u, x_0) \in \mathbb{R}_+^+\) is lower semi-continuous. \((\mathbb{R}_+^+ = \{a | 0 < a \leq \infty\})\).

**DEFINITION 2.1.** The input-output mapping \(P\) of \(\Sigma\) is defined as follows:

\[ P : L^\infty[U] \times X \rightarrow L[R^d u], (\bar{u}, x_0) \rightarrow P(\bar{u}, x_0), \]

where \(P(\bar{u}, x_0)\) is the function \(\tilde{y} : [0, e(\bar{u}, x_0)] \rightarrow R^d u\) defined by

\[ \tilde{y}(t) = h(x(t), \bar{u}(t)). \]

The mapping \(P_u : X \rightarrow L[R^d u]\) is \(P_u(x_0) = P(\bar{u}, x_0)\).

**DEFINITION 2.2.** ¹ A system is called observable if for any triple \((\bar{u}, x_1, x_2) \in L^\infty[U] \times X \times X, x_1 \neq x_2\), the set of all \(t \in [0, \min(e(\bar{u}, x_1), e(\bar{u}, x_2))]\) such that \(P(\bar{u}, x_1)(t) \neq P(\bar{u}, x_2)(t)\) has positive measure.

Now, we define the "first variation" of \(\Sigma\), or the "lift of \(\Sigma\) on \(TX\)." The mapping \(f : X \times U \rightarrow TX\) induces the partial tangent mapping \(T_X f : TX \times U \rightarrow TTX\) (tangent bundle of \(TX\).) Then, if \(\omega\) denotes the canonical involution of \(TTX\), (see [1]), \(\omega \circ T_X f\) defines a parametrized vector field on \(TX\), also denoted by \(T_X f\). Similarly, the function \(h : X \times U \rightarrow R^d u\) has a differential \(d_X h : TX \times U \rightarrow R^d u\). The first variation of \(\Sigma\) is the input-output system:

\[
(2) \quad \left\{ \begin{array}{l}
\frac{dx}{dt} = T_X f(x, u) = T_X f_0(x), \\
\eta = d_X h(x, u) = d_X h_0(x).
\end{array} \right.
\]

Its input-output mapping is denoted by \(dP\), and the trajectories of (1) and (2) are related as follows:

If \(\xi : [0, T_\xi] \rightarrow TX\) is a trajectory of (2) associated with the input \(\bar{u}\), the projection \(\pi(\xi) : [0, T_\xi] \rightarrow X\) is a trajectory of \(\Sigma\) associated with the same input. Conversely, if \(\varphi_\tau(x_0, \bar{u}) : [0, e(\bar{u}, x_0)] \rightarrow X\) is the trajectory of \(\Sigma\) starting from \(x_0\) for the input \(\bar{u}\), the map \(x \rightarrow \varphi_\tau(x, \bar{u})\) is a diffeomorphism from a neighbourhood of \(x_0\) onto its image, for all \(\tau \in [0, e(\bar{u}, x_0)]\). Let \(T_X \varphi_\tau : T_{x_0} X \rightarrow T_x X, z = \varphi_\tau(x_0, \bar{u})\) be its tangent mapping. Then, for all \(\xi_0 \in T_{x_0} X:\)

\[ e_{T\Sigma}(\bar{u}, \xi_0) = e_{\Sigma}(\bar{u}, \pi(\xi_0)) = e_{\Sigma}(\bar{u}, x_0), \]

and, for almost all \(\tau \in [0, e(\bar{u}, x_0)]:\)

\[
(3) \quad dP(\bar{u}, \xi_0)(\tau) = d_X h(T_X \varphi_\tau(\bar{u}, \xi_0), \bar{u}(\tau)) = d_X (P_{\Sigma, \bar{u}})(\xi_0).
\]

The right-hand side of these equalities (3) is the differential of the function \(P_{\Sigma, \bar{u}} : V \rightarrow R^d u\), where \(V\) is the open set:

\[ V = \{ x \in X | 0 < \tau < e(\bar{u}, x)\}, \]

and \(P_{\Sigma, \bar{u}}(x) = P(\bar{u}, x)(\tau)\).

¹ In nonlinear control theory, the notion of observability defined here, is usually referred to as "uniform observability". Let us stress that it is just the old basic observability notion used for linear systems.
For any \( a > 0 \), let \( L^\infty([0,a]; \mathbb{R}^d) \) denote the space of measurable functions \( v : [0,a] \rightarrow \mathbb{R}^d \) which are locally in \( L^\infty \).

For all \( u \in L^\infty(U) \), \( x_0 \in X \), the restriction of \( dP \) to \( \{ u \} \times T_{x_0}X \) defines a linear mapping:

\[
\begin{align*}
  dP_{u,x_0} : T_{x_0}X &\rightarrow L^\infty([0,e(u,x_0)]; \mathbb{R}^d), \\
  dP_{u,x_0}(\xi_0)(t) &\equiv dP(u,\xi_0)(t).
\end{align*}
\]

**Definition 2.3.** The system \( \Sigma \) is called infinitesimally observable at \( (u,x) \in L^\infty[U] \times X \) if the linear mapping \( dP_{u,x} \) is injective. It is called infinitesimally observable at \( u \in L^\infty[U] \) if it is infinitesimally observable at all pairs \( (u,x), x \in X \), and uniformly infinitesimally observable if it is infinitesimally observable at all \( u \in L^\infty[U] \).

**Remark 2.1.** In view of the relation 3 above, the fact that the system is infinitesimally observable at \( u \in L^\infty[U] \) means that the mapping \( P_u : X \rightarrow L[\mathbb{R}^d] \) is an immersion of \( X \) into \( L[\mathbb{R}^d] \) (as was stated, \( P_u \) is differentiable in the following sense: we know that \( e(u,x) \geq e(u,x_0) - \varepsilon \) in a neighbourhood \( U_\varepsilon \) of \( x_0 \). Then \( P_u \) is differentiable in the classical sense from \( U_\varepsilon \) into \( L^\infty([0,e(u,x_0) - \varepsilon]; \mathbb{R}^d) \). \( P_u \) is an immersion in the sense that these differential maps are injective).

This notion of uniform infinitesimal observability is the one which makes sense in practice, when \( d_u \leq d_u \). In most of the examples from the real life we know of, when \( d_u \leq d_u \), the system is uniformly infinitesimally observable.

### 3. The Canonical Flag of Distributions.

In this section, we assume that \( d_u = 1 \). As above, set: \( h_u(x) = h(x,u), f_u(x) = f(x,u) \).

Associated to the system \( \Sigma \), there is a family of flags \( \{ D_0(u) \supset D_1(u) \supset \ldots \supset D_{n-1}(u) \} \) of distributions on \( X \) (parametrized by the value \( u \in U \) of the control):

\[
D_0(u) = \text{Ker}(d_X h_u(x)), \quad \text{where } d_X \text{ denotes again the differential with respect to the } x \text{ variable only. For } 0 \leq k < n - 1:
\]

\[
D_{k+1}(u) = D_k(u) \cap \text{Ker}(L^1 f_u(x)),
\]

where \( L^1 f_u \) is the Lie derivative operator on \( X \), w.r.t. the vector field \( f_u \). Let us set:

\[
D(u) = \{ D_0(u) \supset D_1(u) \supset \ldots \supset D_{n-1}(u) \}.
\]

This \( u \)-dependant flag of distributions is not regular in general (i.e. \( D_1(u) \) has not constant rank \( n - i - 1 \)).

**Definition 3.1.** The flag \( D(u) \) is called "the canonical flag" associated to \( \Sigma \). In the case where the flag \( D(u) \) is regular and independent of \( u \) (notation: \( \delta_u D(u) = 0 \)), the canonical flag is said to be uniform.

The case where \( D(u) \) is uniform will be specially important in Chapter 2. In fact, this case will characterize uniform infinitesimal observability.

**Note:** Here, for us, a distribution \( D \) is just a subset of \( TX \), the intersection of which with each tangent plane \( T_xX \) is a vector subspace of \( T_xX \). Once the flag \( D(u) \) defined here is regular, the distributions \( D_i(u) \) are smooth distributions in the usual sense.
4. The Phase Variable Representation.

Here \( L_k^h(u) \) denotes the \( d_y \)-tuple of functions, the components of which are \( L_k^h_i(u) \), where \( u_i \) is the \( i \)th component of \( u = h(\cdot, u) \). We consider control functions that are sufficiently continuously differentiable only: \( k \) times, say.

Consider \( R^{(k-1)d_y} = R^{d_y} \times \ldots \times R^{d_y} \) \((k-1)\) times and \( R^{kd_y} = R^{d_y} \times \ldots \times R^{d_y} \) \((k)\) times. We denote the components of \( v \in R^{(k-1)d_y} \) by \((v', \ldots, v^{(k-1)})\) and the components of \( y \in R^{kd_y} \) by \((y, y', \ldots, y^{(k-1)})\).

**Definition 4.1.** (Valid for \( X \) with corners). There exist smooth mappings \( \Phi_k^P \) and \( S\Phi_k^P \) (the notation \( S\Phi_k^P \) stands for "suspension of \( \Phi_k^P \)"):

\[
\begin{align*}
\Phi_k^P &: X \times U \times R^{(k-1)d_u} \to R^{kd_y}, \\
\Phi_k^P &: (x_0, u, u', \ldots, u^{(k-1)}) \to (y, y', \ldots, y^{(k-1)}),
\end{align*}
\]

which are polynomial in the variables \((u', \ldots, u^{(k-1)})\), and smooth in \((x_0, u)\), such that if \((x, u) : [0, T] \to \mathbb{R}^{d_x} \times \mathbb{R}^{d_y} \) is a semi-trajectory of our system \( \Sigma \) starting at \( x_0 \), and \( t \to y(t) = h(x(t), u(t)) \) is the corresponding output trajectory, then the \( j \)th derivative \( y^{(j)}(t) \) of \( y(t) \) at time \( 0 \) is the \( j \)th block-component of \( \Phi_k^P(x_0, u(0), \frac{d}{dt} u(0), \ldots, \frac{d}{dt} u^{(k-1)}(0)) \).

Let us say that the system \( \Sigma \) has the "phase variable property of order \( k \)" denoted by \( PH(k) \), if, for all \( x_0 \in X \) and \( u(.) \) \( k \)-times differentiable:

\[
y^{(k)} = \tilde{H}(S\Phi_k^P(x_0, u, u', \ldots, u^{(k-1)}), u^{(k)}),
\]

for some smooth \( (C^\infty) \) function \( \tilde{H} : R^{kd_y} \times R^{(k+1)d_u} \to R^{d_y} \). Notice that if such a function does exist, it is not unique in general.

If one denotes temporarily by \( C^\infty_k \) the ring of smooth functions \( g : R^{kd_y} \times R^{(k+1)d_u} \to R \), the property \( PH(k) \) means that the components \( y^{(k)} \) of \( y^{(k)} \) belong to the ring \( C^\infty_k \), pull back of \( C^\infty_k \) by the mapping \( S\Phi_k^P : \mathcal{R}_k^P = (S\Phi_k^P) \circ C^\infty_k \), where:

\[
\begin{align*}
S\Phi_k^P &: S\Phi_k^P \times Id^{d_u} \to R^{kd_y}, \\
S\Phi_k^P &: (x, u, u', \ldots, u^{(k-1)}, u^{(k)}) \to (S\Phi_k^P(x, u, u', \ldots, u^{(k-1)}), u^{(k)}).
\end{align*}
\]

Then, we can consider the differential system \( \Sigma_k \), on \( R^{kd_y} \):

\[
\begin{align*}
(S\Sigma_k) \left\{ \begin{array}{l}
\dot{z}_1 = z_2, \\
\vdots \\
\dot{z}_{k-1} = z_k, \\
\dot{z}_k = \tilde{H}(z_1, \ldots, z_k, u(t), \ldots, \frac{d}{dt} u(t)).
\end{array} \right.
\end{align*}
\]

This differential system \( \Sigma_k \) is called a "phase variable representation" of \( \Sigma \). It has the following property, consequence of the uniqueness of the solutions of smooth O.D.E.'s. For any \( C^k \) function \( u, \Phi_k^P \) maps the trajectories \( x(t) \) of \( \Sigma \) associated with \( u(t) \) into the corresponding trajectories of \( \Sigma_k \); if \( x(t) \) is a trajectory of \( \Sigma \) corresponding to \( u(t) \), then the curve \( t \to \Phi_k^P(x(t), u(t), u'(t), \ldots, u^{(k-1)}(t)) \) is the trajectory of \( \Sigma_k \) corresponding to \( u(t) \), starting from \( \Phi_k^P(x(0), u(0), u'(0), \ldots, u^{(k-1)}(0)) \). In particular, the output trajectory \( t \to y(t) \) is mapped into \( t \to z_1(t) \), where \( z_1 \) denotes the first \( d_y \) components of the state \( z \) of \( \Sigma_k \).
A very important particular case where the property $PH(k)$ holds is the following: assume that the map $S\Phi_k^F$ is an injective immersion. For any open relatively compact subset $\Omega \subset X$, let us consider the restriction $S\Phi_k^\Omega = (S\Phi_k^F)(\Omega \times U \times R^{d+1})$. If $I_\Omega$ denotes the image of $S\Phi_k^\Omega$, $I_\Omega \subset R^{d_d} \times R^{d_d}$, then, $y(k)(x, u, u', \ldots, u(k))$ defines a function $\tilde{h}$ on $I_\Omega \times R^{d_d}$ and easy arguments using partitions of unity show that we can extend this function smoothly to all of $R^{d_d} \times R^{(k+1)d_d}$. We leave temporarily this simple fact for the reader to show: in Chapter 4, we will state a slightly stronger (but not harder) result.

Denoting this extension of $\tilde{h}$ by $\tilde{H}$, we get a phase variable representation of order $k$ for $\Sigma$ restricted to $\Omega$.

As we shall see, there are other interesting cases where the map $S\Phi_k^F$ is only injective, but $PH(k)$, the phase variable property of order $k$, holds for $\Sigma$, for some $k$. This situation will be studied in Chapter 4.

Strongly related to this phase variable property, are the notions of "differential observability", and "strong differential observability".


Differential observability just means injectivity, of the map $S\Phi_k^F$. Strong differential observability will mean that moreover $S\Phi_k^F$ is an immersion. Let us relate precisely these notions to the notion of a "dynamical extension of $\Sigma$".

The control functions $u$ are assumed sufficiently smooth. We can consider the $N^{th}$ dynamical extension $\Sigma^N$ of $\Sigma$, and the $N^{th}$ dynamical extension $f^N$ of $f$, defined as follows. $f^N$ is just the vector field on $X \times U \times R^{d_d}$, $f^{N} = f^N + u^N b^N$, and $u^N = (u^N)$, the "new control variable",

$$u^N(b^N) = \sum_{i=1}^{d_d} u_i^N b_i^N,$$

then,

**DEFINITION 5.1.** The $N^{th}$ dynamical extension $\Sigma^N = (F^N, h^N)$ of $\Sigma$, is just the control system on $X \times U \times R^{d_d}$, with control variable $u^N \in R^{d_d}$, parametrized vector field $F^N = f^N + u^N b^N$, and observation function $h^N = (h(x, u^N), u^N)$.

**REMARK 5.1.** If $U = I^{d_d}$, $I \neq R$, the state space of $\Sigma^N$ has corners.

In fact, $\Sigma^N$ is just the system we get by adding to the state variables the $N - 1$ first derivatives of the inputs. The $N^{th}$ derivative is the new control. The observations are the observations of $\Sigma$ and the control variables $u_i$ denoted here by $u_i^0$, $1 \leq i \leq d_d$, to stress that the function is the zeroth derivative of itself. Also, $u^{(1)}$, (resp. $u^{(2)}$), denotes the vector with components $u_i^1$ (resp. $u_i^2$), $1 \leq i \leq d_d$.

Let us set $y(t) = (y(t), \ldots, y^{(N-1)}(t))$, and more generally, for a smooth function $y(t)$, with successive derivatives $y^j(t)$ at $t = 0$, $y_N = (y(0), y'(0), \ldots, y^{(N-1)}(0))$. 

1. OBSERVABILITY CONCEPTS.

The maps $\Phi^N, S\Phi^N$ have already been defined in Section 4. It will also be important to make the system $\Sigma$ vary in the set $S$ of systems. Hence we will have to consider the following maps:

\[ (11) \quad S\Phi^N : X \times U \times R((N-1)d_u) \times S \to R^{N_d} \times R^{N_d}, \]
\[ (x, u_N, \Sigma) \to (h(x, u^{(0)}), L_N h(x, u_2), \ldots, (L_N h^{N})^{-1} h(x, u_N), u_N) = (y_N, u_N) \]

\[ S\Phi^N : X \times U \times R((N-1)d_u) \to R^{N_d} \times R^{N_d}, \]
\[ (x, u_N) \to S\Phi_N(x, u_N, \Sigma), \]

and:

\[ (12) \quad \Phi^N : X \times U \times R((N-1)d_u) \times S \to R^{N_d}, \]
\[ (x, u_N, \Sigma) \to (h(x, u^{(0)}), L_N h(x, u_2), \ldots, (L_N h^{N})^{-1} h(x, u_N)) = y_N, \]
\[ \Phi^N : X \times U \times R((N-1)d_u) \to R^{N_d}, \]
\[ (x, u_N) \to \Phi_N(x, u_N, \Sigma). \]

\[ S\Phi_N(x, u_N, \Sigma) = (\Phi_N(x, u_N, \Sigma), u_N) = S\Phi^N(x, u_N) = (\Phi^N(x, u_N), u_N). \]

**DEFINITION 5.2.** $\Sigma$ is said differentially observable of order $N$, if $S\Phi^N$ is an injective mapping. $\Sigma$ is said strongly differentially observable, if $S\Phi^N$ is an injective immersion.

As we mentioned in Section 4, if $\Sigma$ is strongly differentially observable of order $N$, then, $\Sigma$ possesses also the phase variable property $PH(N)$, when restricted to $\Omega$, where $\Omega$ is any open relatively compact subset of $X$.

The reason for these definitions is that, when $d_y > d_u$, strong differential observability is easily tractable for the purpose of construction of observer systems. Moreover, roughly speaking, it is a generic property. Therefore, it is a relevant definition in that case. This is the subject of Chapter 3. The motivation to consider differential (not strong) observability is that it is the most general concept adapted to the study of dynamic output stabilization (Chapter 6).

6. The trivial foliation.

Associated to $\Sigma$, there is a subspace $\Theta^\Sigma$ of the space $C^\infty(X)$ of smooth functions $h : X \to R$:

$\Theta^\Sigma$ is the smallest subspace of $C^\infty(X)$ containing the components $h^i_\omega$ of $h(\cdot, u)$, for all $u \in U$, which is closed under Lie differentiation on $X$, with respect to all of the vector fields $f_v = f(\cdot, v)$, $v \in U$. It is the real vector subspace of $C^\infty(X)$ generated by the functions $(L_{f_{u_e}} h^i_\omega(L_{f_{u_{e-1}}} h^i_{e-1}) \ldots (L_{f_{u_0}}) h^i_0(u_0), h_{u_0}, u_0, \ldots, u_r \in U$, where $L$ denotes the Lie derivative operator on $X$.

$\Theta^\Sigma$ is called the "observation space" of $\Sigma$. The space $d_X \Theta^\Sigma$ of differentials (w.r.t. $x$) of elements of $\Theta^\Sigma$, defines a codistribution which is in general singular. The distribution $\Delta^\Sigma\Theta$ annihilated by $d_X \Theta^\Sigma$ is called the "trivial distribution" associated to $\Sigma$. The level sets of $\Delta^\Sigma\Theta$ (i.e. the intersections of the level sets of elements of $\Theta^\Sigma$) define the associated foliation, called the "trivial foliation" associated to $\Sigma$. 
6. THE TRIVIAL FOLIATION.

These notions are classical ([16]). The reason why we call this foliation the "trivial foliation" is that it is actually trivial (in the sense that the leaves are zero-dimensional), for generic systems. This is also true for systems that are uniformly infinitesimally observable, as our results will show. However, it is worth to point out that:

**Theorem 6.1.** ([16]) The rank of $\Delta_\Sigma$ is constant along the (positive or negative time) trajectories of $\Sigma$, in the analytic case.

Hence, as soon as the analytic system $\Sigma$ is controllable in the weak sense of the transitivity of its Lie algebra (see Appendix 7 below), then the distribution $\Delta_\Sigma$ is regular. In particular, the leaves of the trivial foliation (the level sets of $\Theta^\Sigma$) are submanifolds of the same dimension.

Now, let us consider the case where $\Delta_\Sigma$ is regular, nontrivial, and not necessarily analytic. By Theorem 6.1, it is always regular in the analytic controllable case.

**Exercise 6.1.** show that $\Delta_\Sigma$ is preserved by the dynamics of $\Sigma$. (i.e. for any control function $u(.) \in L^\infty[U], T_X\varphi_t(. , u)$ maps $\Delta_\Sigma(x_0)$ onto $\Delta_\Sigma(\varphi_t(x_0,u))$).

Since $h(.,u)$ is constant on the leaves of $\Delta_\Sigma$, for two distinct initial conditions, sufficiently close in the same leaf, the corresponding output trajectories coincide for $t$ small enough, whatever the control function.

In particular, $\Sigma$ is not observable, for any fixed value of the control function, even if restricted to small open sets: for each control, one can find couples of points, arbitrarily close, that are not distinguished by the observations, for small times.

The following simple fact is important. We leave it as an exercise.

**Exercise 6.2.** In the case $U = \emptyset$, show the following:

(13)  
- If (iff in the $C^\omega$ case) $\Theta^\Sigma$ separates the points on $X$, then, $\Sigma$ is observable.

There is an alternative way to define the distribution $\Delta_\Sigma$ in the analytic case, which will be of interest, together with Theorem 6.1 in Chapter 4:

Let us first define the vector subspace $\Xi^\Sigma$ of $H = C^\infty(X \times U)$, as follows:

$\Xi^\Sigma$ is the smallest real vector subspace of $H$ which contains the components $h^i$ of $h$, and which is closed under the action of the Lie derivatives $L_{f_u}$ on $X$, and with respect to the derivations $\partial_j = \frac{\partial}{\partial u_j}, j = 1, ..., d_u$. $\Xi^\Sigma$ is generated by functions of the form:

(14)  
$L^{k_1}_{f_u}(\partial_{j_1})^{s_1}L^{k_2}_{f_u}(\partial_{j_2})^{s_2} ... L^{k_r}_{f_u}(\partial_{j_r})^{s_r}h_{i,u}, k_i, s_i \geq 0$.

Fixing $u \in U$, we obtain the vector subspace $\Xi^\Sigma(u) \subset C^\infty(X)$, and the space $d_X\Xi^\Sigma(u)$ of differentials of the elements of $\Xi^\Sigma(u)$, with respect to the $x$ variable only. We call $\Delta_\Sigma(u)$ the distribution annihilated by $d_X\Xi^\Sigma(u)$.

**Theorem 6.2.** a) $\Delta_\Sigma \subset \bar{\Delta}_\Sigma(u)$,  
b) In the analytic case, $\bar{\Delta}_\Sigma(u)$ is independent of $u$ and $\Delta_\Sigma = \bar{\Delta}_\Sigma(u)$.  

1. OBSERVABILITY CONCEPTS.

The point of interest, used in Chapter 4, will be that, in the analytic controllable case, \( \Delta_\Sigma(u) = \Delta_\Sigma \) is a regular distribution. This is a consequence of Theorem 6.1 and Theorem 6.2 just above.

**Exercise 6.3.** Find a \( C^\infty \) example for which \( \Delta_\Sigma(u) \neq \Delta_\Sigma \) for some \( u \).

7. Appendix: weak controllability.

**Definition 7.1.** A system \( \Sigma \) being given, with state space \( X \), the Lie subalgebra of the Lie algebra of smooth vector fields on \( X \), generated by the vector fields \( f_u \), \((f_u) = f(x, u))\), is called the Lie algebra of \( \Sigma \), and is denoted by \( \text{Lie}(\Sigma) \).

The Lie algebra \( \text{Lie}(\Sigma) \) defines an involutive (possibly singular) distribution on \( X \).

**Definition 7.2.** Let a system \( \Sigma \) be given, with state space \( X \). The system \( \Sigma \) is said weakly controllable, if the Lie Algebra \( \text{Lie}(\Sigma) \) is transitive on \( X \), i.e. \( \dim(\text{Lie}(\Sigma)(x)) \), the dimension of \( \text{Lie}(\Sigma) \) evaluated at \( x \), as a vector subspace of \( T_xX \), is equal to \( n = \dim(X) \), for all \( x \in X \).

The following facts are standard, and are used in the text. They come from the classical "Frobenius Theorem", "Chow Theorem" and "Hermann-Nagano Theorem".

- (1) If a system is weakly controllable, than, the accessibility set \( A_\Sigma(x_0) \) of \( x_0 \in X \), i.e. the set of points that can be joined from \( x_0 \) by some trajectory of \( \Sigma \), in positive time, has nonempty interior in \( X \), for all \( x_0 \in X \).
- (2) If a system is weakly controllable, then, the orbit \( O_\Sigma(x_0) \) of \( x_0 \in X \), i.e. the set of points that can be joined to \( x_0 \) by some continuous curve which is a concatenation of trajectories of \( \Sigma \) in positive or negative time, is equal to \( X \), for all \( x_0 \in X \).
- (3) If moreover \( \Sigma \) is analytic, the statements (1), (2) above are "if and only if".
- (4) If \( \Sigma \) is \( C^\infty \), not weakly controllable, but the distribution \( \text{Lie}(\Sigma) \) on \( X \) has constant rank or if \( \Sigma \) is analytic, then, \( A_\Sigma(x_0) \) has nonempty relative interior in the orbit \( O_\Sigma(x_0) \), which is just the integral leaf through \( x_0 \) of the distribution \( \text{Lie}(\Sigma) \).
- (5) In the statements (1), (2), (3), (4) above, it is possible to restrict to piecewise constant control functions.
CHAPTER 2

The case \( d_y \leq d_u \).

We will treat only the case \( d_y = 1, d_u \geq 1 \). General results for the case \( d_u \geq d_y > 1 \) are more difficult to obtain. However, the chapter 7 shows a nontrivial practical example where \( d_y = d_u = 2 \), that is uniformly infinitesimally observable.

In this chapter, except in the first section, we assume that \( d_y = 1, d_u \geq 1 \), and everything is analytic.

We characterize analytic systems that are uniformly infinitesimally observable when restricted to an open dense subset of \( X \). The necessary and sufficient condition is that \( \partial_u D(u) = 0 \), i.e. the canonical flag is uniform. This condition \( \partial_u D(u) = 0 \) is extremely restrictive, and is not preserved by small perturbations of the system.

The analyticity assumption with respect to the \( x \) variable is made for purely technical reasons. It can certainly be removed to get similar results: see for instance Exercise 4.6 below.

On the other hand, analyticity with respect to \( u \) is essential. It is possible to obtain results in the nonanalytic case, but they will be weaker in the following sense: to have uniform infinitesimal observability, a certain condition has to hold on an open dense subset of \( X \) uniformly in \( u \). In the nonanalytic case, we can only show that this condition has to hold on an open dense subset of \( X \times U \). This is much weaker. The reasons for the "much weaker" result are: to prove the analytic case, we use the permanence properties of projections of semialgebraic or subanalytic sets.

Again \( d_x \) (resp. \( d_u \)) denotes the differential with respect to the \( x \) variables (resp. \( u \) variables) only.

1. Relation between observability and infinitesimal observability.

The relation is stated in the following theorem (also valid for \( d_y > 1 \)):

**Theorem 1.1.** (i) For any system \( \Sigma \) and any input \( \bar{u} \), the set \( \theta(\bar{u}) \) of states \( x \in X \) such that \( \Sigma \) is infinitesimally observable at \((\bar{u}, x)\) is open in \( X \) (could be empty, of course).

(ii) If \( \Sigma \) is observable for an input \( \bar{u} \), then \( \theta(\bar{u}) \) is everywhere dense in \( X \).

(iii) If \( \Sigma \) is infinitesimally observable at \((\bar{u}, x)\), then there exists an open neighbourhood \( V \) of \( x \) such that the restriction \( P_{\Sigma,\bar{u}}|V \) is injective (i.e. \( \Sigma \) restricted to \( V \) is observable for the input \( \bar{u} \)).

In the remaining of the chapter, \( d_y = 1 \).
2. Normal form for a uniform canonical flag.

We assume that the canonical flag associated to the system $\Sigma$ is uniform. We will show first that it is equivalent that $\Sigma$ can be put everywhere locally in a certain normal form, called the observability canonical form.

**Theorem 2.1.** $\Sigma$ has a uniform canonical flag if and only if, for all $x_0 \in X$, there is a coordinate neighbourhood of $x_0$, $(V_{x_0}, x^0, ..., x^{n-1})$, such that in these coordinates, $\Sigma$ can be written as follows:

\[
\begin{align*}
\frac{dx^0}{dt} &= f_0(x^0, x^1, u), ... , \frac{dx^1}{dt} = f_1(x^0, x^1, ... , x^{i+1}, u), ... , \\
\frac{dx^{n-2}}{dt} &= f_{n-2}(x^0, x^1, ... , x^{n-1}, u), \frac{dx^{n-1}}{dt} = f_{n-1}(x^0, x^1, ... , x^{n-1}, u), \\
y &= h(x^0, u), \text{ and } \forall (x, u) \in V_{x_0} \times U, \frac{\partial h}{\partial x^0}(x^0, u) \neq 0, \frac{\partial f_0}{\partial x^1}(x^0, x^1, u) \neq 0, ..., \frac{\partial f_{n-2}}{\partial x^{n-1}}(x^0, ..., x^{n-1}, u) \neq 0.
\end{align*}
\]

Let us set $h^2(x) = h^2(x, u) = L_{f_0} h_u(x)$.

**Corollary 2.2.** $\Sigma$ has a uniform canonical flag if and only if, for all $x_0 \in X$, for all $v \in U$, there exists an open neighbourhood $V_{x_0} \times U$ of $x_0$, such that the functions $x^0 = h^0_{V_{x_0}, v}, x^1 = h^1_{V_{x_0}, v}, ..., x^{n-1} = h^{n-1}_{V_{x_0}, v}$, form a coordinate system on $V_{x_0} \times V_{x_0}, v$, and on $U \times V_{x_0}, v$, each $h^i$ is a function of $u$, $x^0, ..., x^i$ only, $0 \leq i \leq n-1$.

3. Characterization of uniform infinitesimal observability.

The first observation that can be made is the following:

**Theorem 3.1.** Assume that $\Sigma$ is such that its canonical flag is uniform. Then, $\forall x_0 \in X$, there exists an open neighbourhood $V_{x_0}$ of $x_0$, such that the restriction $\Sigma|_{V_{x_0}}$ of the system $\Sigma$ to $V_{x_0}$ is observable and uniformly infinitesimally observable.

The main result in this chapter is that, conversely, the uniformity condition on the canonical flag is a necessary condition for uniform infinitesimal observability, at least on an open dense subset of $X$.

Let us point out the following fact about this result: it is true "almost everywhere" with respect to $X$, but it is global with respect to $U$.

This is the hard part to prove. If one is interested with a result true almost everywhere with respect to both $x$ and $u$, the proof is much easier.

Before proceeding, let us make the following standing assumptions:

either,

(H1) $U = I^{d_u}$, $I \subset R$ is a compact interval, and the system is analytic, or,

(H2) $U = R^{d_u}$, $f$ and $h$ are algebraic with respect to $u$.

Let $\tilde{M}$ be the subset of $U \times X:

\[
\tilde{M} = \{(u, x)|dx h^0_u(x) \wedge ... \wedge dx h^{n-1}_u(x) = 0\}.
\]

Let $M$ be its projection on $X$. Then:
4. COMPLEMENTS.

THEOREM 3.2. Assume either \((H_1)\) or \((H_2)\) and that \(\Sigma\) is uniformly infinitesimally observable. Then:

1. The set \(M\) is a subanalytic (resp. semianalytic in case of \((H_2)\)) set of codimension at least 1. In the case \((H_1)\), \(M\) is closed. In any case, denote by \(\bar{M}\) its closure,

2. The restriction \(\Sigma I_X \setminus \partial I\) of \(\Sigma\) to \(X \setminus \bar{M}\) has a uniform canonical flag.

Let us give some comments, examples, and state some complementary results.


4.1. Exercises:

EXERCISE 4.1. Let \(\Sigma\) be a system with uniform canonical flag. Show that \(\Sigma\) is strongly differentially observable of order \(n\), and hence has the phase variable property of order \(n\), when restricted to sufficiently small open subsets of \(X\).

EXERCISE 4.2. Show that the (uncontrolled) system on \(R^2\):

\[
\begin{align*}
  \dot{x}_1 & = x_2, \quad \dot{x}_2 = 0, \\
  y & = (x_1)^3,
\end{align*}
\]

is observable on \(R^2\), but not infinitesimally observable at \(x_0 = 0\).

EXERCISE 4.3. The output function does not depend on \(u\) and \(n = \dim(X) = 2\). Assume that we work in the class of systems such that \(h\) does not depend on \(u\), \(u \in I^d\), \(I\) compact. Fix \(x^0 \in X\).

1. Show that the property that \(\Sigma\) has a uniform canonical flag in a neighbourhood of \(x^0\) is stable under \(C^2\)-small perturbations of \(\Sigma\).

2. Show that, if \(n > 2\), this is not true.

EXERCISE 4.4. In the class of control affine systems (i.e. \(\dot{x} = f(x) + u g(x), \quad y = h(x), U = R\)), show that the result 1 of Exercise 4.3 is false.

EXERCISE 4.5. Show that the system on \(X = R\):

\[
\begin{align*}
  \dot{x} & = 1, \\
  y & = \frac{1}{2} \left( x - \frac{\sin(2x(1 + u^2)^{\frac{1}{2}})}{2(1 + u^2)^{\frac{1}{2}}} \right) + x \sin^2 u, \quad u \in R
\end{align*}
\]

is uniformly infinitesimally observable, but Theorem 3.2 is false \((U\) is not compact\).

4.2. Control affine systems. We consider the control affine analytic systems (with single control, to simplify):

\[
(\Sigma_A) \left\{ \begin{array}{l}
  \dot{x} = f(x) + u g(x), \\
  y = h(x), \quad u \in R.
\end{array} \right.
\]

In that case, there is a stronger statement than Theorem 3.2, which is much easier to prove. Consider the mapping \(\Phi : X \to R^n, \Phi(x) = (h(x), L_f h(x), ..., L_{f}^{n-1} h(x))\).

The set of points \(x \in X\) at which \(\Phi\) is not a local diffeomorphism, i.e. \(d_X h(x) \wedge d_X L_f h(x) \wedge ... \wedge d_X L_f^{n-1} h(x) = 0\) is an analytic subset, closed in \(X\), denoted by \(M\).
THEOREM 4.1. 1. If $\Sigma_A$ is observable, then $M$ has codimension 1 at least, and, on each open subset $Y \subset X \setminus M$ such that the restriction $\Phi_{|Y}$ is a diffeomorphism, $\Phi_{|Y}$ maps $\Sigma_{A|Y}$ into a system $\tilde{\Sigma}_A$ of the form:

$$\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_{n-1} \\
\dot{x}_n \\
\end{bmatrix} = 
\begin{bmatrix}
x_2 \\
\vdots \\
x_n \\
\varphi(x) \\
\end{bmatrix} + u 
\begin{bmatrix}
g_1(x_1) \\
\vdots \\
g_n(x) \\
\end{bmatrix},$$

where $\varphi(x)$ is a diffeomorphism.

2. Conversely, if $\Omega$ is an open subset of $\mathbb{R}^n$ on which the system $\Sigma$ has the form $\tilde{\Sigma}_A$, then, the restriction $\Sigma_{|\Omega}$ is observable.

The proof is simple, and contains the basic idea for the proof of Theorem 3.2.

EXERCISE 4.6. Give a statement and a proof of Theorem 4.1 in the $C^\infty$ case.

4.3. Bilinear systems (single output). Bilinear systems are systems on $X = \mathbb{R}^n$, that are control affine and state affine:

$$\begin{cases}
\dot{x} = Ax + u (Bx + b), \\
y = Cx,
\end{cases}$$

where $A : \mathbb{R}^n \to \mathbb{R}^n$, $B : \mathbb{R}^n \to \mathbb{R}^n$ are linear, $b \in \mathbb{R}^n$, $C \in (\mathbb{R}^n)^*$. For these bilinear systems, the previous result, Theorem 4.1, can be made much stronger.

EXERCISE 4.7. show the following theorem:

**THEOREM 4.2.** The single-output bilinear system (B) is observable if and only if it has the following form in the (linear) coordinate system $x^* = (Cx; CAx, \ldots, CA^{n-1}x)$:

$$\begin{cases}
\dot{x}^* = \bar{A}x^* + u (\bar{B}x^* + b), \\
y = Cx,
\end{cases}$$

where $\bar{C} = (1, 0, \ldots, 0)$, $\bar{B}$ is lower triangular, and $\bar{A}$ is a "companion matrix":

$$\bar{A} = \begin{pmatrix} 0, 1, 0, \ldots, 0 \\
0, 0, 1, 0, \ldots, 0 \\
\vdots \\
0, \ldots, 1, 0 \\
a_1, \ldots, a_n \end{pmatrix}.$$

The bilinear systems (single output or not) play a very special role from the point of view of the observability property: the initial-state-output-trajectory mapping is an affine mapping. In fact, the control function being known, they are just linear time-dependent systems. Therefore, for instance, the observer problem can be solved just using the linear theory.

A very important result is stated in the following exercise:

EXERCISE 4.8. (Fliess-Kupka theorem in the analytic case.) 1. Define a reasonable notion of an immersion of a system into another one.
2. Show that a control affine analytic system can be immersed into a bilinear one if and only if its observation space $\Theta^2$ is finite-dimensional. (See Chapter 1, Section 6, for the definition of the observation space.)

This result (2., Exercise 4.8) is not very difficult to prove. The original result, in the paper [10], is a similar theorem in the $C^\infty$ case, the proof of which is not that easy.
2. THE CASE $d_p \leq d_u$. 
The case $d_y > d_u$.

We refer to the notations of Chapter 1, Sections 4, 5.

The main purpose in this chapter is to show that, in this case, the picture is completely reversed: Roughly speaking, the observability becomes a generic property. More precisely, the "strong differential observability property of order $2n + 1$" (in the sense of the definition 5.2, Chapter 1) is generic (in the Baire sense only: it is an open problem to prove that the set of strongly differentially observable systems contains an open dense set of systems. If we were able to show this openness property, some deep technical complications could be avoided in the proof of the other results).

Another very important result is the following:

Observability (for all $L^\infty$ inputs) is a dense property, that is, any system can be approximated by an observable one.

In the case where $X$ is compact, strong differential observability means that $S\Phi^x_N$ is an embedding, or $\Phi^x_N(., y_N)$ is an embedding for all $y_N$. Therefore, the set of systems such that $S\Phi^x_N$ is an embedding, is generic, if $N \geq 2n + 1$.

Of course, there is no chance to prove such a general result if $X$ is not compact:

**EXERCISE 0.9.** Show that, even among ordinary smooth mappings between finite dimensional manifolds $X, Y$, embeddings may not be dense, whatever the dimension $N = \dim(Y)$ with respect to $n = \dim(X)$.

(For hints, see [18], page 54.)

The reason for the fact stated in Exercise 0.9 is that embeddings are proper mappings. For our practical purposes (synthesis of observers, output stabilization), we don't need that the fundamental mapping $S\Phi^x_N$ be proper. It is sufficient for it to be an injective immersion.

Hence, all the genericity results we prove are true for a noncompact $X$ and for the Whitney topology. But for the sake of simplicity, we shall assume in this chapter that $X$ is a compact manifold, and leave all generalizations to the reader as exercises.

Also, we will assume that $X$ is an analytic manifold. One should be conscious of the fact that this is not a restriction: any $C^\infty$ manifold possesses a compatible $C^\omega$ structure (see [18], page 66).

Again, in this chapter, $U = I^{du}$, where $I$ is a closed bounded interval. Since we make an extensive use of subanalytic sets and their properties, this compactness assumption cannot be relaxed.

1. Definitions, notations.

The systems under consideration are of the form:
3. The Case \( d_y > d_u \).

\[
\Sigma \quad \frac{dx}{dt} = f(x, u^{(0)}); \quad y = h(x, u^{(0)})
\]

or

\[
\Sigma \quad \frac{dx}{dt} = f(x, u^{(0)}); \quad y = h(x),
\]

in order to take into account the more practical cases where the output function \( h \) does not depend on \( u \); the proofs of the genericity results in that case are not different from the proofs in the general case where \( h \) depends on \( u \), but the results do not follow from the results in the general case.

In agreement with the notations introduced in Section 5, Chapter 1, we shall use the notation \( u^{(0)} \) for the control variable.

We will assume that \( f \) and \( h \) are at least \( C^r \) w.r.t. \( (x, u^{(0)}) \), for \( r \) large enough. We shall endow the set of systems with the topology of \( C^r \) uniform convergence over \( X \times U \). The set of systems with this topology will be denoted by \( S^r \). In the particular case where \( h \) does not depend on \( u \), it will be denoted by \( S^{0,r} \). Then, \( S^r = F^r \times H^r, S^{0,r} = F^r \times H^{0,r} \), where \( F^r \) denotes the set of \( u \)-parametrized vector fields \( f \) over \( X \), that are \( C^r \) with respect to both \( x \) and \( u \). Also, \( H^r \) denotes the set of \( C^r \) maps \( h : X \times U \to \mathbb{R}^{d_y} \), and \( H^{0,r} \) denotes the set of \( C^r \) maps \( h : X \to \mathbb{R}^{d_y} \). The spaces \( F^r, H^r, H^{0,r} \) will also be endowed with the \( C^r \) topology.

2. Statement of our differential observability results.

Our results are the following theorems, that hold for \( r > 0 \), large enough:

**Theorem 2.1.** The set of systems such that \( \Phi^y \) is an immersion, contains an open dense subset of \( S^r \) (resp. \( S^{0,r} \)), for \( N > 2n \).

**Theorem 2.2.** The set of systems such that \( \Phi^y \) is an embedding, (i.e. \( \Sigma \) is strongly differentially observable) contains a residual subset of \( S^r \) (resp. \( S^{0,r} \)), for \( N > 2n + 1 \).

A bound \( B > 0 \) on the derivatives of the controls being given, denote by \( I_B \) the interval \([-B, B]\).

**Theorem 2.3.** The set of systems such that the restriction of \( \Phi^y \) to \( X \times U \times I_B^{(k-1)d_u} \) is an embedding, is open, dense in \( S^r \) (resp. \( S^{0,r} \)), for \( N \geq 2n + 1 \).

**Theorem 2.4.** (\( X \) analytic) The set of analytic systems such that \( \Phi^y \) is an embedding, is dense in \( S^r \) (resp. \( S^{0,r} \)), for \( N \geq 2n + 1 \).

Now, we shall give several examples showing that all these theorems are false when \( d_y = d_u = 1 \). In all the cases, \( X = S^1 \), the circle, and \( U = [-1, 1] \).

Consider:

\[
\Sigma \quad \begin{cases}
\dot{\theta} = 1, \\
y = \varphi_1(\theta) + \varphi_2(\theta)u,
\end{cases}
\]

with the assumption \( (H) : \varphi'_1(\theta_0) = 0, \varphi''_1(\theta_0) \neq 0, \varphi'_2(\theta_0) \neq 0 \).

One should observe that the condition \( (H) \) is stable under small perturbations and holds if \( \theta_0 = 0, \varphi_1(\theta) = \cos(\theta), \varphi_2(\theta) = \sin(\theta) \).
EXERCISE 2.1. Show that, if \( \theta = \theta_0 \), taking \( u^{(0)} = 0 \), we can compute \( u^{(1)}, \ldots, u^{(N)} \) satisfying the equation:

\[
\begin{pmatrix}
\dot{y} \\
y \\
\vdots \\
y^{(N)}
\end{pmatrix} = 0,
\]

and show that there exists an open neighbourhood \( U \) of \( \Sigma^1 \) \((C^2 \text{ open in } S^\infty)\), such that \( S^\Phi^k \) is not an immersion for any \( k \), for \( \Sigma \in U \).

This is a counterexample of Theorems 2.1, 2.2 when \( d_u \leq d_x \). It is also a counterexample of Theorem 2.4.

A better example is the following system \( \Sigma^2 \), for \( \varepsilon \) small:

\[
(\Sigma^2) \quad \begin{cases}
\dot{\theta} = 1, \\
y = \varepsilon \varphi_1(\theta) + \varphi_2(\theta)u,
\end{cases}
\]

with the same assumption \((H)\) on \( \theta_0, \varphi_1 \) and \( \varphi_2 \). Chose an arbitrary integer \( k > 0 \) and a real \( B > 0 \).

EXERCISE 2.2. Show that there is an \( \varepsilon_0 \) sufficiently small so that, for the system \( \Sigma^1 \) and for a \( C^k \) neighbourhood \( V \) of \( \Sigma^1 \) in \( S^\infty \), there is a \( \theta_0 \) and a point \( u^{(0)}, u^{(1)}, \ldots, u^{(k-1)} \) such that \( S^\Phi^k \) is not immersive at \( \theta_0, u^{(0)}, u^{(1)}, \ldots, u^{(k-1)}, u^{(0)} \in U, u^{(i)} \in I_B, 1 \leq i \leq k - 1, \Sigma \in V \).

This is a counterexample to Theorem 2.3.

Using the same typology, we can also construct an example showing that, if \( d_y > d_x \), the set of systems \( \Sigma \) such that \( S^\Phi^k \) is an immersion is not open, for any \( N \). Consider the system:

\[
(\Sigma^2) \quad \begin{cases}
\dot{\theta} = 1, \\
y_1 = \varphi_1(\theta) + \varepsilon \varphi_2(\theta)u, \\
y_2 = 0,
\end{cases}
\]

with \( \varphi_1(\theta) = \cos(\theta), \varphi_2(\theta) = \sin(\theta) \). At \( \theta_0 = 0 \), the assumption \((H)\) is satisfied.

EXERCISE 2.3. Show that, for \( \varepsilon = 0, S^\Phi^2 \) is an immersion. For \( \varepsilon \neq 0, \varepsilon \) small, \( S^\Phi^2 \) is not an immersion for any \( k \), using the same reasoning as in the previous examples.

EXERCISE 2.4. Show that the mapping:

\[
S^r \to C^{r-N+1}(X \times U \times R^{(N-1)d_u}, R^{Nd_u} \times U \times R^{(N-1)d_u}),
\]

is not continuous for the Whitney topology \((over C^{r-k+1}(X \times U \times R^{(N-1)d_u}, R^{kd_u} \times U \times R^{(N-1)d_u}))\).

REMARK 2.1. Theorem 2.4 is not a consequence of Theorem 2.2: this theorems does not prove that there is an open dense subset of systems satisfying \((F)\).
3. Equivalence between "observability" and "observability for smooth inputs".

In this section, we consider analytic systems, and we show that, for these systems, \(C^\omega\) observability (i.e. observability for all \(C^\omega\) inputs) implies observability (i.e. observability for all \(L^\infty\) inputs). In fact, these notions are equivalent. This result will be crucial in order to prove our final "approximation theorem" 4.1 in the next section 4.

The proof of this result is rather hard, and makes a deep use of subanalytic sets, their projections, and their tangent objects.

**Exercise 3.1.** Show that, in the \(C^\omega\) case, observability and \(C^\omega\) observability are not equivalent properties.

**Theorem 3.1.** For an analytic system \(\Sigma\), (either \(\Sigma \in S^\omega\) or \(\Sigma \in S^{0,\omega}\)), the following properties are equivalent:

(i) \(\Sigma\) is observable for all \(L^\infty\) inputs,

(ii) \(\Sigma\) is observable for all \(C^\omega\) inputs.

4. The approximation theorem.

Recall that, if \(\Sigma\), (analytic), is as in the previous section 2, such that \(S\Phi^\Sigma\) is an embedding, then \(\Sigma\) is observable for all \(C^\omega\) inputs (\(\Sigma\) is observable for all \(C^k\) inputs, which is stronger):

A \(C^k\) input \(u(t)\) being given on some interval \([0,\tau]\), and \(x_1, x_2, x_1 \neq x_2\) being given initial conditions, assume that the corresponding outputs are equal on some time subinterval \([0,\tau]\). Then their \(k-1\) first derivatives at time zero are also equal, and they, with the \(u^{(j)}(0)\), are just the components of \(S\Phi^\Sigma\) by definition. This is impossible since \(S\Phi^\Sigma\) is injective. \(\Sigma\) is observable for \(u\).

In fact, the fact that \(S\Phi^\Sigma\) is an embedding (strong differential observability) expresses that \(P_{\Sigma, u}\), the \(\text{initial} \rightarrow \text{state} \rightarrow \text{output} \rightarrow \text{trajectory}\) mapping, is an embedding for all of the considered \(k\)–times differentiable inputs \(u\). Although, \(\Sigma\) observable only means that \(P_{\Sigma, u}\) is injective, but for all \(L^\infty\) inputs \(u\).

The results of the sections 2, 3, show that, for \(d_y > d_u\):

1. Any \(C_r\) system \(\Sigma^0\) can be approximated by an analytic one \(\Sigma^1\), which is observable for all \(C^\omega\) inputs (for all \(C^{2n+1}\) inputs): Theorem 2.4,

2. \(\Sigma^1\) is in fact observable (for all \(L^\infty\) inputs): Theorem 3.1.

Therefore:

**Theorem 4.1. (Approximation by observable analytic systems).** Any system \(\Sigma^0 \in S^r\) (resp. \(S^{0, r}\)), \(r\) sufficiently large, can be approximated by an observable one \(\Sigma^1 \in S^r\) (resp. \(S^{0, r}\)) (observable for all \(L^\infty\) inputs), that moreover can be chosen analytic and such that \(S\Phi^\Sigma^1\) is an embedding, for some \(k\).

5. Complements.

The two following results are important:

The first one concerns uncontrolled systems, i.e. \(\Sigma\) is of the form:

\[
(S_{uc}) \frac{dx}{dt} = f(x), \; y = h(x).
\]

\[1\] There is a related result in the paper [34], based upon desingularization techniques.
X is again assumed to be compact. Then, the following theorem holds.

**Theorem 5.1.** The set of uncontrolled systems $\Sigma_{uc}$ that are strongly differentially observable, of order $N = 2n + 1$, (i.e. $\Phi^2_{\Sigma}$ is an embedding) is open, dense.

**Exercise 5.1.** Prove Theorem 5.1.

This is easy, as a consequence of the main theorems in this chapter. For a direct proof, see [11].

The second important result concerns the class of control affine systems. These systems are very common in practice. Recall that they are of the form:

$$\frac{dx}{dt} = f(x) + \sum_{i=1}^{d_u} g_i(x)u_i, \quad y = h(x).$$

The result is:

**Theorem 5.2.** The theorems 2.1, 2.2, 2.3, 2.4, are all true in the class of control affine systems.

**Exercise 5.2.** prove Theorem 5.2.

This exercise is not that easy, although the general idea of the proof is the same. This has been done in [2].

Also, the following interesting result holds: $X$ is again an analytic compact manifold. Let us say that a vector field $f$ on $X$ is observable if there exists a continuous function $h : X \rightarrow \mathbb{R}$, such that $\Sigma = (f, h)$ is observable.

**Theorem 5.3.** (1) An analytic vector field $f$ is observable iff it has only isolated singularities.

(2) If (1) holds, then, the set of analytic maps $h$ such that $\Sigma = (f, h)$ is observable, is dense in $H^r$.

**Exercise 5.3.** Prove Theorem 5.3.

This is not an easy exercise. For hints, see [22].
3. THE CASE \( d_y > d_u \).
Singular state-output mappings.

In the two previous chapters, all initial-state → output-trajectory mappings are regular in some sense: either the system has a uniform canonical flag, and it is also, at least locally, strongly differentially observable (see Exercise 4.1, Chapter 2), or, in the case where \( d_y > d_u \), systems are generically strongly differentially observable of some order.

In both cases, the initial-state → output-trajectory mapping is an immersion in some sense, and as a consequence, the systems have the phase variable property.

It can happen that the initial-state → output-trajectory mapping is not an immersion, but that nevertheless, the system possesses the phase variable property of some order.

It is interesting to study these singular situations since, for observation or output stabilization, only the phase variable property matters, as will be clear in the next chapters. This is the purpose of this chapter.

The uncontrolled case is very different from the controlled one. We will show that, in the uncontrolled analytic case, a reasonable assumption is that the map \( \Phi^T_N \) is a finite mapping for some \( N \). Unfortunately, in this case, there is no \( C^\infty \) version of our results.

In both cases (controlled and uncontrolled), the first step of the study is local (at the level of germs of systems). Afterwards, assuming observability (injectivity), the phase variable representations can be glued together using a partition of unity.

On the other hand, in the controlled case, we don’t need the analyticity assumption. But, for the sake of simplicity of the exposition, we let it stand.

1. Assumptions, definitions.

Here, we consider only analytic systems, of the form:

\[
(\Sigma) \quad \frac{dx}{dt} = f(x, u), \quad y = h(x, u), \quad \text{(controlled case), or,}
\]

\[
(\Sigma') \quad \frac{dx}{dt} = f(x), \quad y = h(x), \quad \text{(uncontrolled case).}
\]

As a first step, we will consider germs of such systems at a point \( (x_0, u^{(0)}) \in X \times U \) (controlled case), or \( x_0 \in X \) (uncontrolled case). In this chapter, \( U \) is not assumed to be compact. In most cases, for global considerations, we will consider that \( U = \mathbb{R}^{d_u} \).

Notations.

Again in this section the value \( u = u^{(0)} \) of the control plays a role different than the higher order derivatives \( u^{(i)}, i \geq 1 \). Hence, we introduce the following notations:
Given a $N$-jet $f_{N+1} = (f(0), f(1), ..., f(N))$ of a curve $f$ in a Euclidean space $\mathbb{R}^m$, we will write:

\begin{equation}
\tilde{f}_N = (f(1), ..., f(N)),
\end{equation}

\begin{equation}
\tilde{f}_{N+1} = (f(0), \tilde{f}_N).
\end{equation}

We use this notation for the case of infinite jets ($N = \infty$), and we drop the subscript $N = \infty$ ($\tilde{f}_\infty = \tilde{f}$).

Let us define the restricted mappings $\Phi_{N,N-1}^F : X \times U \rightarrow \mathbb{R}^{Nd_y}$ and $\Phi_{N,N-1}^F : X \times U \rightarrow \mathbb{R}^{Nd_y} \times \mathbb{R}^{d_u}$,

\begin{equation}
\left\{
\begin{array}{ll}
\Phi_{N,N-1}^F(x_0, u(0)) &= \Phi_N^F(x_0, u(0), \bar{u}_{N-1}), \\
\Phi_{N,N-1}^F(x_0, u(0)) &= (\Phi_N^F(x_0, u(0), \bar{u}_{N-1}), u(0)).
\end{array}
\right.
\end{equation}

Let $O_{x_0}$ be the ring of germs of analytic functions at $x_0 \in \mathbb{R}^d$.

Let $\mathbb{R}$ be a subring of $O_{x_0}, x_0 \in \mathbb{R}^d$. For $u_0 \in \mathbb{R}^q$, $\mathbb{R}\{u; u_0\}$ will denote the ring of germs at $(x_0, u_0) \in \mathbb{R}^d \times \mathbb{R}^q$ of analytic mappings of the form $G(u, \varphi_1(x), ..., \varphi_r(x))$, for $G$ analytic at $(u_0, \varphi_1(x_0), ..., \varphi_r(x_0))$, and for any finite subset $\{\varphi_1, ..., \varphi_r\} \subset \mathbb{R}$. If $\mathbb{R}$ is an analytic algebra (in the sense of [29], for instance), then $\mathbb{R}\{u; u_0\}$ is also an analytic algebra.

Rings of functions:

We have to consider several rings of (germs of) analytic functions attached to the germ of a system $\Sigma$ at a point. There are different definitions for the controlled and uncontrolled case. Let us fix a point $x_0 \in X$, and an infinite jet $(u_0, \tilde{u}_0) = u_0$.

Let us define the rings $\mathbb{R}_N(x_0)$, or $\mathbb{R}_N(x_0, u_0, \tilde{u}_0), \hat{\mathbb{R}}_N(x_0, u_0, \tilde{u}_0)$.

1) In the uncontrolled case:

\begin{equation}
\mathbb{R}_N(x_0) = (\Phi_N^F)'(O_{y_0}),
\end{equation}

the pull back by $\Phi_N^F$ of the ring $O_{y_0}$ of germs of analytic real valued functions $\varphi(y, \bar{y}_{N-1})$ at the point $y_0 = \Phi_N^F(x_0)$, i.e.,

\begin{equation}
\mathbb{R}_N = \{G \circ \Phi_N^F(x) | G \text{ is an analytic germ at } y_0 = \Phi_N^F(x_0)\}.
\end{equation}

2) In the controlled case:

\begin{equation}
\mathbb{R}_N(x_0, u_0, \tilde{u}_0) = (S\Phi_{N-1}^F)'(O_{y_0}),
\end{equation}

\begin{equation}
\hat{\mathbb{R}}_N(x_0, u_0, \tilde{u}_0) = (S\Phi_N^F)'(O_{y_0}),
\end{equation}

where $y_0 = S\Phi_{N-1}^F(x_0, u_0, \tilde{u}_0(0))$ and $z_0 = S\Phi_N^F(x_0, u_0, \tilde{u}_{N-1}(0))$.

If there is no ambiguity about the choice of $x_0, (u_0, \tilde{u}_{N-1}(0)) = u_0, \tilde{u}_{N-1}$, we will write $\mathbb{R}_N, \mathbb{R}_N, \hat{\mathbb{R}}_N$ in place of $\mathbb{R}_N(x_0), \mathbb{R}_N(x_0, u_0, \tilde{u}_0), \hat{\mathbb{R}}_N(x_0, u_0, \tilde{u}_0)$.

For each $N$, $\mathbb{R}_N, \hat{\mathbb{R}}_N$ can be canonically identified to a subring of $\hat{\mathbb{R}}_{N+1}$.
2. THE ASCENDING CHAIN PROPERTY.

In both the controlled and the uncontrolled case, $\mathcal{R}_N$ and $\mathcal{R}_N'$ are Noetherian rings. They form increasing sequences:

\begin{align*}
&\ldots \subset \mathcal{R}_N \subset \mathcal{R}_{N+1} \subset \ldots \subset O_{x_0} \text{ or } O_{(x_0, u_0^{(0)})}, \\
&\ldots \subset \mathcal{R}_N' \subset \mathcal{R}_{N+1}' \subset \ldots
\end{align*}

In the controlled case, $\mathcal{R}$ will denote the ring of germs of analytic mappings of the form $G(u, \varphi_1, \ldots, \varphi_p)$ at the point $(x_0, u_0^{(0)})$, for any positive integer $p$ and for functions $\varphi_i$ of the form

$$\varphi_i = L_{f_i}^{k_1}(\delta_{j_1})^{s_1} L_{f_i}^{k_2}(\delta_{j_2})^{s_2} \ldots L_{f_i}^{k_r}(\delta_{j_r})^{s_r} h, \quad k_i, s_i \geq 0,$$

(see Formula (14) in the definition of $E^\Sigma$, Chapter 1). Recall that $\delta_j$ denotes the derivation with respect to the $j$th control variable.

Obviously, $\mathcal{R}$ is closed under the action of the derivations $L_{f_i}$ and $\delta_j, 1 \leq j \leq d_u$. Also,

\begin{equation}
\mathcal{R}_N \subset \mathcal{R} \text{ for all } N.
\end{equation}

$\mathcal{R}_N$ will denote the ring of germs of analytic mappings of the form $G(u, \varphi_1, \ldots, \varphi_p)$ at the point $(x_0, u_0^{(0)})$, for all functions $\varphi_i$ of the form (27) above, with $\sum k_i + \sum s_i \leq N - 1$.

**Remark 1.1.** (1) The ring $\mathcal{R}_N\{u(N), u_0^{(N)}\}$ is exactly the ring of germs at a point of (analytic) elements of the rings $\mathcal{R}_N$, defined in Chapter 1, Section 4,

(2) the ring $\mathcal{R}$ is just the ring of analytic germs at $(x_0, u_0^{(0)})$ generated by the germs of the elements of the space $E^\Sigma$, plus the control variables, ($E^\Sigma$ has been defined in Chapter 1, Section 6).

2. The ascending chain property.

**Definition 2.1.** A germ of analytic system $\Sigma$ (at the point $x_0$ or at the point $(x_0, u_0^{(0)}, \tilde{u}_0)$) satisfies the "ascending chain property of order $N"$, denoted by $ACP(N)$, if:

uncontrolled case: $\mathcal{R}_j = \mathcal{R}_N$ for $j \geq N$,

Controlled case: $\mathcal{R}_j+1 = \mathcal{R}_j\{u(j); u_0^{(j)}\}$ for $j \geq N$.

Convention: For simplicity, we will say that a vector function belongs to $\mathcal{R}_N$ or $\mathcal{R}_N'$ if each of its components does.

The next two lemmas show the relation between the ascending chain property $ACP(N)$ and the phase variable property $PH(N)$. The phase variable property $PH(N)$ has been defined in Chapter 1 for systems. For germs of analytic systems, the definition is similar and left to the reader.

**Lemma 2.1.** $\Sigma$ satisfies the $ACP(N)$ at some point iff $\mathcal{R}_{N+1} = \mathcal{R}_N$, (resp. $\tilde{\mathcal{R}}_{N+1} = \tilde{\mathcal{R}}_N\{u(N); u_0^{(N)}\}$) in the uncontrolled (resp. controlled) case.

**Lemma 2.2.** Each of the following two conditions is necessary and sufficient for $\Sigma$ to satisfy the $ACP(N)$:

(i) $y(N) = \Psi_N(y_0^{(0)}, \tilde{y}_{N-1}, u_0^{(0)}, \tilde{u}_N)$ for some analytic function $\Psi_N$ (locally defined in a neighbourhood of $(S\Phi_{p\Sigma}(x_0, u_0^{(0)}, \tilde{u}_{0,N-1}), u_0^{(N)})$;

(ii) $y^{(j)} = \Psi_j(y_0^{(0)}, \tilde{y}_{N-1}, u_0^{(0)}, \tilde{u}_j)$ for some analytic function $\Psi_j$ locally defined and for all $j \geq N$. 


In the uncontrolled case, the conditions (i) and (ii) of Lemma 2.2 give: (i) $y^{(N)} = \Psi_N(y^{(0)}, \tilde{y}_{N-1})$, and (ii) $y^{(j)} = \Psi_j(y^{(0)}, \tilde{y}_{N-1})$.

**Remark 2.1.** A priori condition (i) is necessary for $\Sigma$ to satisfy the $ACP(N)$, and condition (ii) is sufficient.

**Remark 2.2.** The second (resp. first) condition of Lemma 2.2 is equivalent to the phase variable property $PH(j)$ of any order $j \geq N$ (resp. the phase variable property $PH(N)$ of order $N$).

### 3. The key lemma.

Here, we show a lemma about the ascending chain property, which will be used later on.

Let $(f_j, j > 0)$ be a sequence of analytic germs: $(X, x_0) \to (Y, f_j(x_0))$. $X, Y$ are analytic manifolds. As we did previously in a particular case, we can associate a sequence of rings $R_j$ to the sequence $(f_j)$, in the following way: we denote by $\Phi_j : X \to Y^j$ the map $\Phi_j(x) = (f_1(x), \ldots, f_j(x))$, and by $R_j :$

$$R_j = (\Phi_j)^*(O_{\Phi_j(x_0)}),$$

the pull back by the map $\Phi_j$ of the ring $O_{\Phi_j(x_0)}$ of germs of analytic maps at the point $\Phi_j(x_0)$. Clearly, again we have:

... $\subset R_j \subset R_{j+1} \subset ... \subset O_{x_0}$.

**Definition 3.1.** We say that the sequence $(f_j)$ satisfies the $ACP(N)$ at $x_0$ if $R_j = R_N$ for $j \geq N$.

**Definition 3.2.** (of finite multiplicity) $F : X \to Y$ has finite multiplicity at $x_0$ if $O_{x_0}/[F^*(m(O_{y_0})).O_{x_0}]$ has finite dimension as a real vector space. Here $m(O_{y_0})$ is the ideal of germs of analytic functions at $(Y, y_0)$, $y_0 = F(x_0)$, which are zero at $y_0$.

The dimension is the multiplicity.

There is a simple and convenient criterion for a germ to be of finite multiplicity:

$F$ has finite multiplicity at $x_0$ iff there is an integer $r > 0$ such that:

$$(29) \quad [m(O_{x_0})]^r \subset F^*(m(O_{y_0})).O_{x_0}.$$  

Therefore, to check that $F$ has finite multiplicity at $x_0 = 0$, $(F : R^n \to Y)$, it is sufficient to check that $x_i^{r_i}$ belongs to $F^*(m(O_{y_0})).O_{x_0}$ for some positive integers $r_i, i = 1, \ldots, n$.

Let $\Phi_N : (X, x_0) \to Y^N$, $\Phi_N = (f_1, \ldots, f_N)$, where the $f_i : (X, x_0) \to Y$ are germs of mappings at $x_0$. A "prolongation of $\Phi_N" is an arbitrary sequence $(\tilde{f}_j)$ of germs of mappings, $\tilde{f}_j : (X, x_0) \to Y$, such that $\tilde{f}_j = f_j$ for $j \leq N$.

We have the following key lemma:

**Lemma 3.1.** (Jouan, [23]) The following properties are equivalent:

(i) All prolongations of $\Phi_N$ satisfy the $ACP(k)$ for some $k \geq N$ (k depends on the prolongation);

(ii) $\Phi_N$ has finite multiplicity.
Why analyticity?
The proof of this lemma essentially follows from the Weierstrass Preparation Theorem (see [29]).

If we assume that our mappings are $C^\infty$, then Lemma 3.1 is false. A counterexample is provided below.

The statement $(i) \implies (ii)$ of the lemma is still valid in the $C^\infty$ case but the statement $(ii) \implies (i)$ is not: The proof of $(ii) \implies (i)$ breaks down because $\mathbb{R}_N$ is not in general Noetherian. We shall construct a smooth map $\Phi_2$ on $\mathbb{R}^2$ with finite multiplicity, and a smooth prolongation of it, which does not satisfy the $ACP(k)$ for any $k$. This will imply that $\mathbb{R}_N$, in this counterexample, is not Noetherian.

Here, we show a smooth map $\Phi_2$ on $\mathbb{R}^2$, with finite multiplicity, and a smooth prolongation which does not satisfy the $ACP(k)$ for any $k$.

**Counterexample:** Let $W$ be the "Weierstrass manifold", $W = \{(x_0, x_1, t)|t^2 + x_1t + x_0 = 0\} \subset \mathbb{R}^3$, and $\Pi : W \to \mathbb{R}^2$, $(x_0, x_1, t) \to (x_0, x_1)$. Certainly, $W$ is a smooth manifold. Set $f_0 = x_0$, $f_1 = x_1$ and $f_n = g_n(x_0, x_1)t$, with the sequence $g_n$ constructed as follows.

Consider on $\mathbb{R}^2$ the polar coordinates $(r, \theta)$, and the vector field:

$$X = -r\frac{\partial}{\partial r} + \frac{\partial}{\partial \theta}.$$

We can construct some "spiraloid" disjoint subsets $S_n$ of $\mathbb{R}^2$ as follows: we pick an interval $I_1 = [a_1, b_1] \subset \mathbb{R}^2$, $I_1$ small enough for $S_1 \cap \{x_1 = 0\} \neq \{x_1 = 0\}$, where $S_1$ is the union set of all trajectories of $X$ passing through the points $(x^0, 0)$, $x^0 \in I_1$. Now, we chose a second interval $I_2 = [a_2, b_2]$, with $0 < a_2 < b_2 < a_1$ and $I_2 \cap S_1 \cap \{x_1 = 0\} = \emptyset$, and construct the set $S_2$ as the union set of all the trajectories of $X$ through $(I_2, 0)$. Iterating the construction, we get $S_n$. We chose $g_n$ in such a way that its support is $Int(S_n)$, the interior of $S_n$. This is possible since the complement of this set is closed, and since, given any closed set, there exists a $C^\infty$ function having this set as zero set.

The multiplicity of $F = (f_0, f_1)$, $F : W \to \mathbb{R}^2$ is finite at $(0, 0, 0)$ (it is 2).

We show that the sequence $f_n$ does not satisfy the $ACP(k)$ for any $k$. For this, we work in an arbitrary small ball $B$ centered at $(0, 0, 0)$ in $W$. We assume that $f_{n+1} = \Psi(f_0, f_1, \ldots, f_n)$ on $B$ for some smooth $\Psi$. By construction, if $p = \Pi(p') \in Int(S_{n+1})$, then $f_{n+1}(p') = \Psi(f_0(p'), f_1(p'), 0, \ldots, 0)$. Let $D$ be the discriminant set of $W$, i.e., $D = \{(x_0, x_1, t)|x_0 = \frac{1}{2}x_1^2\}$. We consider $c = (c_0, c_1)$, $c \in \Pi B \cap Int(S_{n+1}) \cap \Pi D$, $c' \in B \cap \Pi^{-1}(c)$, and a sequence $\{p_k\}$ in $\Pi^{-1}(Int(S_{n+1})) \setminus D$ such that $\lim_{k \to \infty} p_k = c'$, and we set $p_k = \Pi p_k$.

By definition, we have:

$$g_{n+1}(x_0, x_1)t = \Psi(x_0, x_1) \text{ on } Int(S_{n+1}).$$

Differentiating, we get:

$$\frac{\partial g_{n+1}}{\partial x_0}(x_0, x_1)t + g_{n+1}(x_0, x_1)\frac{\partial t}{\partial x_0} = \frac{\partial \Psi}{\partial x_0}(x_0, x_1),$$

which should hold at $p_k$,

$$\frac{\partial g_{n+1}}{\partial x_0}(p_k)t(p_k) + g_{n+1}(p_k)\frac{\partial t}{\partial x_0}(p_k) = \frac{\partial \Psi}{\partial x_0}(p_k).$$
Taking the limit when \( k \to \infty \), we get:
\[
\frac{\partial g_{n+1}(c)}{\partial x_0} t(c) + g_{n+1}(c) \frac{\partial t}{\partial x_0}(c) = \frac{\partial \Psi}{\partial x_0}(c),
\]
where \( g_{n+1}(c) \) is different from zero, and \( t(c) = -\frac{a_2}{2} \). Hence, \( \frac{\partial t}{\partial x_0}(c) \) is well defined.

But, \( t^2 + x_1 t + x_0 = 0 \) implies \( \frac{\partial t}{\partial x_0} = -\frac{1}{2t + x_1} \). At \( c \), \( x_1 = c_1 \), \( t(c) = -\frac{a_2}{2} \), and \( 2t + x_1 = 0 \). A contradiction.

Hence, despite the fact that the multiplicity is finite, the equality:
\[
f_{n+1} = \Psi(f_0, \ldots, f_n),
\]
ever holds.

The main consequence of this lemma 3.1 is the following theorem.

**Theorem 3.2.** Let \( \Sigma \) be an uncontrolled system. Let \( x_0 \in X \) be fixed. If for some \( k \), \( \Phi_k \) has finite multiplicity at \( x_0 \), then, \( \Sigma \) satisfies the ACP(N) at \( x_0 \) for some \( N \geq k \), and by Lemma 2.2, \( y^{(N)} = \Psi_N(y^{(0)}, \tilde{y}_{N-1}) \) for some analytic function \( \Psi_N \) defined in a neighbourhood of \( \Phi_N(x_0) \).

**Example 3.1.** \( X = R \), \( y = h(x) \), \( \dot{x} = f(x) \), \( x_0 \) is arbitrary, \( h \) is nonconstant.

In that case, of course, the notion of multiplicity is equivalent to the usual natural notion of multiplicity of a smooth function of a single variable. The multiplicity is always finite because \( h \) is nonconstant, and hence for some \( N \), we have (locally):
\[
y^{(N)} = \Psi_N(y^{(0)}, \tilde{y}_{N-1}).
\]

**Example 3.2.** \( X = R^2 \), \( y = x_1 \), \( \dot{x}_1 = x_2^2 \), \( \dot{x}_2 = f(x_1, x_2) \), \( x_0 = (0,0) \). This system is observable, and by our criterion, the multiplicity is finite. Hence, for some \( N \), we have also:
\[
y^{(N)} = \Psi_N(y^{(0)}, \tilde{y}_{N-1}).
\]

Of course, it can happen that \( \Phi_N = (f_1, \ldots, f_N) \) does not have finite multiplicity, but some particular prolongations \( (f_r) \) satisfy the ACP(k) for some \( k \). (just take the prolongation by the zero sequence for instance).

For uncontrolled systems, there are many other interesting examples where the ACP(N) holds for some \( N \), but the multiplicity is not finite. A case where the ACP(N) holds everytime is the following:

**Exercise 3.1.** (Linear systems observed polynomially). \( X = R^n \), \( y = p(x) \) is a polynomial, \( \dot{x} = Ax \) is a linear vector field. Show that the ACP(N) holds for some \( N \). (compare with Exercise 4.8, Chapter 2).

**Exercise 3.2.** (\( \Sigma \) : \( X = R^2 \), \( y = x_1(x_1^2 + x_2^2) \), \( A = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \)).

1. Show that \( \Sigma \) is observable.

   By the previous exercise, the ACP(N) holds: \( y^{(2)} = -y^{(0)} \).

2. Show that the multiplicity is infinite. (For hints, see [21]).

The following important theorem is a consequence of more general results in the controlled case. It is a globalization of the previous theorem 3.2.

**Theorem 3.3.** (Globalization of the ACP(N) in the uncontrolled case). Assume that \( X \) is compact, \( \Sigma \) is observable, and for each \( x_0 \in X \), there is a \( N \)
5. Globalization.

(depending on \(x_0\), could be), such that \(\Phi_N^\Sigma\) has finite multiplicity at \(x_0\). Then there is a \(k\) and a \(C^\infty\) function \(\varphi\), defined and compactly supported on \(\mathbb{R}^{dk}\), such that:

\[
y^{(k)}(x) = \varphi(y^{(0)}(x), \dot{y}_{k-1}(x)), \quad \text{for all } x \in X,
\]

i.e., \(\Sigma\) satisfies \(PH(k)\), the phase variable property of order \(k\), globally on \(X\).

4. The ACP\((N)\) in the controlled case.

As stated in Theorem 3.2, the local ACP\((N)\) holds in the uncontrolled case, as soon as there is a \(k\) such that \(\Phi_k^\Sigma\) has finite multiplicity at the point under consideration. As we shall see, in the controlled case, the situation is not so clear cut.

Here, as we said, the \(C^\infty\) assumption can be relaxed. Let us keep it for simplicity of exposition, anyway. But, in Chapter 6, we will use the results in the case where the systems are \(C^\infty\).

The main local result is the following.

**Theorem 4.1.** A point \(x_0\) and an infinite jet \(u_0=(u_0^{(0)}, \dot{u}_0)\) are fixed. \(\Sigma\) satisfies the ACP\((N)\) iff \(\tilde{R} = \bar{R}_N\). Moreover, in that case, \(\bar{R}_N = \bar{R}_{N+1}\), \(\bar{R}_N \subset \bar{R}_{N+1}\).

**Remark 4.1.** (i) If the ACP\((N)\) is true at \((x_0, u_0)\) for some \(\tilde{u}_0\), then, \(\bar{R}_N = \bar{R}_{N+1}\) at \((x_0, u_0)\),

(ii) this condition \(\bar{R}_N = \bar{R}_{N+1}\) is implied by the fact that \(\bar{R}_N\) has finite multiplicity for some \(N_0\) (in the sense that the map with components the generators of \(\bar{R}_N\), given by Formula (27), has finite multiplicity).

**Exercise 4.1.** (Σ): \(X = \mathbb{R}^2, U = \mathbb{R}, y = x\),

\[
\begin{align*}
x_1 &= x_2^3 - x_1, \\
x_2 &= x_2^3 + x_2^3 u.
\end{align*}
\]

We work at \(x_0 = (0,0)\), and \(u_0^{(0)} = 0\).

Show that:

1. \(\Sigma\) is observable,
2. \(\tilde{R} = \tilde{R}_4 = \{G(x_1, x_2, x_1^3, x_2^7, u)\}\),

so that the ACP\((4)\) holds (in fact it holds as soon as \((x_0)_2 = 0\), and the ACP\((2)\) holds everywhere else).

3. Show that actually, \(y^{(4)}\) can be written as a polynomial:

\[
y^{(4)} = P(y^{(0)}, y^{(1)}, y^{(2)}, y^{(3)}, u^{(0)}, u^{(1)}, u^{(2)}),
\]

and compute \(P\).

5. Globalization.

We assume that \(\Sigma\) is given, and we fix a compact subset \(K\) of \(X\). We also assume that \(\Sigma\) is differentially observable of order \(N\). We denote by \(\Phi_N^{\Sigma, K}\) the following mapping:

**uncontrolled case:** \(\Phi_N^{\Sigma, K}\) is the restriction to \(K\) of \(\Phi_N^\Sigma\),

\[
\Phi_N^{\Sigma, K} : K \to \Phi_N^{\Sigma, K}(K) \subset \mathbb{R}^{dk},
\]

**controlled case:** \(\Phi_N^{\Sigma, K}\) is the restriction to \(K \times U \times \mathbb{R}^{(N-1)d_u}\) of \(S\Phi_N^\Sigma\),

\[
\Phi_N^{\Sigma, K} : K \times U \times \mathbb{R}^{(N-1)d_u} \to \Phi_N^{\Sigma, K}(K \times U \times \mathbb{R}^{(N-1)d_u}) \subset \mathbb{R}^{dk} \times \mathbb{R}^{dk}.
\]
LEMMA 5.1. \( \Phi^K_N \) is a homeomorphism onto its image, which is closed.

Comments:
1. Lemma 5.1 shows that, as soon as \( \Sigma \) is differentially observable, \( x \) can be expressed on \( K \) as a continuous function \( \varphi^K_N \) of \( (y^{(0)}, \tilde{y}_{N-1}, u^{(0)}, \tilde{u}_{N-1}) \).
2. If \( X = \mathbb{R}^n \), then, by Urysohn's lemma, \( \varphi^K_N \) can be extended to a continuous function defined on all of \( \mathbb{R}^{Nd_u} \times \mathbb{R}^{Nd_v} \), hence \( x \) can be written as a continuous function, defined on all of \( \mathbb{R}^{Nd_u} \times \mathbb{R}^{Nd_v} : \)
   \[
   x = \varphi^K_N(y^{(0)}, \tilde{y}_{N-1}, u^{(0)}, \tilde{u}_{N-1}).
   \]
3. If \( X = \mathbb{R}^n \) (or if \( X \) is not \( \mathbb{R}^n \) but \( \varphi^K_N \) is globally defined and continuous on \( \mathbb{R}^{Nd_u} \times \mathbb{R}^{Nd_v} \), the classical assumption that \( \varphi^K_N \) is smooth is equivalent to the strong differential observability assumption (in restriction to \( K \)). It is much stronger than the differential observability assumption made here. Of course, it implies (in the uncontrolled case) that the multiplicity is finite. Actually, the multiplicity is one.

It is the case in Chapters 2 and 3: in both chapters, strong differential observability holds (by assumption in Chapter 3, and as a consequence of uniform infinitesimal observability in Chapter 2).

EXERCISE 5.1. Consider the system \( \Sigma : \)
   \[
   (\Sigma) \quad \dot{x} = 1, \quad y = \cos(x) + \cos(\alpha x), \quad x \in \mathbb{R},
   \]
where \( \alpha \) is an irrational number.
1. Show that \( \Sigma \) is observable,
2. Show that the observation space \( \Theta^\Sigma \) of \( \Sigma \) is finite dimensional. Compare with Exercise 3.1.
3. Show that \( x \) cannot be expressed as a continuous function of \( (y^{(0)}, \tilde{y}_M) \), whatever \( M \).

EXERCISE 5.2. Show that, in the example 3.2 (uncontrolled):
1. \( \Sigma \) is differentially observable of order 2,
2. depending on the choice of \( f \), it can happen that \( \Phi^K_N \) is an immersion for some \( N \), or \( \Phi^K_N \) is not an immersion for any \( N \).

EXERCISE 5.3. Show that, in Exercise 4.1:
1. \( \Sigma \) is differentially observable of order 2,
2. \( S\Phi_N^\Sigma \) is not an immersion for any \( N \).

The main result is the following:

THEOREM 5.2. Assume that \( \Sigma \) satisfies the ACP(\( N \)) at each point, and is differentially observable of order \( N \). Consider \( K \), any fixed compact subset of \( X \). Then, there exists a \( \mathcal{C}^\infty \) function \( \varphi^K_N \), compactly supported w.r.t. \( (y^{(0)}, \tilde{y}_{N-1}) \), such that:
   \[
   y^{(N)}(x) = \varphi^K_N(y^{(0)}, \tilde{y}_{N-1}, u^{(0)}, \tilde{u}_N),
   \]
for all \( x \in K \), all \( u, \tilde{u}_N \). That is, \( \Sigma \) satisfies \( PH(N) \), the phase variable property of order \( N \), in restriction to \( K \).
Compact supported w.r.t. \((y^{(0)}, \tilde{y}_{N-1})\) means that, for any \(K'\), a compact subset of \(U \times R^{N+u}\), \(\varphi^K_N\) restricted to \(R^{N+u} \times K'\) is compactly supported. (It is not equivalent that \(\varphi^K_N\) is compactly supported, for all fixed \(u, \tilde{u}_N\)).

The following corollary will be also used in Chapter 6.

**Corollary 5.3.** Theorem 5.2 is valid not only for \(y^{(N)}\), but for any function \(\alpha \in \mathfrak{R}_N + \mathfrak{R}(N)\) (i.e. the germs of \(\alpha\) at each point belong to \(\mathfrak{R}_N + \mathfrak{R}(N)\)). It is true also for any function \(\alpha \in \mathfrak{R}_N\), and in that case:

\[
\alpha = \varphi^K_N(y^{(0)}, \tilde{y}_{N-1}, u^{(0)}, \tilde{u}_{N-1}),
\]

for all \(x \in K\), all \((u^{(0)}, \tilde{u}_{N-1})\).

**Example 5.1.** Example 3.2 and Exercise 4.1 (see also the exercises 5.2, 5.3) satisfy, in the uncontrolled and controlled cases, the assumptions of Theorem 5.2. In the case of Exercise 4.1, it has been already stated that Formula (30) holds globally. (for \(\varphi^K_N\) a certain polynomial).

**Exercise 5.4.** (single output, \(d_p = 1\)). Let \(\Sigma\) be a system with uniform canonical flag. Remember that \(\Sigma\) satisfies the phase variable property \(PH(n)\) in restriction to small neighbourhoods of each point in \(X\) (Exercise 4.1, Chapter 2). Assume that moreover \(\Sigma\) is differentially observable of some order \(N\). Show that \(\Sigma\) satisfies the \(PH(N)\) (in restriction to any compact subset \(K\) of \(X\)).

6. The controllable case.

Let us assume that \(\Sigma\) is controllable, in the usual weak sense of the transitivity of its Lie algebra (see Appendix 7, Chapter 1). We will use the theorems 6.1, 6.2, of Chapter 1, which in this case allow us to conclude that the trivial foliation \(\Delta_\Sigma\) is regular, and equal to the foliation \(\Delta_\Sigma\), as was already stated just before Theorem 6.2 in Chapter 1.

**Assume that these foliations are not trivial** (i.e. their dimension is strictly > 0). Then, as was also stated in Chapter 1, Section 6, \(\Sigma\) cannot be observable, for any fixed input. Hence, \(\Sigma\) cannot be differentially observable.

The consequence in the (analytic) controlled case, if \(\Sigma\) is controllable, is that this part of the theory is void : assume that, as in the assumptions of Theorem 5.2, \(\Sigma\) satisfies the \(ACP(N)\) and is differentially observable. Then, the "trivial foliation" has to be trivial, which implies that \(\Xi^{\Sigma}(u)\) has full rank everywhere, hence \(\text{rank}(d_X \hat{R}) = n\). By Theorem 4.1, the \(ACP(N)\) holds iff \(\hat{R} = R_N\), and in that case, \(R_N \subset \hat{R}_N\). Therefore, \(\text{rank}(d_X \hat{R}_N) = n\), and \(S \Phi^R_N\) is an immersion. In fact, we are back to the situation of Chapters 2, or 3, where \(\Sigma\) is strongly differentially observable.

**Exercise 6.1.** Study the controllability (in the weak sense) for the system of Exercise 4.1.
4. SINGULAR STATE-OUTPUT MAPPINGS.
CHAPTER 5

Observers: the high-gain construction.

The subject of this chapter is observers. The purpose of an observer is to obtain information about the state of the system, from the observed data.

In Section 1 of this chapter, we are going to discuss the concept of observers. The main ingredient of that concept is the notion of "estimation". There is no completely satisfactory definition of estimation. For that reason, we have to present several definitions of an observer, each having its domain of application.

We shall explain these different definitions of observers, and point out the relations between them.

In the remainder of the chapter, we shall construct explicitly several types of observers. The fundamental idea behind all of these constructions is to use the classical observers for linear systems and to kill the nonlinearities by an appropriate time rescaling.

The construction we present, and its variations, provide explicit, efficient, and robust algorithms for state estimation. It is closely related to the results of the three previous chapters and it applies in all the cases dealt with in these chapters.

Our observers can be used for several purposes:

a)-state estimation in itself,
b)-dynamic output stabilization.

They will be used in the next chapter 6 for the purpose b).

There are several problems in defining an observer. First, there is no good definition of a state observer when the state space $X$ is not compact. A second difficulty is the "peak phenomenon", explained below, for observers with arbitrary exponential decay.

Finally, let us point out that our construction of observers is related to nonlinear filtering theory. But this is beyond the scope of this book. A good reference for this relation is [8].

In this chapter, we will make the following basic assumption: the system $(\Sigma)$ is differentially observable of a certain order $N \geq 1$.

1. Definition of observer systems and comments.

An observer system is a system $\Sigma_O$, the inputs of which consist of the "observed data" of $\Sigma$, i.e. the inputs of $\Sigma$, their derivatives, and the outputs of $\Sigma$. The task of the observer is the estimation of the state of $\Sigma$.

Let us make a few remarks. The inputs are selected by the "operator" of the system. In particular, he can chose them differentiable, and then, their derivatives are known. On the other hand, it is hard to estimate the derivatives of the outputs from the knowledge of them. For this reason, we strictly avoid any use of these
derivatives in our theory: actually, the first problem we shall deal with, will be to estimate the derivatives of the outputs.

Because $\Sigma$ is differentially observable, for sufficiently smooth controls, estimating the state is equivalent to estimate the $N-1$ first derivatives of the outputs, $\dot{y}_{N-1}$.

We denote by $U^{r,B}$ the set of inputs $u : [0, \infty[ \to U = I^{d_u}$, such that $u$ is $r-1$ times continuously differentiable, its $r^{th}$ derivative belongs to $L^\infty([0, \infty[; R^{d_u})$ and all the derivatives up to order $r$ are bounded by $B > 0$. $U^{0,B}$ is just the subset of $L^\infty([0, \infty[; U)$ formed by the $u(.)$ that are bounded by $B$. (Here, $U = I^{d_u}$ is not necessarily compact; $I = R$ is possible).

1.1. Output observers.

1.1.1. Definitions. We use again the notation $\hat{u}_r = (u^{(1)}, ..., u^{(r)})$, introduced in Chapter 4, Section 1.

Definition 1.1. An $U^{r,B}$ output observer of $\Sigma$, relative to $\Omega$ is a system $(\Sigma_{O_{u}^{r,B,\Omega}})$, $r \geq N$:

\[
\begin{cases}
\frac{dx}{dt} = F(x, u^{(0)}(t), \hat{u}_r(t), y^{(0)}(t)), \\
\eta(t) = H(x(t), u^{(0)}(t), \hat{u}_r(t), y^{(0)}(t)),
\end{cases}
\]

on the $d_z$ dimensional manifold $Z$, where $\Omega \subset X$ is open, where $\eta$, the output, belongs to $R^{Nd_y}$, $F$ and $H$ are $C^\infty$, and satisfy the following condition:

for all $u \in U^{r,B}$, for all $x_0 \in \Omega$, such that the corresponding semi trajectory of $\Sigma$, $x(t, x_0)$, is defined on $[0, +\infty[$ and stays in $\Omega$, for all $z_0 \in Z$, the output $\eta(t)$ is well defined and,

\[
\lim_{t \to +\infty} ||\eta(t) - y_N(t)|| = 0.
\]

Remark 1.1. We will be mostly interested in two cases: $X$ is compact and $\Omega = X$, or $X$ is noncompact but $\Omega$ is relatively compact.

Definition 1.2 below strengthens Definition 1.1.

Definition 1.2. An exponential $U^{r,B}$ output observer of $\Sigma$, relative to $\Omega$, is a one parameter family of output observers of $\Sigma$, depending on the real parameter $\alpha > 0$, with state manifold $Z$, independent of $\alpha$, which satisfies the following condition (34), strengthening (33):

for any $K$, a compact subset of $Z$, for all $x_0 \in K$, for all $x_0 \in \Omega$, for all $u \in U^{r,B}$:

\[
||\eta(t) - y_N(t)|| \leq k(\alpha) e^{-\alpha t} ||\eta(0) - y_N(0)||,
\]

as long as $x(t, x_0)$ stays in $\Omega$, where $k : R_+ \to R_+$ is a function of polynomial growth, depending on $K$ in general.

Such a one parameter family will be typically denoted by $(\Sigma_{O_{u}^{r,B,\Omega}})$.

Remark 1.2. The fact that $k(\alpha)$ has polynomial growth warrants that, if $\alpha$ is large enough, the estimate can be made arbitrarily close to the real value in arbitrary short time.
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1.1.2. **Comment.** Let us assume that \((\Sigma_{\Omega}^B, \Omega)\) is an "output observer" and \(r = N\). Since \(\Sigma\) is differentially observable of order \(N\), we obtain an estimation \(\hat{x}(t)\) of the state \(x(t)\) of \(\Sigma\) as follows.

For \(\Omega'\) open, \(c(\Omega) \subset \Omega'\), denote by \(E(t, z_0)\) the set:

\[
\{x^* \in c(\Omega')| ||(t) - \Phi_N^r(x^*, u(t), \tilde{u}_{N-1}(t))|| = \inf_{x \in \Omega'} ||(t) - \Phi_N^r(x, u(t), \tilde{u}_{N-1}(t))||\}.
\]

If \(\Omega\) is relatively compact, then \(\Omega'\) can be taken relatively compact. In that case, this set \(E(t, z_0)\) is not empty, and for any metric \(d\) on \(X\), compatible with its topology, \(\lim_{t \to +\infty} d(E(t, z_0), x(t)) = 0\). If \(\Omega\) is not relatively compact, this is not true.

**EXERCISE 1.1.** In this situation, show that \(\lim_{t \to +\infty} #(E(t, z_0)) = 1\), if moreover \(\Sigma\) is strongly differentially observable (of order \(N\)), for a trajectory \(x(t, x_0)\) that stays in \(\Omega\) for all \(t \geq 0\).

1.1.3. **The observability distance.** The following could be a way to overcome the problems linked to the noncompactness of \(X\) or \(\Omega\): one should try to construct a canonical distance over \(X\), related to the observability properties. This canonical distance could then be used in the definition of observers.

A trivial way to do this is to define the distance on \(X\):

\[
d_\Omega(x, y) = \sup_{||u(0)||, ||\tilde{u}_{N-1}|| \leq B} ||\Phi_N^r(x, u(0), \tilde{u}_{N-1}) - \Phi_N^r(y, u(0), \tilde{u}_{N-1})||.
\]

**EXERCISE 1.2.** Show that (36) actually defines a distance over \(X\).

Unfortunately, this distance is not compatible with the topology of \(X\) in general:

**EXERCISE 1.3.** Consider the system of Exercise 5.1, Chapter 4, (uncontrolled case). Show that the observability distance is not compatible with the topology of \(X\).

Moreover, this distance is not very natural because it depends on both \(B\) (the bound on the input and its derivatives) and on \(N\) (the degree of differential observability).

There is a special case where the situation is better: if \(X\) is compact, and if \(\Sigma\) is analytic, uncontrolled and just observable, then by the proof of Theorem 3.3 in the previous chapter 4, there is an \(N\) such that \(\Sigma\) is differentially observable of order \(N\). Taking the smallest such \(N\), we get a canonical observability distance, in that case. Unfortunately, this is not very interesting, because \(X\) is compact.

**EXERCISE 1.4.** Show that this distance is compatible with the topology of \(X\).

1.2. State observers.

1.2.1. **Definitions.**

**DEFINITION 1.3.** An \(U_{r,B}^\infty\) state observer of \(\Sigma\), relative to \(\Omega\), is a system \((\Sigma_{\Omega}^B, \Omega)\):

\[
\frac{dz}{dt} = F(z, u^{(0)}, \tilde{u}_r, y^{(0)}), \eta = H(z, u^{(0)}, \tilde{u}_r, y^{(0)}),
\]

on the \(d\) dimensional manifold \(Z\), where \(\Omega \subset X\) is open, \(\eta\), the output, belongs to \(X\), \(F\) and \(H\) are \(C^\infty\), and satisfy the condition:
for all $u \in U$, for all $x_0 \in \Omega$, such that the corresponding semi trajectory of $\Sigma$, $x(t, x_0)$, is defined for $t \in [0, +\infty[\text{ and stays in } \Omega$, for all $x_0 \in Z$, the output $\eta(t, x_0)$ is well defined and,
\begin{equation}
\lim_{t \to +\infty} d(\eta(t, x_0), x(t, x_0)) = 0,
\end{equation}
where $d$ is any metric compatible with the topology of $X$.

Again, this definition makes sense if $\Omega$ is relatively compact only.

**Definition 1.4.** An exponential $U^{r,B}$ state observer of $\Sigma$, relative to $\Omega$, typically denoted by $(\Sigma^{r,B,\alpha}_{\Omega,\alpha})$, is a one parameter family of state observers for $\Sigma$, depending on the real parameter $\alpha > 0$ (on the same manifold $Z$), which satisfies the following condition (39), strengthening (38):

for any compact $K \subset Z$, for any Riemannian distance $d$ on $X$, there exists $\alpha > 0$, and $k : R^+ \to R^+$ with polynomial growth, $k$ and $\alpha$ depending on $d$ and $K$, such that:

for all $x_0 \in \Omega$, for all $u \in U^{r,B}$, for all $x_0 \in K$,
\begin{equation}
\inf[a, d(\eta(t, x_0), x(t, x_0))] \leq k(\alpha)e^{-at}d(\eta(0, x_0), x_0),
\end{equation}
as long as $x(t, x_0)$ stays in $\Omega$.

It is important to note that, in the preceding definition, one can replace "there exists $\alpha > 0$" by "for all $\alpha$, $0 < \alpha < a_0". Again, if $X$ is not compact, and $\Omega$ is not relatively compact, the inequality (39) also does not make sense: all Riemannian metrics are not equivalent, hence the inequality (39) cannot hold for all Riemannian metrics.

**Remark 1.3.** There is no hope to have a reasonable theory if we ask that the condition (39) in Definition 1.4 to be valid for any distance on $X$ (compatible with the topology of $X$), even if $\Omega$ is relatively compact. But for Riemannian distances, everything is fine, since differentiable mappings between Riemannian manifolds are locally Lipschitz.

**Remark 1.4.** The inequality (39) is more complicated than the inequality (34), due to the "peak phenomenon", well known to engineers (and to control theorists). In fact, it happens already in the linear theory. We explain it now.

**1.2.2. Peak phenomenon.** Assume that $\Omega$ is relatively compact. Let $d$ be a given Riemannian metric, and assume that the following inequality is satisfied, instead of (39):
\begin{equation}
d(\eta(t, x_0), x(t, x_0)) \leq k_d(\alpha)e^{-at}d(\eta(0, x_0), x_0),
\end{equation}
where $k_d$ has polynomial growth.

(40) cannot hold for all Riemannian metrics on $X$. This is due to the "peak phenomenon":

It can happen that there exists a trajectory $x(t, x_0)$ of $\Sigma$, with $x_0 \in \Omega$, and a function $\alpha \in R^+ \to t_\alpha \in R^+$, which tends to zero as $\alpha$ tends to $+\infty$, and such that, if $\eta_\alpha(t, x_0)$ denotes a corresponding trajectory of the observer, $\eta_\alpha(t_\alpha, x_0) \to \infty$ as $\alpha$ tends to $+\infty$.

One can construct a Riemannian metric on $X$ such that for the associated distance function $\delta$ on $X$, $\delta(\eta_\alpha(t_\alpha, x_0), x(t_\alpha, x_0))$ tends to $+\infty$ faster than any power of $\alpha$. 
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The "peak phenomenon" already occurs in the linear theory for the classical Luenberger's or Kalman's observers.

Of course, estimations of $x$ that do not belong to $\Omega$ are irrelevant, but this is unimportant: the only important point is that relevant estimations of $x$ are obtained in arbitrary short time, for $\alpha$ large enough.

1.2.3. Consistency of our definition of an exponential state observer.

EXERCISE 1.5. Show that, on a manifold $X$, and on any compact set $C \subset X$, the distances induced on $C$ by Riemannian distances are all equivalent.

LEMMA 1.1. If $\Omega$ is relatively compact, then Definition 1.4 is independent of the choice of the Riemannian metric $d$ on $X$.

1.2.4. Alternative definitions of an exponential state observer. We give now two other apparently different definitions, but more tractable than Definition 1.4.

DEFINITION 1.5. An exponential $U^{r,B}$ state observer of $\Sigma$, relative to $\Omega$, is a one parameter family of state observers for $\Sigma$, depending on the real parameter $\alpha > 0$ (on the same manifold $Z$ independent of $\alpha$), which satisfies the following condition:

There exists a Riemannian metric $d$ such that relation (40) holds, for all $x(t,x_0) \in \Omega$, for all $K$ compact, for all $x_0 \in K$, for all $u \in U^{r,B}$, as long as $x(t,x_0)$ stays in $\Omega$. The function $k_\alpha$ has polynomial growth and depends on $K$.

DEFINITION 1.6. An exponential $U^{r,B}$ state observer of $\Sigma$, relative to $\Omega$, is a one parameter family of state observers for $\Sigma$, depending on the real parameter $\alpha > 0$ (on the same manifold $Z$ independent of $\alpha$), which satisfies the following condition:

There exists a Riemannian metric $d$ such that relation (40) holds, for all $x(t,x_0) \in \Omega$, for all $x_0 \in Z$, for all $u \in U^{r,B}$, as long as $x(t,x_0)$ stays in $\Omega$. The function $k_\alpha$ has polynomial growth.

Of course, Definition 1.6 is strictly contained in Definition 1.5. On the other hand, if $\Omega$ is relatively compact, by Lemma 1.1, Definition 1.5 is itself contained in Definition 1.4. But, in fact, we have:

PROPOSITION 1.2. Definitions 1.5, 1.4 are equivalent.

The only motive to introduce the equivalent definition 1.4 is that it is independent of any special Riemannian metric over $X$.

The observers that we will construct will be of two types, as in the classical linear theory: 1) Luenberger type, 2) Kalman's type.

For the Luenberger case, the statement of Definition 1.6 is valid, and in the Kalman's case, the statement of Definition 1.5 is valid. This is true both for the classical linear theory and our nonlinear theory.

1.3. Relations between state observers and output observers. (1)

Assume that $\Sigma^{r,B,\Omega}$ is an output observer. If $X = \mathbb{R}^n$, if $\Omega$ is relatively compact, then, by Lemma 5.1 and the comment just after, in the previous chapter 4, there is a continuous function $\varphi_N : \mathbb{R}^{N_d} \times \mathbb{R}^{N_d} \rightarrow X$, such that $x = \varphi_N(y, \dot{y}_{N-1}, u, \dot{u}_{N-1})$. This function provides a continuous single-valued estimation $\hat{x}(t)$ of $x(t,x_0) : \hat{x}(t) = \varphi_N(\eta(t), u(t), \dot{u}_{N-1}(t))$. If $\| \|$ denotes any norm on $X = \mathbb{R}^n$, one has:

\[
\lim_{t \to +\infty} |x(t) - \hat{x}(t)| = 0.
\]
Therefore, in that case, the output observer $\Sigma_{O_v}^{r, B, \Omega}$ allows to construct an $U^{r, B}$ state observer, relative to $\Omega$.

(2) The assumptions are the same as in (1) but $\Sigma$ is strongly differentially observable of order $N$, and (34) holds. Then, the function $\varphi_N^0$ can be taken smooth, compactly supported, and if $d$ is any Riemannian distance over $X$, $d(x(t), \dot{x}(t)) \leq k_d(\alpha) e^{-at}$ for some function $k_d$ with polynomial growth, depending on $d, \Omega, K$.

(3) Assume that $\Sigma_{O_x}^{r, B, \Omega}$, $r' \geq 0$ is a state observer. Then, a fortiori, it is an $U^{r, B}$ state observer for some $r_0$, for all $r \geq r_0 \geq N$. We know that $\Omega$ is relatively compact. We can use the mapping $\Phi_r^C$ in order to construct an $U^{r, B}$ output observer as follows: we can replace $\Phi_r^C$ by a smooth ($C^\infty$) mapping $\bar{\Phi}_r^C$, which is constant outside a compact set, and the restriction of which to $\Omega \times V$ coincides with $\Phi_r^C$. Here, $V$ is the set of $(r - 1)$ jets at $t = 0$ of control functions $u(t)$, the $r - 1$ first derivatives of which are bounded by $B (V = (U \cap (I_B)^{d_u}) \times (I_B)^{(r-1)d_u})$. Taking the composition $\mathcal{H}$ of this mapping $\bar{\Phi}_r^C$ with $\mathcal{H}$, as the output mapping of the observer, we get an $U^{r, B}$ output observer relative to $\Omega$.

If $\Sigma_{O_x}^{r, B, \Omega}$ is exponential, then:
1) $\|\bar{\Phi}_r^C(\eta(t, x_0), u_r(t)) - \bar{\Phi}_r^C(x(t, x_0), u_r(t))\| \leq \lambda d(\eta(t, x_0), x(t, x_0))$ for $\lambda$ large enough.
2) $\|\bar{\Phi}_r^C(\eta(t, x_0), u_r(t)) - \bar{\Phi}_r^C(x(t, x_0), u_r(t))\| \leq M$ because $\bar{\Phi}_r^C$ is single-valued outside a compact. Hence, for $\lambda$ large enough:

$$
\|\bar{\Phi}_r^C(\eta(t, x_0), u_r(t)) - \bar{\Phi}_r^C(x(t, x_0), u_r(t))\| \leq \lambda \inf(d(\eta(t, x_0), x(t, x_0)), M),
$$

Thus, for $\lambda$ large enough:

$$
\|\bar{\Phi}_r^C(\eta(t, x_0), u_r(t)) - \bar{\Phi}_r^C(x(t, x_0), u_r(t))\| \leq \lambda k(\alpha) e^{-at} d(\eta(0, x_0), x_0).
$$

**EXERCISE 1.6.** (1) If moreover $\Sigma$ is strongly differentially observable of order $r$, prove that $\bar{\Phi}_r^C$ can be chosen so that, $d(\eta(0, x_0), x_0) \leq \gamma d(\bar{\Phi}_r^C(\eta(0, x_0), u_r(0)) - \bar{\Phi}_r^C(x(0, x_0), u_r(0)))$, for all $x_0 \in K$, all $x_0 \in \Omega$, where $\gamma$ depends on the compact $K$. This shows that the modified observer is an $U^{r, B}$ exponential output observer.

2. The "high gain construction".

2.1. Discussion about the "high-gain construction". The "high-gain construction" is a general way to construct either state or output $U^{r, B}$ observers, that are moreover exponential. Before explaining this construction, we want to point out a certain number of facts, concerning the results in this chapter.

1. Systems with a phase variable representation: for the systems appearing in Chapters 3, 4, we obtain a phase variable representation of a certain order $N$. As we shall see, our "high-gain observers" work for systems in the phase variable representation, for $C^N$ controls. Hence they apply to these general classes of systems.

2. Systems with a uniform canonical flag: (the single output controlled case of Chapter 2). In that case, as we know (see Exercise 5.4, Chapter 4), $\Sigma$ satisfies the phase variable property of some order, either locally or in restriction to arbitrarily large compact sets if moreover $\Sigma$ is differentially observable.

Hence, the construction also applies for sufficiently smooth inputs. But there is a stronger result: If $\Sigma$ has the observability canonical form (15) of
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Chapter 2, then, our observers work also for arbitrary $L^\infty$ inputs, i.e. they are $U^{0,B}$ observers.

3. The high gain construction has mainly two versions: referring to the terminology of linear systems theory, the first version is in the "Luenberger style" and the second version is in the "Kalman filter style" (a deterministic version of the Kalman filter).

4. There are versions of the "high gain observer" that are "continuous-continuous", and others that are "continuous-discrete": continuous-continuous means that the observer equation are ODE'S, and observations are continuous functions of time. In the continuous-discrete version, which is more realistic, the observer equations are ODE'S with jumps, and observations are sampled.

2.2. The "Luenberger style" observer. This section will concern uniformly infinitesimally observable systems.

Let us assume that $X = \mathbb{R}^n$ and our system $\Sigma$, analytic, has the observability canonical form (15) globally. Recall that this canonical form exists locally as soon as $\Sigma$ has a uniform canonical flag.

Let us denote by $z_i$ the vector $(x^0, ..., x^i)$. The following two additional assumptions will be crucial.

(A1) Each of the maps $f_i$, $i = 0, ..., n - 1$, is globally Lipschitz w.r.t. $z_i$, uniformly with respect to $u$ and $x^{i+1}$.

(A2) there exists two real $\alpha, \beta$, $0 < \alpha < \beta$, such that

\begin{align}
\alpha &\leq \left| \frac{\partial h}{\partial x^0} \right| \leq \beta, \\
\alpha &\leq \left| \frac{\partial f_i}{\partial x^{i+1}} \right| \leq \beta, 0 \leq i \leq n - 2.
\end{align}

In fact, these assumptions can be automatically satisfied, as soon as one is interested only in the trajectories that stay in a given compact convex set $\Gamma \subset X = \mathbb{R}^n$, as shows the following exercise.

**Exercise 2.1.** Assume that $X = \mathbb{R}^n$, $\Gamma \subset X$ is the closure of an open, relatively compact, convex subset of $X$, and $\Sigma$ has the normal form (15), (it is sufficient that it has this normal form only on $\Gamma$).

Show that, for all $B > 0$, $\Sigma$ can be extended smoothly ($C^\infty$) outside of $\Gamma \times V_B$, so that the assumptions $A_1, A_2$, are satisfied (globally) on $X \times U$. (Here, $V_B = \{u \in U; |u| \leq B\}$).

In order to prove the main result of this section, the following technical lemma is crucial:

**Lemma 2.1.** Consider time-dependant real matrices $A(t)$ and $C(t)$:

\[
A(t) = \begin{pmatrix}
0, \varphi_2(t), ..., 0 \\
0, 0, \varphi_3(t), ..., 0 \\
\vdots \\
0, 0, ..., 0, \varphi_n(t) \\
0, 0, ......., 0, 0
\end{pmatrix},
C(t) = (\varphi_1(t), 0, ..., 0).
\]
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$A(t)$ is $n \times n$, and $C(t)$ is $1 \times n$. Assume that there are two real constants $\alpha, \beta$, such that:

$$0 < \alpha < \beta, \alpha < \varphi_i(t) < \beta, 1 \leq i \leq n.$$  

Then, there is a real $\lambda > 0$, a vector $\bar{K} \in \mathbb{R}^n$, and a symmetric positive definite $n \times n$ matrix $S$, $\lambda$ and $S$ depending on $\alpha, \beta$ only, such that:

$$(A(t) - \bar{K}C(t))' S + S(A(t) - \bar{K}C(t)) \leq -\lambda \text{Id}.$$  

Here, $(A(t) - \bar{K}C(t))'$ means transpose of $(A(t) - \bar{K}C(t))$ and $\leq$ is the (partial) ordering of symmetric matrices defined by the cone of symmetric positive semi-definite matrices.

Now, let us define the dynamics of our "observer system" $\Sigma_O$ as follows:

$$\frac{d\hat{x}}{dt} = f(\hat{x}, u) - K_\theta(h(\hat{x}, u) - y),$$  

where $K_\theta = \Delta_\theta K$, $\Delta_\theta = \text{diag}(\theta, \theta^2, ..., \theta^n)$ for $\theta > 1$, and $K$ (together with $S$ and $\lambda$) comes from Lemma 2.1, relative to $\alpha, \beta$, in the assumption $A<i$, $(42)$.

**THEOREM 2.2.** For any $a > 0$, there is a $\theta > 1$ (large enough) such that:

$$\forall (x_0, x_0) \in X \times X, \|\hat{x}(t) - x(t)\| \leq k(a)e^{-\alpha t}\|\hat{x}_0 - x_0\|,$$

for some polynomial $k$, of degree $n$, where $\hat{x}(t)$ and $x(t)$ denote the solutions at time $t$ of the observer system $\Sigma_O$ and the system $\Sigma$, with respective initial conditions $\hat{x}_0$, $x_0$.

**COROLLARY 2.3.** For all $B > 0$, for any relatively compact $\Omega \subset X$, the system $\Sigma_O$ given by Formula (43) is an $U_0^B$ exponential state observer for $\Sigma$, relative to $\Omega$.

**COROLLARY 2.4.** Let $\Omega$ be an open relatively compact convex subset of $X = \mathbb{R}^n$. Assume that the restriction $\Sigma_{\partial(\Omega)}$ is globally in the observability canonical form $(15)$. Then, for all $B > 0$, there is a $U_0^B$ exponential state observer for $\Sigma$, relative to $\Omega$.

Observation: in both corollaries, the polynomial $k(a)$ is independent of the compact set $\Omega$ in the definition of the observer.

Corollary 2.3 is an immediate consequence of Theorem 2.2 and of the definition of a state observer. Corollary 2.4 is a consequence of Exercise 2.1 and of Theorem 2.2.

2.3. The case of a phase-variable representation. Here, $d_u$ is arbitrary.

Let us assume that we have a system in the phase-variable representation, $y^{(N)} = \varphi(y^{(0)}, \tilde{y}_{N-1}, u^{(0)}, \tilde{u}_N)$, then, the previous construction can be adapted to obtain an exponential $U_{N,B}^N$ output observer, at the cost of an additional assumption:

$$(a_3) \varphi \text{ is compactly supported w.r.t. } (y^{(0)}, \tilde{y}_{N-1}).$$  

(Recall that this means that for any $K'$, a compact subset of $U \times R^{d_u}$, the restriction of $\varphi$ to $R^{d_u} \times K'$ is compactly supported.)

As we know, this assumption is satisfied in many situations, for instance:

- In Chapter 4, in the situation of Theorem 5.2,
In particular, in the case where \( d_y > d_u \), we have generically a phase variable representation. If we restrict \( \Sigma \) to a compact subset \( \Omega \) of \( X \), Theorem 5.2 gives us a phase-variable representation for \( \Sigma \), with the additional property (A3).

Let us denote by \( A \) the \((Nd_y, d_y)\) block-antishift matrix:

\[
A = \begin{pmatrix}
0, Id_{d_y}, 0, \ldots, 0 \\
0, 0, Id_{d_y}, 0, \ldots, 0 \\
0, \ldots, 0, Id_{d_y} \\
0, 0, \ldots, 0, 0, 0
\end{pmatrix}
\]

\( \hat{z} \) denotes a typical element of \( R^{Nd_y} \). Then \( \frac{d\hat{z}}{dt} = A \hat{z} \) is the linear ODE on \( R^{Nd_y} \), corresponding to the vector field:

\[
A(\hat{z}) = \sum_{i=1}^{N} \{ \hat{z}_{d_y+i} \frac{\partial}{\partial \hat{z}_{(i-1)d_y+j}} \}
\]

\( b(\hat{z}, u^{(0)}, \bar{u}_N) \) is a vector field on \( R^{Nd_y} \), depending on \( u^{(0)}, \bar{u}_N \), defined as follows:

\[
b(\hat{z}, u^{(0)}, \bar{u}_N) = \sum_{j=1}^{d_y} \varphi_j(\hat{z}, u^{(0)}, \bar{u}_N) \frac{\partial}{\partial \hat{z}_{(N-1)d_y+j}}
\]

\( C : R^{Nd_y} \rightarrow R^{d_y} \) is the linear mapping with matrix:

\[
C = (Id_{d_y}, 0, \ldots, 0),
\]

i.e. \( C(\hat{z}) \) denotes the vector of \( R^{d_y} \) the components of which are the \( d_y \) first components of \( \hat{z} \).

DEFINITION 2.1. A square matrix \( A \) is called stable if all its eigenvalues have strictly negative real parts.

Consider the system \( \Sigma_O \), on \( R^{Nd_y} \), with output \( \eta \in R^{Nd_y} \),

\[
(\Sigma_O) \quad \frac{d\hat{z}}{dt} = A(\hat{z}) + b(\hat{z}, u^{(0)}, \bar{u}_N) - K_\theta(C(\hat{z}) - y(t)), \eta = \hat{z},
\]

where \( \theta > 1 \) is a given real, \( K_\theta = \Delta_\theta K, \Delta_\theta \) is the block diagonal matrix:

\[
\Delta_\theta = \text{Block - diag}(\theta Id_{d_y}, \theta^2 Id_{d_y}, \ldots, \theta^N Id_{d_y}),
\]

and \( K \) is such that the matrix \( A - KC \) is a stable matrix.

EXERCISE 2.2. Prove that such a \( K \) does exist.

THEOREM 2.5. \( \Sigma_O \) is an exponential \( UN, B \) output observer relative to an arbitrarily large relatively compact \( \Omega \subset X \) (if the assumption A3 is satisfied. If not, one has first to modify the mapping \( \varphi \) outside \( S \Phi_N(\Omega \times R^{Nd_y}) \) in order that A3 be satisfied. In that case, the observer system depends on \( \Omega \)).

Observation: again, the function \( k \) in the definition of the exponential output observer does not depend on the compact \( K \) (in which the observer is initialized). This will not be the case any more in the next paragraph.

2.4. The "extended Kalman filter style" construction.
2.4.1. Introduction and main result. No prerequisites about the Kalman filter are required to understand this section. We remain in the deterministic setting, and complete proofs of all results can be given in a very elementary way. Let us just add a few "comments", about the "extended Kalman filter".

The "extended Kalman filter" (for simplicity denoted by "E.K.F.") applies the linear time dependant version of the Kalman filter, to the linearized system along the estimate of the trajectory. If it was along the real trajectory, then, the procedure would be perfectly well defined. But, it has to be along the estimate of the trajectory, since the real trajectory is unknown: the purpose of the filter is precisely to estimate it.

Because of this, it is an easy exercise to check that the equations of the "extended Kalman filter" are not intrinsic. They depend on the coordinate system. They were introduced by the engineers, and they perform very well in practice, because they take the noise into account.

Our point of view in this section is like that:

1) We use special coordinates, for instance, the special coordinates of the uniform observability canonical form (17), in the single output control affine case, or, the coordinates of a phase variable representation in other cases. These coordinates are essentially uniquely defined, hence, the extended Kalman filter written in these coordinates, becomes a well defined object,

2) it is possible to adapt the high gain construction shown in the previous section in order that the equations of the E.K.F. in the special coordinates give the same results as in the previous section (arbitrary exponential convergence of the estimation error).

The main difference with the Luenberger style version, is that the correction term "$K_\theta$" is not constant: it is computed as a function of the information appearing at the current time $t$. We have observed in the applications that the E.K.F. performs very well in practice, probably for this reason.

Let us present this construction in the single-output, control-affine case: this last requirement seems essential. We make the following assumption:

a1) $\Sigma$ is globally in the normal form (17).

This is true in several situations, for example if $\Sigma$ is observable and if we make one of the following assumptions (a2), (a3).

a2) $\Phi = (h, L f h, \ldots, L^{n-1} f h)$ is a global diffeomorphism,

or, weaker,

a3) in restriction to $\Gamma$, the closure of an open relatively compact subset of $X$, $\Phi$ is a diffeomorphism.

Remember that the observability assumption implies that $\Phi$ should be almost everywhere a local diffeomorphism from $X$ into $R^n$, and that, in the coordinates defined by $\Phi$, the system $\Sigma$ has to be in the normal form (17). (See Theorem 4.1, Chapter 2). In the case of the assumption a3), all the functions $\varphi$ and $g_i$ in the normal form (17) can be extended to all of $R^n$ so that they are smooth and compactly supported w.r.t. all their arguments, and $g_i$ depends on $(x_1, \ldots, x_i)$ only.
Let us recall the normal form (17):

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_{n-1} \\
\dot{x}_n
\end{bmatrix} =
\begin{bmatrix}
x_2 \\
x_3 \\
\vdots \\
x_n
\end{bmatrix} + u
\begin{bmatrix}
g_1(x_1) \\
g_2(x_1, x_2) \\
\vdots \\
g_n(x)
\end{bmatrix}
\]

\(y = x_1\)

Let us assume moreover that:

- \(\varphi\) and \(g_i\) are globally Lipschitz. In the case a3), this will be automatically true, by what we just said.

Denote again by \(A\) the antishift matrix:

\[
A = \begin{pmatrix}
0, 1, 0, \ldots, 0 \\
\vdots \\
0, \ldots, 0, 1 \\
0, 0, \ldots, 0
\end{pmatrix}
\]

\(C\) is the linear form over \(R^n\) with matrix \(C = (1, 0, \ldots, 0)\). Let us rewrite the normal form (17) in matrix notations as follows:

\(\dot{x} = Ax + b(x, u), \ y = Cx,\)

where \(b_i\), the \(i^{th}\) component of \(b\) depends only on \(x_i = (x_1, \ldots, x_i)\) and \(u\).

Let \(Q\) be a given symmetric positive definite \(n \times n\) matrix, \(r, \theta\) are positive real numbers, \(\Delta_{\theta} = \text{diag}(1, \frac{1}{\theta}, \ldots, \frac{1}{\theta^{n-1}})\). Let \(b^*(x, u)\) denote the Jacobian matrix of \(b(x, u)\) w.r.t. \(x\). Set \(Q_{\theta} = \theta^2(\Delta_{\theta})^{-1}Q(\Delta_{\theta})^{-1}\). The following equations:

\(\begin{align*}
(i) \quad & \frac{dz}{dt} = Az + b(z, u) - S(t)^{-1}C^{r-1}(Cz - y(t)), \\
(ii) \quad & \frac{dS}{dt} = -(A + b^*(z, u))^tS - S(A + b^*(z, u)) + C^{r-1}C - SQ_{\theta}S,
\end{align*}\)

define what is called the "extended Kalman filter" for our system (46), \((Q_{\theta}\) and \(r\) are analogous to the covariance matrices of the state noise and the output noise in the stochastic context).

The following theorem holds:

**THEOREM 2.6.** Under the assumptions (a1), (a4), for \(\theta > 1\), for all \(T > 0\), the extended Kalman filter (47) satisfies, for \(t \geq \frac{T}{2}\):

\[
||z(t) - x(t)|| \leq \theta^{n-1}k(T) ||z(T) - x(T)|| e^{-(\theta(\omega(T) - \mu(T)))(t - \frac{T}{2})},
\]

for some positive continuous functions \(k(T), \omega(T), \mu(T)\).

**COROLLARY 2.7.** Under the assumptions (a1), (a4), for any open relatively compact \(\Omega \subset X = R^n\), for any \(B > 0\), the extended Kalman filter is an exponential \(U^{0,B}\) state observer, relative to \(\Omega\).
In fact, this theorem and this corollary generalize to the case of a multi output system, having a phase variable representation. Let us assume that \( \Sigma \) has the phase variable representation \( y^{(N)} = \varphi(y, \tilde{y}_{N-1}, u, \tilde{u}_N) \), and that \( \varphi \) is compactly supported w.r.t. \( (y, \tilde{y}_{N-1}) \), as in Section 2.3.

We consider systems on \( R^{Np} \), of the general form:

\[
\frac{dx}{dt} = A_{N,p}x + b(x, u),
\]

where \( p \) is an integer, \( A_{N,p} \) is the \((Np, p)\)-antishift matrix:

\[
A_{N,p} = \begin{pmatrix} 0, I_p, 0, \ldots, 0 \\ 0, \ldots, 0, I_p \\ \vdots \\ 0, \ldots, 0, 0 \end{pmatrix}
\]

and where \( \frac{\partial b}{\partial x_j} \equiv 0 \) if, for some integer \( k \):

\[
k p < i \leq (k + 1)p, \text{ and } j > (k + 1)p,
\]

and all the functions \( b_i(x, u) \) are compactly supported w.r.t. their \( x \) arguments.

Clearly, this form includes the normal form (17), but also the systems with \( p \) outputs, that are in the phase variable representation (in this case, \( u \) in (50) denotes not only the control, but its \( N \) first derivatives).

Let us consider the same "extended Kalman filter" equations:

\[
\begin{align*}
(i) \quad & \frac{dz}{dt} = A_{N,p}z + b(z, u) - S(t)^{-1}Cz - y(t), \\
(ii) \quad & \frac{d\eta}{dt} = -(A_{N,p} + b^*(z, u))'S - S(A_{N,p} + b^*(z, u)) + Cz - SQ_0S, \\
\end{align*}
\]

where \( C = (I_p, 0, \ldots, 0), Q_0 = \theta^2\Delta^{-1}Q\Delta^{-1}, \Delta = BlockDiag(I_p, \frac{1}{2}I_p, \ldots, (\frac{1}{2})^{N-1}I_p) \).

As in the case of our "Luenberger type" observers, we have:

**Theorem 2.8.** Theorem 2.6 holds also for systems of the form (50).

**Corollary 2.9.** If a system \( \Sigma \) has a phase variable representation of order \( N \), then, for all open relatively compact subsets \( \Omega \subset X \), for all \( B > 0 \), the system (51) is an exponential \( U_{N,B} \) output observer for \( \Sigma \), relative to \( \Omega \).

Corollary 2.9 is just a restatement of Corollary 2.7 in this new context.

The following theorem is crucial for the proof of these results.

**Theorem 2.10.** If \( S_0 \) is positive definite, then, the solution \( S(t) \) of the Riccati equation (51, (ii)) is well defined and positive definite for all \( t \geq 0 \). For all \( T > 0 \), there are constants \( 0 < \gamma < \delta \), depending on \( T, B, Q, r \) only (not on \( S_0 \) !) such that, for \( t \geq T : \)

\[
\gamma I_{Np} \leq S(t) \leq \delta I_{Np}
\]

This is classical, but one has to be very careful: all original versions of statements and proofs of this theorem are wrong. In particular, the following classical inequality is false:

\[
\left( \frac{\alpha_2}{1 + \alpha_2 + 1} \right) I_{Np} \leq P(t) \leq I_{Np} \left( \frac{1}{\alpha_1} + \beta_2 \right),
\]
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where $\alpha_1, \beta_1$ are the bounds on the Gramm observability matrix, and $\alpha_2, \beta_2$ are the bounds on the Gramm controllability matrix.

2.4.2. The continuous-discrete version of the High-gain extended Kalman filter. This is a more realistic version of the previous high-gain observer: Observations are sampled.

As the continuous high gain extended Kalman filter, it applies to systems that are in the normal form (50), in restriction to compact sets. In particular, it applies to all systems that have a phase variable representation for sufficiently smooth controls, and to control affine systems that have a uniform canonical flag, for general $L^\infty$ controls.

For the statement of our result, let us make exactly the same assumptions as in the previous section 2.4.1. For simplicity in exposition, let us consider the single output case only.

Let us chose a time step $\delta t$, small enough. The equations of the continuous-discrete version $\Sigma_{Oc.d.}$ of our "extended Kalman filter" are, for $t \in [(k-1)\delta t, k\delta t[$:

\begin{align*}
(\text{Prediction step:})
\end{align*}

\begin{align*}
(52) & \quad \frac{dz}{dt} = Az + b(z, u), \\
(52) & \quad \frac{dS}{dt} = -(A + b^*(z, u))'S - S(A + b^*(z, u)) - SQ \delta t,
\end{align*}

and at time $k\delta t$:

\begin{align*}
(\text{innovation step:})
\end{align*}

\begin{align*}
(53) & \quad z_k(+)) = z_k(-) - S_k(+)^{-1}C'r^{-1}\delta t(Cz_k(-) - y_k), \\
(53) & \quad S_k(+)) = S_k(-) + C'r^{-1}C \delta t.
\end{align*}

The assumptions being the same as for Theorem 2.6, Corollary 2.7, we have:

THEOREM 2.11. For all $T > 0$, there are two positive constants $\theta_0, \mu$, such that, for all $\delta t$ small enough, $\theta > \theta_0$, $\theta \delta t < \mu$, one has, for all $t > T$:

\begin{align*}
||z(t) - x(t)|| \leq \bar{K}e^{\theta \delta t} - e^{(\lambda t - \mu)(T - \frac{T}{\theta})}||z(T) - x(T)||,
\end{align*}

for some positive constants $\bar{K}, \lambda, \omega$.

This is the continuous-discrete analog of Formula (49). Hence it is possible to state the continuous-discrete analogs of the other corollaries in the previous section. We leave this to the reader.
5. OBSERVERS: THE HIGH-GAIN CONSTRUCTION.
CHAPTER 6

Dynamic Output Stabilization.

Using the results of the previous chapters, we can derive a constructive method to solve the following problem. We are given a system $\Sigma$:

$$\Sigma \left\{ \begin{array}{l}
\dot{x} = f(x, u), \\
y = h(x, u), 
\end{array} \right.$$  

$u \in U = I^d$, where $I$ is a closed interval of $R$ (possibly unbounded). This system is assumed to have an equilibrium point $x_0$ which is asymptotically stabilizable by smooth, $U$-valued state feedback, that is: there is a smooth function $\alpha(x)$, such that $x_0$ is an asymptotically stable equilibrium of the vector field $\dot{x} = f(x, \alpha(x))$.

The problem is the following: is it possible to stabilize asymptotically by using not the state information (as does the state feedback $\alpha(x)$), but by using only the output information. As usual in this type of problem, we avoid to differentiate the outputs (since, from the physical point of view, we would have to differentiate the noise, or the measurement errors, which is not reasonable).

We will be interested only by the behaviour of $\Sigma$ within the basin of attraction of the equilibrium $x_0$, hence, we can restrict $X$ to this basin of attraction and assume that $X = R^n$ (see [38]).

The basic idea, coming from the linear theory, is to construct a state observer, and to control the system using the feedback $\alpha$ evaluated on the estimate $\hat{x}$ of the state.

1) We will show that this is possible for the systems of Chapter 2, for which a uniform canonical flag exists, and we can construct an exponential state observer, by the previous chapter.

2) In the general case where we have a phase variable representation only, i.e. for systems of Chapters 3, 4, we will show that this is possible by using exponential output observers, but the construction is a bit more sophisticated.

In fact, we will not be able to cover (as in the linear case) the whole original basin of attraction: we will obtain asymptotic stability within arbitrarily large compact sets contained in this basin of attraction, only.

At the end of the chapter, we will say a few words about a situation in which the results can be improved from a practical point of view: our theorems depend very essentially on the high-gain construction. Moreover, the output stabilization is "twice high gain" (in a sense that will be clear later on: first, we need high gain for the observer to estimate exponentially, second, this exponential rate of the observer has to be very large). It is important to understand that, in some situations that are very common in practice, only exponential convergence of the estimation of the state is required, but the exponential rate can be small.
1. The case of a uniform canonical flag.

We will make the assumptions of Section 2.2 of the previous chapter 5: $X = \mathbb{R}^n$, and our system is globally in the normal form (15). We know already that we can modify the normal form outside any open ball $B^0$ for the Lipschitz conditions $(A1), (A2)$ of this chapter 5 to be satisfied globally over $X$. In the proof of the main theorem 1.1 below, the semi-trajectories of $\Sigma$ under consideration will not leave a compact subset, denoted below by $D_{m+1}$. This justifies making these assumptions.

We will consider first the "Luenberger type" observer. The same task can be performed by the "Kalman type" observer, but it applies to the control affine case only, and the proof is more complicated, as we shall see.

1.1. Semi global asymptotic stabilizability. The most convenient notion to be handled in this chapter is not "global asymptotic stabilizability", but the weaker "semi-global asymptotic stabilizability", that we define immediately.

**Notation:** In order to shorten certain statements, let us say that a vector field on $X$ is "asymptotically stable at $x_0 \in X$ within a compact set $\Gamma \subset X$" if $x_0$ is an asymptotically stable equilibrium point and the basin of attraction of $x_0$ contains $\Gamma$.

**DEFINITION 1.1.** We say that the (unobserved) system $\Sigma$ on $X$, $\dot{x} = f(x,u)$ is semi-globally asymptotically stabilizable at $(x_0,u_0)$ if, for each compact $\Gamma \subset X$, there is a smooth feedback $\alpha_\Gamma : X \rightarrow \text{Int}(U)$, $\alpha_\Gamma(x_0) = u_0$, such that the vector field on $X$:

$$\dot{x} = f(x, \alpha_\Gamma(x)),$$

is asymptotically stable at $x_0$ within $\Gamma$.

We make the assumption that $X = \mathbb{R}^n$, but it may not be clear that the state space $X$ of a semi-globally asymptotically stabilizable $\Sigma$ should be $\mathbb{R}^n$. But in fact, this is true: by definition, any compact subset $\Gamma \subset X$ is contained in the basin of attraction of $x_0$ for a certain smooth vector field. By the results of [38], such a basin of attraction is diffeomorphic to $\mathbb{R}^n$.

Then, since we assumed $X$ paracompact, the Brown-Stallings theorem gives the result.

**Comment:** It does not follow immediately from [38] that the basin of attraction of the origin, for an asymptotically stable vector field, is diffeomorphic to $\mathbb{R}^n$, since it is assumed in the paper that the state space is $\mathbb{R}^n$. But, one can modify slightly the arguments to make them work for a general (paracompact) manifold.

1.2. Stabilization with the Luenberger-type observer. We assume (reparametrization) that $x = 0$, $u = 0$ is the equilibrium point under consideration, and the smooth stabilizing feedbacks are $\alpha_\Gamma(x)$, i.e. $\alpha_\Gamma(0) = 0$, and $x = 0$ is an asymptotically stable (within $\Gamma$) equilibrium point of the vector field:

$$\dot{x} = f(x, \alpha_\Gamma(x)),$$

Now $\Gamma$ is fixed, together with the corresponding $\alpha_\Gamma$. The basin of attraction of zero is $B_\Gamma$, $\Gamma \subset B_\Gamma$. 
We have to study the following system on $X \times X$:

\begin{align*}
\dot{x} &= f(x, \tilde{a}(z)), \\
\dot{z} &= f(z, \tilde{a}(z)) - K_\theta (h(z, \tilde{a}(z)) - y), \\
y &= h(x, \tilde{a}(z)),
\end{align*}

(56)

where $K_\theta$ is as in Theorem 2.2 of Chapter 5. The purpose is to show that, if $\theta$ is large enough, $(0, 0)$ is an asymptotically stable equilibrium of (56), and the basin of attraction of $(0, 0)$ can be made arbitrarily large in $B_{R} \times X$, by increasing $\theta$. Here, $\tilde{a}$ is a certain other smooth feedback, depending on the compact $\Gamma$, that we construct now:

Using the inverse Lyapunov theorems, we can find a smooth, proper strict Lyapunov function $V : B_{\Gamma} \to \mathbb{R}_{+}$, for the vector field (55), $V(0) = 0$. This means that, along the trajectories of $\Sigma$, $\frac{dV(x)}{dt} < 0$ (except for $x = 0$). The function $V$ reaches its maximum $m$ over $\Gamma$. Let us consider $D_{m+1} = \{ x \mid V(x) \leq m + 1 \}$, and let us replace $\alpha r$ by $\tilde{a}$ such that:

1) $\tilde{a} = \alpha r$ on $D_{m+1}$,

2) $\tilde{a}$ is smooth, compactly supported, with values in $\text{Int}(U)$ (we have already assumed above that, by translation in the $U$ space, $0 \in \text{Int}(U)$).

Let us also set $B = \sup_{x \in \mathbb{R}^n} \| \tilde{a}(x) \|$. The following theorem holds:

**Theorem 1.1.** Given arbitrary compact sets $\Gamma, \Gamma' \subset X$, if $\theta$ is large enough, then, (56) is asymptotically stable at the origin within $\Gamma \times \Gamma'$.

**Comment:** This theorem means that, provided that we know a compact set $\Gamma$ where the system starts, and provided that we modify the stabilizing feedback at infinity, we can just plug the estimate of the state given by our "state observer" into the feedback, and the resulting system is asymptotically stable at the origin. Moreover, the semi trajectories starting from $\Gamma \times \Gamma'$ tend to the origin. That is, we can asymptotically stabilize at the origin via the observer, using observations only. This can be done within arbitrarily large compact sets.

As it appears in the proof, it is very important that the observer is exponential, with arbitrary exponential decay: we need the exponential decay for local asymptotic stabilization, but we also need an arbitrarily large exponential in order to estimate the state very quickly.

**1.3. Stabilization with the high-gain E.K.F.** Assume that we are in the control affine case. Then, we could try to use the "high gain extended Kalman filter" exactly in the same way (see Theorem 2.6, Corollary 2.7, Chapter 5). There are several additional difficulties, but the same result holds:

**Theorem 1.2.** Replacing the "Luenberger High-gain observer" by the "High-gain extended Kalman filter", Theorem 1.1 is still valid, i.e. : for any triple of compact subsets $\Gamma, \Gamma', \Gamma'' \subset \mathbb{R}^{n} \times \mathbb{R}^{n} \times S_{\infty}(+)$, for $\theta$ large enough, the "High gain extended Kalman filter" coupled with the system $\Sigma$ to which the feedback control $\tilde{a}(z)$ is applied, is asymptotically stable within $\Gamma \times \Gamma' \times \Gamma''$ at $(0, 0, S_{\infty})$.

**Exercise 1.1.** Give the proof of Theorem 1.2.

We can also use the continuous-discrete version of the high gain extended Kalman filter:
EXERCISE 1.2. State and prove a version of Theorem 1.2 using the continuous-discrete version of the high-gain EKF.

2. The general case of a phase variable representation.

2.1. Preliminaries. We will now deal with the case of Chapters 3, 4, where the system has a phase variable representation of a certain order. This happens generically if \( d_y > d_u \) (at least for bounded and sufficiently differentiable controls, but it will be the case here).

The systems of the previous paragraph have a phase variable representation, as we have noticed already. So that, one could ask: why the considerations in the previous paragraph? The answer is that the procedure for stabilizing (asymptotically) via output information is much less complicated in that case. In particular, now, we will have to deal with a certain number of successive derivatives of the inputs, because we have only \( U^{N,B} \) output observers. In the previous paragraph, we had a \( U^{0,B} \) state observer, hence, these problems did not appear.

We will obtain the result with the high-gain Luenberger output observer. Generalizations to the case of the high-gain extended Kalman filters (either continuous-continuous or continuous-discrete) can be done in the same way as in the proof of Theorem 1.2 above. We will leave these generalizations as exercises.

2.1.1. Rings of \( C^\infty \) functions. Recall that, in Chapter 4, we introduced several rings of (germs of) analytic functions: \( \mathcal{R}_N, \hat{\mathcal{R}}_N, \mathring{\mathcal{R}}_N, \bar{\mathcal{R}} \). Recall that \( \hat{\mathcal{R}}_N \) was just the pull back ring: \( \hat{\mathcal{R}}_N = (S\Phi_N^*)^*(O_{\mathcal{R}_0}) \), where \( z_0 = S\Phi_N(x_0, u_0^{(0)}, \bar{u}_{N-1}) \). We will consider the \( C^\infty \) analogs \( \hat{\mathcal{R}}_N, \hat{\mathcal{R}}_N, \hat{\mathring{\mathcal{R}}} \) of the rings \( \hat{\mathcal{R}}_N, \hat{\mathcal{R}}_N, \hat{\mathcal{R}}_N \), i.e.

\[
\hat{\mathcal{R}}_N(x_0, u^{(0)}, \bar{u}_{N-1}) = \{ G \circ S\Phi_N^* \},
\]

where \( G \) varies over the germs of \( C^\infty \) functions at the point \( S\Phi_N^* (x_0, u^{(0)}, \bar{u}_{N-1}) \)

and

\[
\hat{\mathcal{R}}_N(x_0, u^{(0)}, \bar{u}_{N-1}) = \{ G \circ S\Phi_N^{\bar{u}_{N-1}} \},
\]

where \( G \) varies over the germs of \( C^\infty \) functions at the point \( S\Phi_N^{\bar{u}_{N-1}} (x_0, u^{(0)}) \).

\( \hat{\mathcal{R}}(x_0, u^{(0)}) \), or simply \( \hat{\mathcal{R}}_N(x_0, u^{(0)}) \), or simply \( \hat{\mathcal{R}}_N, \) if there is no ambiguity, will be the ring of germs of functions of the form

\[
G(u, \varphi_1, \ldots, \varphi_p)
\]

at the point \( (x_0, u^{(0)}) \), where \( G \) is \( C^\infty \) and all the functions \( \varphi_i \) are of the form:

\[
\varphi_i = L^1_{\mathcal{L}_1}(\partial_{\gamma^1}) s_1 L^2_{\mathcal{L}_2}(\partial_{\gamma^2}) s_2 \cdots L^r_{\mathcal{L}_r}(\partial_{\gamma^r}) s_r h.
\]

(Again, \( \partial_j = (\frac{\partial}{\partial \gamma_j}) \)).

Recall that, in the analytic case, the condition \( ACP(N) \) is equivalent to \( \hat{\mathcal{R}} = \mathcal{R}_N \subset \mathring{\mathcal{R}}_N \), by Theorem 4.1, Chapter 4. Of course, if \( ACP(N) \) holds, then, a fortiori,

\[
\hat{\mathcal{R}} = \mathcal{R}_N \subset \mathring{\mathcal{R}}_N.
\]

the above generators \( u, \varphi_1 \) of \( \mathcal{R} \) belong to \( \mathcal{R}_N \subset \mathring{\mathcal{R}}_N \), hence \( C^\infty \) functions of them belong to \( \mathring{\mathcal{R}}_N \). Therefore \( \hat{\mathcal{R}} \subset \mathring{\mathcal{R}}_N \). Using the same reasoning, \( \hat{\mathcal{R}} \subset \mathcal{R}_N \subset \mathring{\mathcal{R}}_N \).

Also, by definition, \( \mathcal{R}_N \subset \mathcal{R}_N \).
Moreover, the analyticity assumption plays no role in this result, so that, it is also true for a $C^\infty$ system $\Sigma$ that $ACP(N)$ is equivalent to the condition (57).

2.1.2. Assumptions. We will start with the most general situation, that is, we assume that our system $\Sigma$ satisfies the assumptions of Theorem 5.2, Chapter 4, i.e.:

$(H_1)$-$\Sigma$ satisfies $ACP(N)$ at each point,

$(H_2)$-$\Sigma$ is differentially observable of order $N$.

In particular, if $\Sigma$ is strongly differentially observable of order $N$ (the "generic" situation of Chapter 3), these assumptions are satisfied.

For the same reasons as above, we assume also that $X = \mathbb{R}^n$.

In this chapter, $\Sigma$ is semi globally asymptotically stabilizable at $(x_0 = 0, u_0 = 0)$. We will have to make an additional assumption ($H_3$), relative to the stabilizing feedbacks $\alpha_r$;

$(H_3)$- The germs of the $\alpha_{r,j}(.)$ at $x_1, j = 1, \ldots, d_u$, belong to $\hat{R}_N(x_1, u^{(0)}, \bar{u}_{N-1})$, for all $x_1 \in X = \mathbb{R}^n$, for all $(u^{(0)}, \bar{u}_{N-1}) \in U \times R^{(N-1)d_u}$. Equivalently, these germs belong to $\hat{R}$, by virtue of (57).

2.1.3. Comments. 1) This assumption ($H_3$), (together with ($H_1$), ($H_2$)), is automatically satisfied if $\Sigma$ is strongly differentially observable of order $N$ : in that case, the ring $\hat{R}_N$ is just the ring of germs of smooth functions at $(x_1, u^{(0)})$.

EXERCISE 2.1. Prove this last statement.

2) We have defined the $C^\infty$ analogs $\hat{R}_N, \hat{R}_N, \hat{R}$ of our rings $\hat{R}_N, \hat{R}_N, \hat{R}$ for the following reasons: first, in this section, we want to deal with $C^\infty$ systems (recall that the results of Chapter 4 are valid also in the $C^\infty$ case). Second, it could happen that, even if $\Sigma$ is analytic, and asymptotically stabilizable, then it is asymptotically stabilizable by a feedback which is only $C^\infty$.

3) At this point, it is important to say a few words about $U$. In the previous section, we assumed that $U = I^{du}$, where $I$ is a closed interval of $R$. Assume that $I$ is not equal to $R$. Then, we can find a diffeomorphism $\Psi : Int(I) \rightarrow R$. The rings above are intrinsic objects, that do not depend on coordinates on $U$. So that $ACP(N)$ does not depend on a change of variable over $u$. On the same way, the assumption ($H_2$) is intrinsic. Also, the fact that the germ of $\alpha_{r,j}$ belongs to $\hat{R}_N$ at each point is intrinsic.

Therefore, since our stabilizing feedbacks $\alpha_r$ take their values in the interior of $U$, we see that we can replace $u$ by $v$, $v_i = \Psi(u_i)$ and assume that $I = R$. This is what we will do in the remainder of this section.

2.1.4. A crucial lemma. In order to state our main theorem in this section, we need a preliminary result:

**Lemma 2.1.** Assume that $\Sigma$ is given, and that $(H_1), (H_2)$ are satisfied. Then, $(H_1), (H_3)$ are also satisfied for $\Sigma'$, the $r^{th}$ dynamical extension of $\Sigma$.

The definition of the $r^{th}$ dynamical extension of $\Sigma$ is given in Chapter 1, Definition 5.1.

**Corollary 2.2.** If $\Sigma$ satisfies $(H_1), (H_3)$, then $\Sigma^N$ is stabilizable within any arbitrary compact set $\Gamma$ with a feedback $\alpha_r$ that belongs to $\hat{R}_N(\Sigma)$ (the germs of which belong to $\hat{R}_N(\Sigma)$).
2.2. Output stabilization again. First, we will consider the Luenberger version of the output observer.

We set $M = N(d_y + d_\nu)$, where $N$ is such that $\Sigma$ satisfies the condition $ACP(N)$ and is differentially observable of order $N$. $R^M = R^{Nd_\nu}$.

We chose $\Gamma \subset X$, $\Gamma' \subset R^{Nd_\nu}$, $\Gamma'' \subset R^{Nd_\nu}$, three arbitrary compact sets. We denote, (as in the previous chapters) by $A_{m,p}$ the $(mp,p)$ block-antishift matrix, i.e. $A_{m,p} : R^{mp} \to R^{mp}$,

$$A_{m,p} = \begin{pmatrix} 0, Id_p, 0, \ldots, 0 \\ \vdots \\ 0, \ldots, 0, Id_p \\ 0, \ldots, 0, \ldots, 0 \end{pmatrix}$$

Also, $C_{m,p} : R^{mp} \to R^p$ and $b_{m,p} : R^p \to R^{mp}$ denote the matrices:

$$C_{m,p} = (Id_p, 0, \ldots, 0)$$

$$b_{m,p} = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ Id_p \end{pmatrix}$$

We take a feedback $\alpha_{\Gamma \times \Gamma''}$, given by Corollary 2.2, that stabilizes the $N^{th}$ dynamical extension $\Sigma^N$ of $\Sigma$ within $\Gamma \times \Gamma''$. Recall that $\Sigma^N$ is given by:

$$\begin{cases} \dot{x} = f(x, u), \\ \omega = A_{N, d_\nu} \omega + b_{N, d_\nu} u_N, \end{cases}$$

with the notation $\omega = (u^{(0)}, \tilde{u}_{N-1})$.

Then, the feedback system:

$$\begin{cases} \dot{x} = f(x, u^{(0)}), \\ \omega = A_{N, d_\nu} \omega + b_{N, d_\nu} \alpha_{\Gamma \times \Gamma''}^N(x, \omega), \end{cases}$$

is asymptotically stable at $(x_0, 0)$ within $\Gamma \times \Gamma''$. Let $\tilde{B}$ denote the basin of attraction of $(x_0, 0)$ for (59).

Let $V$ be a proper Lyapunov function for this vector field on $\tilde{B}$. The function $V$ has a maximum $m$ over $\Gamma \times \Gamma''$. Setting $D_k = \{s | V(s) \leq k\}$, $k \geq 0$, let us consider $D_m, D_{m+1}$. Then, $\Gamma \times \Gamma'' \subset D_m \subset Int(D_{m+1})$.

Using the $C^\infty$ version of Corollary 5.3, Chapter 4, we can find a $C^\infty$ function $\alpha$ defined on all of $R^M$ such that:

$$\alpha_{\Gamma \times \Gamma''}^N(x, u^{(0)}, \tilde{u}_{N-1}) = \alpha(S\Phi_{\tilde{B}}(x, u^{(0)}, \tilde{u}_{N-1})),$$

for all $(x, u^{(0)}, \tilde{u}_{N-1}) \in D_{m+1}$, and moreover, $\alpha$ can be taken compactly supported.

Hence, $\alpha$ reaches its maximum over $R^M$. So do $u^{(0)}$, $1 \leq i \leq N - 1$ over $D_{m+1}$. Let $B$ be the maximum of these maxima. Let $\tilde{\Gamma}$ be the image of $D_{m+1}$ by the projection $\Pi_1 : X \times R^{Nd_\nu} \to X$. The set $\tilde{\Gamma}$ is compact.

We consider the $\varphi_N$ given by Theorem 5.2, Chapter 4, applied to $\Sigma$ and $\tilde{\Gamma}$, i.e.:

$$y^{(N)} = \varphi_N(y^{(0)}, \tilde{y}_{N-1}, u^{(0)}, \tilde{u}_N),$$

for all $x \in \tilde{\Gamma}$, all $u^{(0)}$, $\tilde{u}_N$. 

3. COMPLEMENTS:

We can "now couple" the feedback $\alpha^N_{\{x\}}$ with the $U^N_{\{x\}}$ output observer in any Luenberger form (Formula (45), Section 2.3, Chapter 5).

Let us write the equation of the full "coupled" system over $X \times R^M$:

\begin{align}
(i) \dot{x} &= f(x, u^{(0)}), \\
(ii) \dot{\omega} &= A_N \omega + b_N \alpha(x, \omega), \\
(iii) \dot{z} &= (A_N - K(x, u^{(0)}))z + K(x, u^{(0)}) + b_N \varphi_N(x, \omega, \alpha(x, \omega)).
\end{align}

Our result will be the following, as expected:

**Theorem 2.3.** Assumptions $(H_1), (H_2), (H_3)$ are made. For any $\Gamma' \subset R^{nd_y}$, for $\theta$ large enough, the system (61) is asymptotically stable within $\Gamma \times \Gamma' \times \Gamma'$ at $(x_0, 0, 0)$.

This theorem means that, in all the cases we have dealt with in the previous chapters, we can stabilize asymptotically, using output informations only, within arbitrarily large compact sets, as soon as we can stabilize asymptotically within compact sets by smooth state feedback.

In particular, if the system $\Sigma$ is strongly differentially observable of some order $N$, which is generic if $d_y > d_u$, and if $\Sigma$ is smooth state feedback stabilizable, this theorem applies.

**Exercise 2.2.** Consider the system $\Sigma$ of Exercise 4.1, Chapter 4: $X = R^2, U = R, y = h(x) = x_1$,

\begin{align}
\dot{x}_1 &= x_2^2 - x_1, \\
\dot{x}_2 &= x_2^3 + x_4 u.
\end{align}

1. Show that the feedback $u_r(x) = -r (x_2)^3, r > 0$, stabilizes asymptotically $\Sigma$ at $(0, 0)$. Show that the basin of attraction is $b_r = \{x | x_2 < r\}$.

2. Show that the previous theorem applies, but $\Sigma$ is not strongly differentially observable, of any order.

**Theorem 2.4.** The statement of Theorem 2.3 also holds when we replace the Luenberger version of the output observer by its extended Kalman filter version (Corollary 2.9, Chapter 5).

**Exercise 2.3.** Give a proof of Theorem 2.4.

**Exercise 2.4.** State and prove a version of Theorem 2.4, using the high-gain extended Kalman filter in its continuous-discrete form (Theorem 2.11, Chapter 5).

3. Complements:

3.1. Systems with positively invariant compact state spaces. This is a situation which seems to be very common in practice. In particular, it will appear in the first application of the next chapter. We make the additional assumption:

$(H_4)$: (i) The system $\Sigma$ is such that the state space is not $X = R^n$, but a certain relatively compact open subset $\Omega \subset R^n$. We assume that $\Sigma$ is also defined and smooth on the boundary $\partial(\Omega)$, and the closure $Cl(\Omega)$ is positively invariant for the dynamics of $\Sigma$ whatever the control $u(\cdot)$, with values in $U$,

(ii) the state feedback is asymptotically stabilizing within $Cl(\Omega)$.

Observation: $(H_4, (i))$ implies that $\Omega$ also is positively invariant for the dynamics of $\Sigma$. 

6. DYNAMIC OUTPUT STABILIZATION.

PROPOSITION 3.1. In the case where the assumption \((H_4)\) holds, all the theorems in the two previous sections in this chapter are true with a refinement: as soon as the observers are exponential, with any rate of decay of the error, the full system controller+observer is asymptotically stable within \(Cl(\Omega) \times \bar{X}\), where \(\bar{X}\) is the state space of the observer.

EXERCISE 3.1. Give details of the previous proof, specially in the case of the high gain extended Kalman filter.
CHAPTER 7

Something Between the HGEKF and the EKF.

1. Introduction, systems under consideration

1.1. Systems under consideration. We consider nonlinear systems of the following form (62), on $\mathbb{R}^n$. The control space $U$ is a closed subset of $\mathbb{R}^d$. Only for simplicity of the exposition of the proof of the main result, the observation is taken to be single-valued: it is a $u-$ dependant linear form on $\mathbb{R}^n$.

\[ \frac{dx}{dt} = A(u)x + b(x, u), \]
\[ y = C(u)x. \]

$A(u)$, $C(u)$ are matrices:
\[ C(u) = (a_1(u), 0, ..., 0), \]
\[ A(u) = \begin{pmatrix} 0, a_2(u), 0, ..., 0 \\ 0, 0, a_3(u), 0, ..., 0 \\ 0, 0, 0, a_4(u), 0, ..., 0 \\ 0, ........., 0, a_n(u) \\ 0, ........., 0, ........., 0 \end{pmatrix}. \]

where $a_i(\cdot)$, $i = 1, ..., n$, are positive smooth functions, bounded from above and from below:
\[ 0 < a_m \leq a_i(u) \leq a_M. \]

Also, $b(x, u)$ is a smooth, $u-$dependant vector field, depending trianally on $x$ and compactly supported:
\[ b = b_1(x_1, u) \frac{\partial}{\partial x_1} + b_2(x_1, x_2, u) \frac{\partial}{\partial x_2} + ... + b_n(x_1, ..., x_n, u) \frac{\partial}{\partial x_n}. \]

This assumption corresponds in fact to a special case of an (observable and) uniformly infinitesimally observable system. For instance, observable control affine systems of the form (17), or systems with a phase variable representation (46), are special subcases of this normal form. The assumption $0 < a_m \leq a_i(u) \leq a_M$ is the analog of assumption (42) in the general "uniformly infinitesimally observable" case.

The reason for this form in this chapter is the practical application we present below (a distillation column, Section 3, see also the notes 1 and 2 below). It is a multi output generalization of this normal form (62). All the results we prove here generalize easily to this multi-output case. We leave this generalization to the reader.
Also, we leave to the reader the generalization to the general case of systems of the form (50), which is also straightforward: multi-output systems with a phase variable representation.

With the same justification as in Chapter 5, the compact support assumption for \( b(x, u) \) can be made, eventually modifying \( b \) outside an arbitrarily large compact set.

We stress again that here, the single output assumption can be removed everywhere.

1.2. Presentation of the results. Our purpose herein is to construct observers, for the observable systems (62) described above.

In fact, for these systems, several types of nonlinear observers can be constructed. We will focus on two types of construction that both turn around the "extended Kalman filter", in either its deterministic or its stochastic form:

1. First construction: The Extended Kalman Filter itself,
2. Second construction: The High Gain Extended Kalman Filter,
3. Our construction in this chapter: a mixing of 1. and 2.

Let us just give some details now, to explain where we want to go.

1. The extended Kalman Filter.
   It is known that, under observability conditions, the Extended Kalman filter, has good ("local") properties:

   (i) In its deterministic form, it is a local observer in the following sense. For sufficiently small initial error on the estimate of the state, the estimation error converges exponentially to zero. The prototype of these results can be found in [3] for instance.

   For our systems (62), with the assumptions of Section 1, it is not hard to check that they are uniformly infinitesimally observable, and hence, the linearized systems along any trajectory are uniformly observable, (in the classical sense of the linear theory, and with uniform bounds on the Gramm observability matrices). Therefore, this result applies.

   (ii) In its stochastic form, except for the linear case, where the EKF is the "optimal" filter, there is no general theoretical result that applies. Even for good observable systems in our normal form (62), for small noise, small initial variance and dimension 1: there is a counterexample of such a system, in [30] for instance, where the EKF doesn't work at all.

   Nevertheless, despite the lack of these theoretical justifications, people use it in practice for nonlinear filtering and it may give very good results (even for systems that have much weaker observability properties than those considered here).

   In the application of our techniques, presented in section 3 below, we will show a (family of) practical examples which is very interesting because, it seems that, the results of [30] on the EKF for small noise, apply in general, and that the "small parameter" has a physical interpretation.

   We will not say more about that because this is beyond the scope of this course. But it is one more justification of the use of our method developed here to this application.

2. The High Gain Extended Kalman Filter.
As it was explained in Chapter 5, we consider the equations of the extended Kalman filter, in which the "covariance matrix $Q$" depends on a real parameter $\theta$, $\theta \geq 1$, in the following way:

$$Q_{ij} = \theta^{i+j+1}Q_{i,j}^0.$$ 

For $\theta = 1$, it is exactly the EKF. For $\theta$ large enough, it is what we called here the "High gain extended Kalman filter".

(i) In the deterministic setting, as we have shown, the estimation error has arbitrarily large exponential decay (depending on $\theta$). This holds whatever the initial error is, (that is, this is a global result).

(ii) In the stochastic setting, it is a nonlinear filter with "bounded variance" (the variance is bounded in $\theta^n$, which is not that good, but it is bounded anyway). ([8], for instance).

3. What we want to do in this chapter.

The idea in this paper is the very simple following one: we give the parameter $\theta$ in the HGEKF an exponential decay from $\theta_0$ large, to 1.

What is expected, (and what happens) is the following:

(i) The beginning of the transient of the estimation error is the one of the high gain extended Kalman observer: there is an exponential decay that can be made arbitrarily large.

(ii) There is a global exponential decay of the estimation error (but, of course, it cannot be controlled).

(iii) The asymptotic behavior is the one of the standard "extended Kalman filter", (that people like in practice, as stated above).

Our main result, Theorem 2.1 in Section 2 proves (i) and (ii). The proof is more or less an improvement of the proof of convergence of the high gain Kalman observer, chapter 5. (In particular, it contains the proof of the results of chapter 5).

Of course, this construction has a terminal defect: it is time dependant. In deterministic terms, it will work for large initial estimation errors, but not for big "jumps" of the state at intermediate times. In the section 2.3, we propose a very simple practical way to make the observer "recursive".

In the section 3, we show the application of this procedure to a binary distillation column in which the "quality of the feed" is unknown, an subject to large changes. It was already noticed in the book [15] that this application is a nontrivial nice application of the observability theory, and of high gain observers.

Here, it is even much more convincing: when the feed changes, (a big "state jump"), the behavior of the observer is the one of a high-gain observer: recovering arbitrarily fast the quality of the feed, and when the feed does not move, the asymptotic behavior of the observer is the one of the extended Kalman filter, almost optimal with respect to small noise in that case (but we do not prove anything about this optimality in this paper).

For first applications of "high gain observers" to distillation columns, see [36], [37].

Note 1. The reasons for which we make the matrix $A(u)$ depend on $u$ in the normal form (62) may look not clear, because, in all the cases described above, it doesn't.
In fact, the only reason to consider this dependance is the following: the formal computations we do in the proof of our main result, work for that type of systems. Moreover, in the application we describe in Section 3, the matrix \( A \) actually does depend on \( u \).

**Note 2.** In that case were \( \alpha_i \) depends on \( u \), the following should also be noticed: even the high gain version of the extended Kalman filter is much better in practice than the "high gain Luenberger observer" mentioned above: the high gain observers both kill the nonlinearities contained in the vector field \( b \). But the extended Kalman filter takes into account the variations of \( u \), through the matrix \( A(u) \). The standard high gain observers in Luenberger form don't do this. This is the case in the application, Section 3 below.

## 2. Statement and proof of the theoretical result

The observer we propose, is based upon the High gain extended Kalman filter of Chapter 5.

### 2.1. The observer and the statement of the theorem

The equation of the observer is:

\[
\begin{align*}
(i) \frac{dx}{dt} &= A(u)x + b(z, u) - S(t)^{-1}C^rS^{-1}(Cz - y(t)), \\
(ii) \frac{dx}{dt} &= -(A(u) + b^*(z, u))^TY - S(A(u) + b^*(z, u)) + \\
&\quad C^rS^{-1}C - SQ\theta S, \\
&\quad \frac{dx}{dt} = \lambda(1 - \theta).
\end{align*}
\]

where \( C = (\alpha_1(u), 0, ..., 0) \), \( Q_\theta = \theta^2\Delta^{-1}Q\Delta^{-1} \), \( \Delta = \text{diag}(1, \frac{1}{2}, ..., (\frac{1}{2})^{n-1}) \). Here, \( b^*(z, u) \) denotes the Jacobian matrix of \( b(z, u) \) w.r.t. \( z \), and \( r, \lambda \) are positive scalars. \( Q \) is a symmetric positive definite matrix.

**Comments:**

1. \( Q, r \), in the stochastic context, are the covariances of the state noise and output noise respectively.
2. If \( \lambda = 0 \) and \( \theta_0 = 1 \), or if \( \lambda > 0 \), but \( t \) is large, this is exactly the (deterministic version of) the extended Kalman filter.
3. If \( \theta_0 \) is large, and if \( \tau \leq T \), then, this equation is almost the equation of the high gain extended Kalman filter with gain \( \theta(T) \). Hence, for \( \tau \leq T \), setting \( \varepsilon(\tau) = x(\tau) - x(\tau) \), \( \varepsilon \) is the estimation error), we can expect the following, for \( \theta_0 \) large enough in front of \( T \):

\[
||\varepsilon(\tau)||^2 \leq \theta(\tau)^{2(n-1)}H(c)e^{-\varepsilon(\alpha_1(\theta(T) - a_2))T||\varepsilon(0)||^2}.
\]

Here, \( a_1, a_2 \) are positive constants, \( H(c) \) is a decreasing positive function of \( c \), where \( S(0) \geq c \text{ Id} \). Also, \( \theta(T) = 1 + (\theta_0 - 1)e^{-\lambda T} \).

In particular, this implies that the error \( \varepsilon(t) \) can be made arbitrarily small, in arbitrarily short time, increasing \( \theta_0 \). For \( \theta \) constant, this is the behavior of the "high gain extended Kalman filter. We will prove it below for \( \theta \) nonconstant.

Our main result herein will be the following:

**Theorem 2.1.** 1. For all \( 0 \leq \lambda \leq \lambda_0 \), \( \lambda_0 = \frac{Qm\alpha}{4(\pi-2)} \), where \( Q \geq Qm\text{ Id} \) and \( \alpha \) comes from Lemma 2.2 below), for all \( \theta_0 \) large enough, depending on \( \lambda \), for all...
2. STATEMENT AND PROOF OF THE THEORETICAL RESULT

\[ S_0 \geq c \operatorname{Id}, \text{for all } K \subset \mathbb{R}^n, K \text{ a compact subset, for all } \varepsilon_0 = z_0 - x_0, \varepsilon_0 \in K, \text{ the following estimation holds, for all } \tau \geq 0: \]

\[
||e(\tau)||^2 \leq R(\lambda, c)e^{-a \tau}||\varepsilon_0||^2 \Lambda(\theta_0, \tau, \lambda),
\]

\[ \Lambda(\theta_0, \tau, \lambda), = \theta_0^{2(n-1)+\frac{1}{2}}e^{-\frac{1}{2}\theta_0(1-e^{-\lambda \tau})}, \]

where \( a > 0 \). \( R(\lambda, c) \) is a decreasing function of \( c \).

2. Moreover the short term estimate (64) holds for all \( T > 0, \tau \leq T, \) for all \( \theta_0 \geq \tilde{\theta}_0, \tilde{\theta}_0 = e^{\lambda T}(\frac{L}{A_{\lambda}} - 1) + 1, \) where \( L \) is the sup of the partial derivatives of \( b \) w.r.t. \( x \).

Comments.

a. Note that the function \( \Lambda(\theta_0, \tau, \lambda) \) is a decreasing function of \( \tau \), and that, for all \( \tau > 0, \lambda > 0, \Lambda(\theta_0, \tau, \lambda) \) can be made arbitrarily small, increasing \( \theta_0 \).

b. This means that, provided that \( \lambda \) is smaller than a certain constant \( \lambda_0 \), and \( \theta_0 \) is large in front of \( \lambda \), the estimation error goes exponentially to zero, and can be made arbitrarily small in arbitrary short time.

c. The asymptotic behavior of the observer is the one of the extended Kalman filter,

d. The "short term behavior" is the one of the "high gain extended Kalman filter".

2.2. Proof of Theorem 2.1.

2.2.1. Preparation for the proof. Let us recall that:

\[
\theta(\tau) = 1 + (\theta_0 - 1)e^{-\lambda \tau},
\]

and let us set \( F = \text{diag}(0, 1, 2, \ldots, n - 1) \). Then:

\[
\frac{d(\frac{1}{2})}{d\tau} = -\lambda(1 - \theta) \frac{1}{\theta^2},
\]

\[
\frac{d\Delta}{d\tau} = -F\Delta \frac{\lambda(1 - \theta)}{\theta},
\]

\[
\frac{d\Delta^{-1}}{d\tau} = F\Delta^{-1} \frac{\lambda(1 - \theta)}{\theta}.
\]

The equations under consideration are:

\[
(i) \frac{dx}{dt} = A(u)e + b(z, u) - b(x, u) - S(t)^{-1}C'r^{-1}Ce,
\]

\[
(ii) \frac{db}{dt} = -(A(u) + b^*(z, u))'S - S(A(u) + b^*(z, u)) + C'r^{-1}C - SQ_\theta S,
\]

\[
(iii) \frac{d\theta}{d\tau} = \lambda(1 - \theta).
\]

We make the following changes of variables, with \( P = S^{-1} \):

\[
\tilde{x} = \Delta x, \tilde{\varepsilon} = \Delta z, \varepsilon = z - x, \tilde{\varepsilon} = \Delta \varepsilon, \tilde{S} = \theta \Delta^{-1}S\Delta^{-1},
\]

\[
\tilde{P} = \tilde{S}^{-1} = \frac{1}{\theta} \Delta P \Delta, \tilde{b}(z) = \Delta b(\Delta^{-1}z), \tilde{b}^*(z) = \Delta b^*(\Delta^{-1}z)\Delta^{-1}.
\]

Remark: It should be noted that the Lipschitz constant of \( \tilde{b} \) is the same as the one of \( b \), and the maximum of \( ||\tilde{b}^*|| \) is the same as the one of \( ||b^*|| \) (recall that the component \( b_i \) of \( b \) is compactly supported with respect to all of its arguments \( (x_1, \ldots, x_i, u) \), and that \( \theta \geq 1 \)).
7. SOMETHING BETWEEN THE HGEKF AND THE EKF.

An obvious computation gives:

(70) \[ \frac{d}{dt}(\tilde{e}) = \theta[(A - \tilde{P}C'r^{-1}C)\tilde{e} + \frac{1}{\theta} (\tilde{b}(\tilde{z}) - \tilde{b}(\tilde{z})) - \frac{\lambda(1 - \theta)}{\theta^2} F\tilde{e}], \]

(71) \[ \frac{d}{dt}(\tilde{S}) = \theta[-(A + \frac{1}{\theta} \tilde{b}^*(\tilde{z}) - (\frac{Id}{2} + F) \frac{\lambda(1 - \theta)}{\theta^2})\tilde{S} \]

\[ - \tilde{S}(A + \frac{1}{\theta} \tilde{b}^*(\tilde{z}) - (\frac{Id}{2} + F) \frac{\lambda(1 - \theta)}{\theta^2}) + C'r^{-1}C - \tilde{S}Q\tilde{S}, \]

\[ \frac{d\theta}{dt} = \lambda(1 - \theta). \]

**Important comment.** At this place, we used the observability properties: the normal form (62) is crucial in the computation above.

Now, we can make a time rescaling. We set:

\[ dt = \theta(\tau)d\tau, \text{ or } t = \int_0^\tau \theta(v)dv, \]

\( \tilde{e}(\tau) = \tilde{e}(t), \tilde{S}(\tau) = \tilde{S}(t), \tilde{P}(\tau) = \tilde{P}(t), \delta(\tau) = \tilde{\delta}(t), \)

to get the final set of equations:

(72) (i) \[ \frac{d}{dt}(\tilde{e}) = [(A - \tilde{P}C'r^{-1}C)\tilde{e} + \frac{1}{\theta} (\tilde{b}(\tilde{z}) - \tilde{b}(\tilde{z})) - \frac{\lambda(1 - \theta)}{\theta^2} F\tilde{e}], \]

(ii) \[ \frac{d}{dt}(\tilde{S}) = [-\tilde{S}(A + \frac{1}{\theta} \tilde{b}^*(\tilde{z}) - (\frac{Id}{2} + F) \frac{\lambda(1 - \theta)}{\theta^2}) - \tilde{S}(A + \frac{1}{\theta} \tilde{b}^*(\tilde{z}) - (\frac{Id}{2} + F) \frac{\lambda(1 - \theta)}{\theta^2}) + C'r^{-1}C - \tilde{S}Q\tilde{S}, \]

(iii) \[ \frac{d\theta}{dt} = \lambda(1 - \theta). \]

First, there are some classical results allowing to bound the solutions of the Ricatti equation (72), (ii), for \( \theta_0 > 1, \) and \( \lambda < 1. \) To apply these results, one has to notice that the linear time dependent systems:

\[ \frac{dx}{dt} = (A(u(t))) + \frac{1}{\theta} \tilde{b}^*(z(t)) - (\frac{Id}{2} + F) \frac{\lambda(1 - \theta)}{\theta^2} x(t), \]

\[ y = C(u(t))x(t), \]

are uniformly observable (in the sense of linear systems), for all bounded measurable functions \( a(u(t)), \) \( b^*(z(t)), \) \( \theta(t), \) with \( a_M \geq a_i \geq a_m > 0. \) Precisely, we have:

**Lemma 2.2.** If the functions \( a_i(u(t)), \) \( b^*(z(t)), \) \( \theta(t), \) are all smaller than \( a_M \geq a_i \geq a_m > 0, \) and if \( a_i(u(t)) > a_m > 0, \) (which is the case by our assumptions), if \( 0 \leq \lambda \leq 1, \) and \( 1 < \theta(t) \) then, the solution of the Ricatti equation 72, (ii), satisfies the following inequality:

\[ \alpha Id < S(t) < \beta Id, \]

for all \( T_0 > 0, \) for all \( t \geq T_0, \) where \( \alpha \) and \( \beta \) depend on \( T_0, a_m, a_M \) (but do not depend on \( c, S_0 \geq c Id \) !)
Straightforward computations with (72) give:

\[
\frac{d}{dt} (\varepsilon(t)' S(t) \varepsilon(t)) \leq -Q_m \varepsilon(t)' S(t) \varepsilon(t) + 2 \varepsilon(t)' S(t) \left( \frac{1}{\theta} (\tilde{b}(\varepsilon) - \tilde{b}(\varepsilon) - \tilde{b}^*(\varepsilon) \varepsilon) \right) + \frac{\lambda(1 - \theta)}{\theta^2} \varepsilon(t)' S(t) \varepsilon,
\]

where \( Q \geq Q_m \ Id. \)

In particular, if \( t \geq T_0, \) with \( \alpha \) given by Lemma 2.2, this gives:

\[
\frac{d}{dt} (\varepsilon(t)' S(t) \varepsilon(t)) \leq -(Q_m \alpha + \frac{\lambda(\theta - 1)}{\theta^2}) \varepsilon(t)' S(t) \varepsilon + 2 \varepsilon(t)' S(t) \left( \frac{1}{\theta} (\tilde{b}(\varepsilon) - \tilde{b}(\varepsilon) - \tilde{b}^*(\varepsilon) \varepsilon) \right).
\]

Using this equation, and again Lemma 2.2, we will now prove the theorem.

2.2.2. Proof of the short term estimation 64. This proof is in two steps. We will first prove an estimation for \( T \geq t \geq T_0 > 0, \) and after for \( t \leq T_0. \) Gluing them together, we get the short term estimation (64).

**Step 1, \( T \geq t \geq T_0. \)**

Straightforward computations using (74), Lemma 2.2 and the remark in Section 2.2.1 give:

\[
\varepsilon(t)' S(t) \varepsilon(t) \leq \varepsilon(T_0)' S(T_0) \varepsilon(T_0) e^{-(Q_m \alpha + \frac{\lambda(\theta - 1)}{\theta^2})(t - T_0)}.
\]

Therefore \( \varepsilon(t)' S(t) \varepsilon(t) \leq \beta ||\varepsilon(T_0)||^2 e^{-(Q_m \alpha + \frac{\lambda(\theta - 1)}{\theta^2})(t - T_0)}, \) and finally:

\[
T \geq t \geq T_0 : \quad ||\varepsilon(t)||^2 \leq \frac{\beta \alpha}{\beta} e^{-(Q_m \alpha + \frac{\lambda(\theta - 1)}{\theta^2})(t - T_0)} ||\varepsilon(T_0)||^2.
\]

**Step 2, \( t \leq T_0. \)**

We need a more straightforward estimation here. A very rough one is obtained just using Gronwall’s identity. For certain \( \varepsilon, k > 0, \) we have:

\[
||\tilde{P}(t)|| \leq (||\tilde{P}(0)|| + k) e^{\gamma t}.
\]

We assume that \( S(0) = S_0 \) lies in the compact set: \( c \ Id \leq S_0 \leq d \ Id. \) As a consequence, \( P(0) \leq \frac{1}{c} Id. \)

By the equation (72), we have, for \( t \leq T_0 : \)

\[
\frac{d}{dt} (\varepsilon(t)) = (A - \tilde{P} C' r^{-1} C) \varepsilon + \frac{1}{\theta} (\tilde{b}(\varepsilon) - \tilde{b}(\varepsilon)) - \frac{\lambda(1 - \theta)}{\theta^2} \tilde{P} \varepsilon,
\]

hence:

\[
||\varepsilon(t)||^2 \leq ||\varepsilon(0)||^2 + \int_0^t ||\varepsilon(\tau)||^2 (2||A|| + 2||C||^2 ||r^{-1}|| ||\tilde{P}|| + \frac{f}{\theta}) d\tau,
\]

and by 77, we know that \( ||\tilde{P}(t)|| \leq \varphi_1(T_0) + ||\tilde{P}_0|| \varphi_2(T_0). \) Then, since \( \tilde{P}_0 = \frac{1}{\theta_0} \Delta P_0 \Delta(0), \theta_0 > 1, ||\tilde{P}(t)|| \leq \varphi_1(T_0) + ||P_0|| \varphi_2(T_0) \leq \varphi_1(T_0) + \frac{1}{c} \varphi_2(T_0) = \varphi(T_0, c), \)

\[
||\varepsilon(t)||^2 \leq ||\varepsilon(0)||^2 + \tilde{P}(T_0, c) \int_0^t ||\varepsilon(\tau)||^2 d\tau,
\]

and \( \tilde{P}(T_0, c) \) is a positive decreasing function of \( c. \)

Gronwall’s inequality implies that:

\[
||\varepsilon(t)||^2 \leq \Psi(T_0, c) ||\varepsilon(0)||^2,
\]

where \( \Psi \) is a positive decreasing function of \( t. \)
with: $\Psi(T_0, c) = e^{T_0}$, $\Psi(T_0, c)$ is also a decreasing function of $c$.
In particular, $||\hat{e}(T_0)||^2 \leq \Psi(T_0, c)||\hat{e}(0)||^2$. Plugging this in (76), we get:

\begin{equation}
||\hat{e}(t)||^2 \leq \frac{\beta}{\alpha} e^{-(Q_m \alpha - \frac{h}{\alpha^2}) t} e^{Q_m \alpha T_0} \Psi(T_0, c)||\hat{e}(0)||^2, \quad \text{for } T \geq t \geq T_0.
\end{equation}

Hence, for $T \geq t \geq T_0$,

\begin{equation}
||\hat{e}(t)||^2 \leq \frac{\beta}{\alpha} e^{-(Q_m \alpha - \frac{h}{\alpha^2}) t} e^{Q_m \alpha T_0} \Psi(T_0, c)||\hat{e}(0)||^2.
\end{equation}

Going back to $t \leq T_0$, we have:

\[
||\hat{e}(t)||^2 \leq \Psi(T_0, c)||\hat{e}(0)||^2 \leq \frac{\beta}{\alpha} ||\hat{e}(0)||^2\]

\[
\leq \frac{\beta}{\alpha} e^{-(Q_m \alpha - \frac{h}{\alpha^2}) t} e^{Q_m \alpha T_0} \Psi(T_0, c)||\hat{e}(0)||^2,
\]

Hence, in all cases (either $t \leq T_0$ or $T_0 \leq t$), we have:

\begin{equation}
||\hat{e}(t)||^2 \leq H(T_0, c)e^{-(Q_m \alpha - \frac{h}{\alpha^2}) t}||\hat{e}(0)||^2, \quad 0 \leq t \leq T,
\end{equation}

with $H(T_0, c) = \frac{\beta}{\alpha} \Psi(T_0, c)e^{Q_m \alpha T_0}$, a decreasing function of $c$. Therefore, going back to the initial time $\tau$, since $t = \int_0^\tau \theta(v) dv$, and $t \leq T$, then, $\tau \leq \tau(T)$, and $t \geq \theta(\tau(T))$:

\[
||\hat{e}(\tau)||^2 \leq H(T_0, c)e^{-(Q_m \alpha \theta(\tau(T))-L') \tau}||\hat{e}(0)||^2, \quad \tau(T) \geq \tau \geq 0,
\]

if $\tilde{C} = Q_m \alpha \theta(\tau(T)) - L' > 0$, which is implied by

\begin{equation}
\theta_0 > e^{\lambda \tau(T)}(\frac{L'}{Q_m \alpha} - 1) + 1,
\end{equation}

indeed, if (81) holds, since $\theta(\tau(T)) = \theta(T) = 1 + (\theta_0 - 1)e^{-\lambda \tau(T)} > \frac{L'}{Q_m \alpha}$.

Since $\epsilon = \Delta^{-1} \hat{e}$, and $\theta > 1$, $||\epsilon(\tau)||^2 \leq ||(\Delta^{-1})||^2||\hat{e}(\tau)||^2 \leq \theta^{2(n-1)}||\hat{e}(\tau)||^2$, we get, for all $\tau_0 \geq \tau \geq 0$:

\[
||\epsilon(\tau)||^2 \leq \theta^{2(n-1)}(\tau) H(T_0, c)e^{-(Q_m \alpha \theta(\tau_0)-L') \tau}||\hat{e}(0)||^2,
\]

for $\theta_0 > e^{\lambda \tau_0}(\frac{L'}{Q_m \alpha} - 1) + 1$.

or equivalently, $\theta(\tau_0) > \frac{L'}{Q_m \alpha}$.

$H(T_0, c)$ is a decreasing function of $c$.

This is the short term estimation (64). If $\lambda = 0$, it gives the standard high gain estimation.

2.2.3. proof of the long term estimation. Going back to (74), and using Lemma 4.2, in Section 4, we get, for all $\lambda$, $0 \leq \lambda < 1$, $t \geq T_0$,

\[
\frac{d}{dt}(\hat{e}(t) S(t) \hat{e}(t)) \leq -k_1 \hat{e}'(t) S(t) \hat{e} + k_2 \theta(t)^{(n-2)} ||\hat{S}|| ||\hat{e}||^3,
\]

where $k_1 = Q_m \alpha$, $k_2$ is a positive constant.

Lemma 2.2, applied to the Riccati equation in (72), implies:

\begin{equation}
\frac{d}{dt}(\hat{e}(t) S(t) \hat{e}(t)) \leq -k_1 \hat{e}'(t) S(t) \hat{e} + k_2 \theta^{(n-2)} ||\hat{e}(t) S(t) \hat{e}(t)||^3,
\end{equation}

for another positive constant $k_2'$. 

\[\]
Now, we apply Lemma 4.1, in Section 4, to get that, for \( t \geq T \geq T_0 \):

\[
(83) \quad \tilde{\varepsilon}(t)' S(t) \tilde{\varepsilon}(t) \leq 4 e^{-k_1(t-T)} \tilde{\varepsilon}(T)' S(T) \tilde{\varepsilon}(T),
\]
as soon as

\[
(84) \quad \varepsilon(T)' S(T) \tilde{\varepsilon}(T) \tilde{\varepsilon}(T) 2^{(n-2)} \leq \frac{(k_1)^2}{4(k_2)^2}.
\]

Setting, \( q = \tilde{\varepsilon}(T)' S(T) \tilde{\varepsilon}(T) \tilde{\varepsilon}(T) 2^{(n-2)} \), let us use the short term estimation (80). It gives \( q \leq \beta H(T_0, c)e^{-\frac{(Q_m - \theta_{T_0} T)}{Q_m}} ||\tilde{\varepsilon}(0)||^2 \tilde{\varepsilon}(T) 2^{(n-2)} \),

\[
q \leq \beta H(T_0, c)e^{-\frac{(Q_m - \theta_{T_0} T)}{Q_m}} ||\tilde{\varepsilon}(0)||^2 \theta_0 2^{(n-2)}.
\]

If :

\[
(85) \quad \theta_0 \geq e^{\lambda T} \left( \frac{2L'}{Q_m} - 1 \right) + 1,
\]
then \( \frac{Q_m}{L'} \theta_0 - \frac{1}{\theta(T)} > \frac{Q_m}{L'} \). Indeed, in that case, \( \tilde{\theta}(T) \geq \theta(T) = 1 + (\theta_0 - 1)e^{-\lambda T} \geq \frac{2L'}{Q_m} \).

Then, let us chose \( T = T^* = \log \left( \frac{\theta_0 - 1}{\theta(T)} \right) \geq T_0 \) (in order to get the equality in (84)). This is possible, since we can assume from the very beginning that \( \frac{2L'}{Q_m} - 1 > 0 \) (we can increase \( L' \) for this) and \( \frac{\theta_0 - 1}{\theta(T)} > e^{T_0} > e^{\lambda T_0} \) (we can take \( \theta_0 \) large enough).

\[
q \leq \beta H(T_0, c)||\tilde{\varepsilon}(0)||^2 \left( \frac{2L'}{Q_m} - 1 \right) \cdot \frac{Q_m}{L'} \theta_0 \theta_0 2^{(n-2)} - \frac{Q_m}{L'}.
\]

Then, if:

\[
(86) \quad \lambda < \frac{Q_m}{4(n-2)},
\]
for \( \theta_0 \) large enough, for \( ||\varepsilon_0|| \) bounded, \( q \) is arbitrarily small.

This means that the property (33) above is met at \( T = T^*(\theta_0, \lambda) \), as soon as \( \lambda \) satisfies (85) and \( \theta_0 \) is large enough.

In that case, (83) above holds, for \( t \geq T^* \) (\( \geq T_0 \)):

\[
\tilde{\varepsilon}(t)' S(t) \tilde{\varepsilon}(t) \leq 4 e^{-k_1(t-T)} \tilde{\varepsilon}(T)' S(T) \tilde{\varepsilon}(T),
\]

\[
\leq 4 e^{-k_1 t} \left( \frac{\theta_0 - 1}{Q_m} \right)^{\frac{t}{T_0}} ||\tilde{\varepsilon}(T)' S(T) \tilde{\varepsilon}(T)||^2.
\]

This implies, with (80):

\[
||\tilde{\varepsilon}(t)||^2 \leq 4 \frac{\beta}{\alpha} e^{-k_1 t} \left( \frac{\theta_0 - 1}{Q_m} \right)^{\frac{t}{T_0}} ||\tilde{\varepsilon}(T)||^2,
\]

\[
\leq 4 \frac{\beta}{\alpha} H(T_0, c)e^{-k_1 t} \left( \frac{\theta_0 - 1}{Q_m} \right)^{\frac{t}{T_0}} ||\varepsilon_0||^2,
\]

\[
\leq 4 \frac{\beta}{\alpha} H(T_0, c)e^{-k_1 t} \left( \frac{\theta_0 - 1}{Q_m} \right)^{\frac{k_1 t + L'}{T_0}} ||\varepsilon_0||^2,
\]

for \( t \geq T^* \) (\( \geq T_0 \)).
7. SOMETHING BETWEEN THE HGEKF AND THE EKF.

For \( t \leq T^* \), using (80), and the fact that \( k_1 = Q_m \alpha \):

\[
||\hat{\varepsilon}(t)||^2 \leq H(T_0, c)e^{-k_1t}e^{Lt\tau}||\varepsilon_0||^2,
\]

\[
\leq \tilde{H}(T_0, c)e^{-k_1t}(\theta_0 - 1)\frac{1 + \lambda T}{\lambda} ||\varepsilon_0||^2,
\]

because \( \frac{\theta_0 - 1}{Q_m} > 1 \).

Therefore, for all \( t \geq 0 \):

\[
||\hat{\varepsilon}(t)||^2 \leq \frac{1}{\alpha} H(T_0, c)e^{-k_1t}\theta_0 \frac{1 + \lambda T}{\lambda} ||\varepsilon_0||^2,
\]

where \( \tilde{H} \) is a decreasing function of \( c \). Hence:

\[
||\hat{\varepsilon}(t)||^2 \leq \tilde{H}(T_0, c, \lambda)e^{-k_1t}\theta_0 \frac{1 + \lambda T}{\lambda} ||\varepsilon_0||^2,
\]

and, with \( t = \tau + \frac{\theta_0 - 1}{\lambda}(1 - e^{-\lambda \tau}) \),

\[
||\hat{\varepsilon}(\tau)||^2 \leq \tilde{H}(T_0, c, \lambda)e^{-k_1\tau}\theta_0 \frac{1 + \lambda T}{\lambda} e^{-k_1\frac{\theta_0 - 1}{\lambda}(1 - e^{-\lambda \tau})} ||\varepsilon_0||^2.
\]

Finally,

\[
||\hat{\varepsilon}(\tau)||^2 \leq \tilde{H}(T_0, c, \lambda)e^{-k_1\tau||\varepsilon_0||^2}\theta_0 \frac{1 + \lambda T}{\lambda} e^{-k_1\frac{\theta_0 - 1}{\lambda}(1 - e^{-\lambda \tau})},
\]

where \( \tilde{H}(T_0, c, \lambda) \) is a decreasing function of \( c \).

This is the long term estimation. It holds as soon as \( \lambda \) satisfies (85), and for \( \theta_0 \) large, depending on \( \lambda \).

2.3. Practical implementation: making the observer "recursive". We consider a one parameter family \( \{O_{t, \tau} \geq 0\} \) of observers of type (63), indexed by the time, each of them starting from \( S_0, \theta_0, \) at the current time \( \tau \). In fact, in practice, it will be sufficient to consider, at time \( \tau \), a slipping window of time, \([\tau - T, \tau]\), and a finite set of observers \( \{O_{t_i}, \tau - T \leq t_i \leq \tau\} \), with \( t_i = \tau - i\frac{T}{N}, i = 1, ..., N \).

As usual, we call the term \( I(\tau) = \hat{y}(\tau) - y(\tau) \), (the difference at time \( \tau \) between the estimate output and the real output), the "innovation". Here, for each observer \( O_{t_i} \), we have an innovation \( I_{t_i}(\tau) \).

Our suggestion (very natural and very simple), is to take as the estimate of the state, the estimation given by the observer \( O_{t_i} \) that minimizes the absolute value of the innovation.

Let us analyze what will be the effect of this procedure in a deterministic setting:

1. Let us assume that there is no "jump" of the state. Then, clearly, the best estimation will be given by the "oldest" observer in the window, \( O_{t_N} \). Then, the error will be given by the "long term" and "short term" estimates at time \( T \):

\[
||\hat{\varepsilon}(\tau + T)||^2 \leq R(\lambda, c)e^{-\alpha T}||\varepsilon(\tau)||^2 \Lambda(\theta_0, T, \lambda),
\]

\[
||\hat{\varepsilon}(\tau + T)||^2 \leq \theta(T)^{2(n-1)}H(c)e^{-\alpha_1 \theta(T)/2}\Lambda(\varepsilon(\tau)||^2.
\]

a. If \( T \) is large enough, the asymptotic behavior will be the one of the "extended Kalman filter".
b. At the beginning, the transient is the one of the HGEKF.
c. the error can be made arbitrarily small in arbitrary short time, provided that \( \theta_0 \) is large enough.

2. If at a certain time we have a "jump" of the state, then, the innovation of
the "old observers" will become large. The "youngest" one will be chosen, and the
transient will be the same as the one of the HGEKF, first, and of the EKF, after
\( T \).

This looks very promising. We show on an example in the next section, that it
works very well.

3. Application: observation of a binary distillation column

3.1. The constant molar overflow model. The model we consider is the
classical "constant molar overflow" (CMO) model. It is one of the most simple
distillation models, and it is used by many process engineers (for instance, even in
its static form, it is used for simple short-cut distillation calculations).

Since everything here follows from the very special "tridiagonal" structure of
this model, and since any reasonable distillation model possesses such a structure,
all what we do in this paper can certainly be extended to more precise distillation
models.

The equations are based upon:

a. a thermodynamical relation describing the thermal equilibria for each tray.
b. Material balances on each plate.

Thermal balance on each plate is replaced by the "Lewis hypotheses", that lead
to the fact that the liquid and vapor flowrates along the column are constant in
the "stripping" (above the feed) and "rectification" (below the feed) zones. For
justification of these assumptions, see [19].

The equations of this model are:

Total condenser:

\[
H_1 \frac{dx_1}{dt} = (V + FV)(y_2 - x_1).
\]

Rectifying section, \( j = 2, \cdots, f - 1 \):

\[
H_j \frac{dx_j}{dt} = L(x_{j-1} - x_j) + (V + FV)(y_{j+1} - y_j).
\]

Feed tray:

\[
H_f \frac{dx_f}{dt} = FL(Z_F - x_f) + FV(k(Z_F) - y_f)
+ L(x_{f-1} - x_f) + V(y_{f+1} - y_f).
\]

Stripping section, \( j = f + 1, \cdots, n - 1 \):

\[
H_j \frac{dx_j}{dt} = (L + FL)(x_{j-1} - x_j) + V(y_{j+1} - y_j).
\]

Bottom of the column:

\[
H_n \frac{dx_n}{dt} = (L + FL)(x_{n-1} - x_n) + V(x_n - y_n).
\]
The parameters have the following physical meaning:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>number of trays,</td>
</tr>
<tr>
<td>( f )</td>
<td>index of the feed tray,</td>
</tr>
<tr>
<td>( H_j )</td>
<td>liquid hold up on the ( j^{th} ) tray (a geometric constant),</td>
</tr>
<tr>
<td>( x_j )</td>
<td>liquid composition on the ( j^{th} ) tray;</td>
</tr>
<tr>
<td>( y_j )</td>
<td>vapor composition on the ( j^{th} ) tray,</td>
</tr>
<tr>
<td>( FL, FV, L, V )</td>
<td>feed (liquid and vapor), reflux and vapor flow,</td>
</tr>
<tr>
<td>( Z_F )</td>
<td>feed composition (molar fraction of light component in feed).</td>
</tr>
</tbody>
</table>

On each tray the liquid and vapor compositions, \( x_j \) and \( y_j \), are linked by the liquid/vapor equilibrium law \( y_j = k(x_j) \). We assume that the function \( k \) is monotonic, i.e. we do not consider azeotropic distillation.

Each of the equations is relative to a tray. It just expresses the accumulation of the liquid on the corresponding tray, and the thermodynamical equilibrium.

The condenser and the bottom of the column are assimilated to tray 1 and tray \( n \) respectively. The state of the model is the liquid composition profile of the more volatile component on each tray, denoted by \( (X_j) \).

The top and bottom product compositions \( x_1 \) and \( x_n \) are the two observed variables. In practice, they are also the two variables that one wants to control: they are the "qualities" of the products going out of the column.

The two control variables are the reflux flow-rate \( L \) and the vapor flow-rate \( V \).

There are also two disturbances to be counteracted:

a. changes in the feed rate \( F = FL + FV \). In general this is a "measured disturbance", (a flowrate measurement),

b. the in-feed composition \( Z_F \). In general, it is unknown, and it is practically very expensive to "observe it". Moreover, it may change brutally. We will consider this feed composition \( Z_F \) as an unknown (constant) state variable. When \( Z_F \) changes, the consequence is a jump of the state of the system.

The qualitative properties of this model are very nice (see [15], [33], [32]):

a. For positive control variables \( L \) and \( V \), (negative doesn't physically makes sense), the "physical" domain \( D = [0,1]^n \) is positively invariant under the dynamics. This means that all the state variables \( x_j \) remain between 0 and 1.

b. In the domain \( D \), all other variables (than the \( x_i \)'s and the \( y_i \)'s) being constant, there is a single equilibrium, which is globally asymptotically stable.

C. It has very nice observability properties, as will be discussed later on.

Our goal in this section is to construct an estimator of the state \( x \), and more specifically of the feed composition \( Z_F \), by using the results of the previous sections.

3.2. Observability of the model and synthesis of the observer. A complete analysis of observability and observer synthesis has been carried out in [15] in the general case. It happens that, even if the feed is considered as an unknown state variable (meeting the equation \( \frac{dZ_F}{dt} = 0 \)), the model is observable in the strongest possible sense. In particular, as we shall see, it can be put in a normal form similar to (62).
Our purpose here is just to apply the observer described in the previous sections. Hence, we will fix a special case of distillation column. But all what we show works in general. We will chose:

- \( n = 5 \) and \( f = 3 \),
- The function \( k \) is a diffeomorphism from \([0, 1]\) into itself and is given by,

\[
k(x) = \frac{\alpha x}{1 + (\alpha - 1)x}.
\]

Here \( \alpha \) is the "relative volatility" of the mixture. It is a physical parameter larger than 1 (but close to 1). The closer to one, the most difficult distillation. If \( \alpha = 1 \), the two products are thermodynamically identical, and cannot be distillated (the model is not controllable).

- Let us observe that \( k \) is a diffeomorphism from \([\alpha^{-1}, +\infty]\) to \( (-\infty, \frac{\alpha}{\alpha-1}] \).
- The feed is assumed to enter the column at its "bubble point". As a consequence, \( F = FL \).

Let us make the following change of state variables: \( \xi_1 = x_1, \xi_2 = k(x_2), \xi_3 = x_3, \xi_4 = x_4, \xi_5 = x_5 \) and \( \xi_6 = Z_F \).

Then, the system can be rewritten as:

\[
\begin{align*}
H_1 \frac{d\xi_1}{dt} &= V(\xi_2 - \xi_1), \\
H_2 \frac{d\xi_2}{dt} &= k'(k^{-1}(\xi_2)) (L(\xi_1 - k^{-1}(\xi_2)) + V(k(\xi_3) - \xi_2)), \\
H_3 \frac{d\xi_3}{dt} &= F(\xi_6 - \xi_3) + L(k^{-1}(\xi_2) - \xi_3) + V(k(\xi_3) - k(\xi_3)), \\
H_4 \frac{d\xi_4}{dt} &= (L + F)(\xi_3 - \xi_4) + V(k(\xi_5) - k(\xi_4)), \\
H_5 \frac{d\xi_5}{dt} &= (L + F)(\xi_4 - \xi_5) + V(\xi_5 - k(\xi_5)), \\
H_6 \frac{d\xi_6}{dt} &= 0,
\end{align*}
\]

or:

\[
\frac{d\xi_t}{dt} = A(L, V) \xi_t + \tilde{b}(L, V, \xi_t),
\]

where,

\[
\begin{bmatrix}
0 & V \frac{H}{F} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & L + F \frac{H}{F} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{L + F}{F} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{L + F}{F}
\end{bmatrix}.
\]
and,

$$\tilde{b}(L, V, \xi) = \begin{pmatrix}
-k'(k^{-1}(\xi_3))(L(\xi_1 - k^{-1}(\xi_2)) + V(k(\xi_3) - \xi_3))/H_2 \\
-(F \xi_3 + L(k^{-1}(\xi_2) - \xi_3) + V(k(\xi_4) - k(\xi_3)))/H_3 \\
-(L + F)\xi_4 + V(k(\xi_5) - k(\xi_4))/H_4 \\
-(L + F)\xi_5 + V(\xi_5 - k(\xi_4))/H_5 \\
0
\end{pmatrix}$$

The observations are then given by

$$y = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix} \xi = C\xi.$$

Now, since in fact the only pertinent (and positively invariant) part of the state space is

$$D' = [0, 1]^6,$$

we can manage the things for \( \tilde{b} \) be compactly supported, as in section 1, and unchanged on \( D' \). Let us change \( \tilde{b}(L, V, \xi) \) in the following way outside \([0, 1]^6\) : replace \( \tilde{b}(L, V, \xi) \) by \( b(L, V, \xi) = b(L, V, \Phi(\xi)) \) where \( \Phi(\xi_1, \ldots, \xi_6) = (\varphi(\xi_1), \ldots, \varphi(\xi_6)) \) and \( \varphi(\xi) \) is any \( C^\infty \) function from \( \mathbb{R} \) to \([0, 1]\) equal to one in \([0, 1]\) and equal to zero outside \(-1/\alpha, 1/\alpha\). This modification does not change the "physical trajectories".

Our system has the property to be observable for any input, as soon as the control variables \( L \) and \( V \) are \( > 0 \). Here, we assume that \( L, V \) are bounded from below (and from above) by \( > 0 \) constants:

$$L_M \geq L(t) \geq \varepsilon_1 > 0, \quad V_M \geq V(t) \geq \varepsilon_2 > 0.$$

This assumption is the analog of the assumption \( 0 < a_m \leq a_t(u) \leq a_M \), in section 1. It is a realistic requirement from the physical point of view.

To finish, let us point out the fact that we are in case 1 of Chapter 2 above (i.e. the nongeneric case): The number of observations is equal to the number of control variables (it is 2).

Due to these observability properties, we will be able to apply the observer of the previous section 2.3. In fact, it will be an adaptation of the results of section 2, Theorem 2.1, to this multi-output case.

We leave the reader to check (this is really straightforward) that all the reasoning in the proof of Theorem 2.1 can be strictly repeated, and that the statements of this theorem are valid for the distillation column.

Of course, in practice, we didn't compute the theoretical bounds \( \lambda_0 \) and \( \theta_0(\lambda) \). We have just got some values for them by experimentation. Also, the number \( N \) of
"parallel" observers, and the "sampling times" \( t_i \) of section 2.3 have been chosen experimentally.

Finally, the state of our observer is the collection of the states of \( N \) independent observers \((z_i, S_i, \theta_i)_{i=1,...,N}\). Each observer is a set of three equations of the following form:

\[
\begin{align*}
\frac{dz}{dt} &= A(u)z + b(u,z) - S(t) - \lambda \left(1 - \theta \right) \\
\frac{dS}{dt} &= - (A(u) + b^*(z,u))^T S - S (A(u) + b^*(z,u)) + C^T R_0^{-1} C - SQ_0 S \\
\frac{d\theta}{dt} &= 0
\end{align*}
\]

where \( u = (L,V) \).

Due to the multi-output structure, with "Brunovsky-like" blocks of different dimensions (4 and 2), a way to make the proof of Theorem 2.1 work, is to take a matrix \( R \) depending also on \( \theta \), as shown below. This could be avoided by increasing the dimension of the state as explained in [15].

It is not hard to check that a good choice is to set:

\[
\Delta = \text{diag} \left( \frac{1}{\theta^2}, \frac{1}{\theta^3}, \frac{1}{\theta^2}, 1, 1, \frac{1}{\theta^3} \right)
\]

with \( Q_0 = \theta^2 \Delta^{-1} Q \Delta^{-1} \) and \( R_0 = (C \Delta^{-1} C^T) R (C \Delta^{-1} C^T) \).

In practice, we have chosen \( N = 5 \) observers, and we have taken a regular sampling \( \frac{T}{N} \). That is to say, at each time step \( k \frac{T}{N} \), the oldest observer is replaced by a new one (with \( \theta = \theta_0 \) and a new guess of state and covariance matrix). At the beginning of the simulation, we chose an initial value \( \theta_0 \) for each observer, such that the \( i^{th} \) observer has \( \theta_i = 1 + e^{-\frac{\lambda (t - 4) \Delta T}{N}} (\theta_0 - 1) \), see figure 3, where "crosses" represent reinitializations.

We have implemented our observer as described in the previous section. Since the state has dimension 6, each observer requires to solve 28 ordinary differential equations (for the state, the Riccati matrix, and the very simple equation for \( \theta \)). Finally, our observer is a set of 140 ODE's. We have solved it in conjunction with the model (6 equations) using LSODAR from ODEPACK ([17]), without taking into account the possibility of decoupling these equations (which are indeed equivalent to five systems of 34 equations, including the model into each system). A simulation of 3 hours of real time takes about 40 seconds on a Pentium III machine.

3.3. Simulation results. We have chosen the following constant parameters:

- Hold-up \( H_1 = 40, H_j = 10 \) for \( j = 2, 3, 4 \) and \( H_5 = 80 \),
- Relative volatility \( \alpha = 2 \).

We have applied the following scenario:

- During the simulation, the state noise is simulated by the sum of several sine functions at some random frequencies representing a band limited noise with an amplitude of \( 10^{-8} \) before the time \( t_2 = 116 \text{ min 40 s} \) and \( 10^{-2} \) after this time,
- Moreover, at time \( t_1 = 66 \text{ min 40 s} \), we simulate a step in the feed quality \( Z_F \) from 0.45 to 0.60. Hence we can consider that there is no perturbation before time \( t_1 \), where a large "jump of the state" occurs,
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- after that, nothing happens until time \( t_2 \) where a periodic perturbation on \( Z_F \) is applied.

We have also added a measurement noise at some random high frequencies and with amplitude of \( 10^{-2} \). The effect of noise can be seen on Figure 1 (top and bottom lines).

To make the simulation more realistic, we have applied a very simple controller, which calculates the inputs \( L \) and \( V \) in order to regulate top and bottom qualities at a reasonable level (that is, 73% for the top quality and 23% for the bottom quality).

As we said already, the parameters of the observers were tuned in order to obtain good performances, and not caring about the theoretical bounds.

Practically, we have used \( \theta_0 = 10, \frac{r'}{\theta} = 10 \text{ mn and } \lambda = \frac{1}{60} \text{ s}^{-1} \), in such a way that the time of life of an observer is \( T = 50 \text{ mn} \), and then an old observer has \( \theta \approx 1.16 \). Also, there is always an observer with \( \theta > 4.3 \) which is running.

Finally, \( R \) is equal to \( 10^{-2} \) times the \( 2 \times 2 \)-identity matrix and \( Q \) is \( 10^{-9} \) times the \( 6 \times 6 \)-identity matrix.

First of all, the behaviour of the observer is very good during the unmodelled transient as well as during smooth operation, see Figure 1: top and bottom quality measurements are plotted, as well as the unknown feed quality, each curve being represented by a continuous line. The overall estimation of the feed quality, corresponding to the estimation of the feed quality provided by the observer with the smallest innovation, is represented by a dashed line. It is very close to the actual feed quality.

![Figure 1. Measured output and estimation of the feed quality.](image)

A more accurate plot is presented on Figure 2 where we have only shown the relative estimation error of the feed quality. The estimation provided by the best observer (in our sense, that is to say, the observer with minimal innovation) is the continuous line. The crosses represent the estimation of \( Z_F \) provided by other
observers every minute. One can see that our criteria on the innovation to select the right observer is a good choice, at least in this case.

Moreover, the behavior of the observer is very close to what we expected from the theoretical results:
- When no perturbation arises, the best observer (that is to say the observer with the smallest innovation) is the one with the smallest value of $\theta$ i.e. the oldest observer which is also the observer which is the closest to the pure extended Kalman observer.
- If a large perturbation occurs (such as the feed change at time $t_1 = 66$ mn 40 s), the best observer becomes the youngest one, i.e. the observer with the highest $\theta$.
- Of course, small perturbations are well corrected by oldest or intermediate observers. This is very clear on the figure 4.

Our conclusion, from these simulations, is that even if the use of several observers in parallel requires the introduction of new tuning parameters ($\theta_0$, $\lambda$, $N$ and $T$), the choice of these new parameters is very easy, due to their very clear effect on the results.

> From a practical point of view, $\theta_0$, $\lambda$, $N$ and $T$ have to be chosen such that at any time, there is an HGEKF and an EKF-like observer running at the same time, that is to say such that $1 + e^{-\lambda T} (\theta_0 - 1)$ is large enough (to ensure that at least one observer is a HGEKF) and such that $1 + e^{-\lambda T} (\theta_0 - 1)$ is close to 1.

Also, an important point, for people that are used to tune Kalman's observers, is that the choice of the $Q$ and $R$ matrices is less crucial than with a single observer which has to be tuned in order to be efficient both with and without perturbations.

Moreover, this approach allows us to obtain a diagnosis of abnormal behavior: if the smallest innovation is provided by the last reinitialized observer then one can conclude that the model has encountered a perturbation. If this happen for a
long time then one can conclude that the model has some difficulties to deal with certain unmodelled perturbations. Indeed, the scenario that we have applied in our simulations can be easily deduced from the figure 4.

4. Appendix. Technical lemmas

Lemma 4.1. Let \( \{ x(t) > 0, t \geq 0 \} \subset \mathbb{R}^n \) be absolutely continuous, and satisfying:

\[
\frac{dx}{dt} \leq -\lambda x + k x \sqrt{x},
\]
for almost all \( t > 0 \), for \( \lambda, k > 0 \). Then, as soon as \( x(0) < \frac{\lambda^2}{4k^2} \), \( x(t) \leq 4x(0)e^{-t\lambda} \).

**Lemma 4.2.** Let \( B = \bar{b}(z) - \bar{b}(x) - \bar{b}^*(z)e \) be as in Section 2: \( e = z - x \),
\[
\bar{b}(x) = \Delta b(\Delta^{-1}x), \quad \bar{b}^*(z) = \Delta b^*(\Delta^{-1}x)\Delta^{-1},
\]
where \( b^*(x) \) is the Jacobian matrix of \( b \) at \( x \), and where \( b \) is compactly supported. \( \Delta = \text{diag}(1, \frac{1}{\theta}, \ldots, \frac{1}{\theta^{n-1}}), \theta \geq 1 \). Then,
\[
||B|| \leq K \theta^{n-1}||e||^2,
\]
for some \( K > 0 \).
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