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EMPIRE II is a modular system of nuclear reaction codes, comprising various nuclear
models, and designed for calculations over a broad range of energies and incident parti-
cles. A projectile can be any nucleon or Heavy Ion. The energy range starts just above
the resonance region, in the case of a neutron projectile, and extends up to few hundred
MeV for Heavy Ion induced reactions. The code accounts for the major nuclear reac-
tion mechanisms, such as optical model (SCAT2), Coupled Channels and DWBA (ECIS),
Multi-step Direct (ORION + TRISTAN), NVWY Multi-step Compound, exciton model
(DEGAS) and the full featured Hauser-Feshbach model. Heavy Ion fusion cross section can
be calculated within the simplified coupled channels approach (CCFUS). A comprehensive
library of input parameters covers nuclear masses, optical model parameters, ground state
deformations, discrete levels and decay schemes, level densities, fission barriers (BARFIT),
moments of inertia (MOMFIT), and ~-ray strength functions. Effects of the dynamic de-
formation of a fast rotating nucleus can be taken into account in the calculations. The
results can be converted into the ENDF-6 format using the accompanying code EMPEND.
The package contains the full EXFOR library of experimental data. Relevant EXFOR,
entries are automatically retrieved during the calculations. Plots comparing experimental
results with calculations can be produced using X4TOC4 and PLOTC4 codes linked to
the rest of the system through bash-shell (UNIX) scripts. Publication quality graphs can
be obtained using the powerful and flexible plotting package ZVView. The graphic user
interface, written in Tcl/Tk, provides for easy operation of the system.
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1 Introduction

The first version of EMPIRE code was released in 1980. This code originally contained the
Hauser-Feshbach theory and the classical HYBRID model to account for the preequilibrium
effects. The width fluctuation correction was implemented in terms of the HRTW approach
[1, 2]. Since that time, the code has been continuously developed. Adding the FKK
Multi-step Compound mechanism [3] lead to the EMPIRE-MSC version. Subsequently,
the NVWY formulation of the Multi-step Compound mechanism [4] was implemented in
the HMS-EMPIRE. This version also included combinatorial calculations of particle-hole
level densities. In addition, a version for Heavy Ion induced reactions (EMPIRE HI) was
developed.

EMPIRE-II is a totally new release of the code. Contrary to the preceding develop-
ments, which largely consisted in adding new features without changing the structure of
the code, the present version has been rewritten from scratch, using different program-
ming concepts. Taking advantage of the relaxed memory limitations, all intermediate files
were eliminated, which together with careful coding of the most crucial parts of the code,
increased the speed of the program by a factor of 20. The new code is projected to be
general and flexible, and can been applied to the calculation of neutron capture in the keV
region, as well as for Heavy Ton (HI) induced reactions at several hundreds of MeV. All
dimensions in the main code are set up through the parameter statements contained in the
separate file, which is included wherever appropriate, making any adjustment of the code
to the actual problem and/or computer straightforward. The code has a modular struc-
ture. Each module performs a well defined task and communicates with other modules
through a set of global COMMONS which are included in most of the subroutines. This
assures access to all the resources throughout the code, and facilitates adding new features
and mechanisms.

EMPIRE-IT makes use of several codes, written by different authors, which were con-
verted into subroutines and adapted for the present use. In most cases, the modifications
concerned input/output interface and never affected the physical model contained in the
original source. The following codes are incorporated in the present version of EMPIRE-II:

SCAT?2 spherical optical model code by O. Bersillon [5],
ECIS-95 Coupled-Channels and DWBA code by J. Raynal [6],
CCFUS simplified Coupled-Channels calculation of HI fusion cross section

by C.H. Dasso and S. Landowne [7],



CHAPTER 1. INTRODUCTION

ORION & TRISTAN TUL [8] approach to Multi-step Direct by H. Lenske [9],

DEGAS exciton model with angular momentum conservation and =y emis-
sion [10] by E. Bétak and P. Oblozinsky,

BARMOM fission barriers and moments of inertia by A. Sierk [11].

The reader is referred to the original papers for a more detailed description of these incor-
porated codes. Furthermore, the package includes the following stand-alone codes:

EMPEND converts EMPIRE-II results into ENDF-6 format (written by A. Trkov),

X4TOC4  converts experimental data retrieved from EXFOR into computational for-
mat (written by D.E. Cullen) [12],

C4SORT  sorts experimental data in the computational format file by MAT/MF/MT
numbers and incident energy (written by A.Trkov) [13],

FIXUP used to reconstruct MT=4, 103, and 107 (written by D.E. Cullen) [12],

LEGEND calculates linearly interpolable angular distributions from ENDF data (writ-
ten by D.E. Cullen) [12],

LSTTAB tabulates ENDF and EXFOR data in PLOTTAB format (written by A.Trkov} [13],
SIXTAB  converts ENDF file MF6 to Law 7 representation (written by A.Trkov) [13],

PLOTC4 plots comparison between EMPIRE-IT results and EXFOR data (written by
D.E. Cullen and A. Trkov) [13],

ZVView  plotting package by V. Zerkin [14].

The next chapter outlines nuclear reaction models used in the code. Both, the structure of
the code and the input/output files are described in Chapter 3. Use of the code, the role
of input parameters, and a few typical examples of input files are discussed in Chapter 4.



2 Models

2.1 Fusion/reaction cross section

The reaction cross section is calculated in terms of transmission coefficients 7;%(¢) using
the expression

I+e J+S

ooV, Jm) = =2+ 1) SO LT (2.1)

2
BRI+ 1)(2i+1) 4 S

where k is the wave number of relative motion, ¢, I, J, and S indicate projectile, target,
compound nucleus, and channel spin, respectively, and [ is the orbital angular momentum of
the projectile a. The function f(l, ) ensures parity conservation. It is unity if px Px(—1)! =
7 and zero otherwise. Here p, P, and 7 are projectile, target, and compound nucleus parities
and € and U stand for the projectile and compound nucleus energy.

For projectiles with mass numbers A<5 the transmission coefficients entering Eq. 2.1
are calculated using optical model routine SCAT?2 [5] unless an external file FUSION exists.
In the latter case, the spin distribution of the Compound Nucleus is read directly from this
file.

The Heavy Ton fusion cross section is calculated using Eq. 2.1 with transmission coef-
ficients determined according to one of the following methods:

(i) the simplified Coupled-Channels approach [7] (CCFUS code). Inelastic excita-
tions and transfer reaction channels are treated as independent modes which
couple to the initial ground state. The corresponding wave equations are ap-
proximately uncoupled by diagonalizing the interaction at the barrier. The
total transmission probability is then obtained by summing over the distribu-
tion of transmission probabilities for the eigenbarriers, with weights given by
the overlap of the initial state with the eigenchannels. This is a default option.
It takes into account coupling of the excited collective states in the target and
projectile. A detailed description of the method can be found in the original
reference [7].

(ii) the distributed fusion-barrier model [15]. This method accounts for the effective
lowering of the one-dimensional fusion barrier by allowing for the additional di-
mension and assuming that the barrier distribution in the added dimension can

10
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(iii)

be represented by a truncated Gaussian. Thus the fusion barrier distribution
f(B') can be characterized by the mean energy B, the standard deviation op,
and the truncation parameter £, and is written as

" 2
f(B') = ngexp <7B20]23B ) (2.2)
for |[B— B'| < top and j(B') = 0 otherwise. The parameter ¢ defines the
lowest possible value of the fusion barrier and ng is the normalization factor
ensuring that the integral of Eq. 2.2 is 1. The fusion probability for a given
angular momentum [ is given by a convolution of the barrier distribution f(B’)
and the transmission coefficient T)(F — B')

pED = [ FBITE - BB (2.3

The transmission coefficient in the Hill-Wheeler approach [16] reads
T(E —B') = {1+exp|-2n(E — B' — E,o,)/(B)]} ", (2.4)

with E,,; being rotation energy at angular momentum [. The distributed fusion-
barrier option in EMPIRE-IT allows for the extra-push energy that can be
specified in the input and added to the fusion barrier. The latter, if not specified
in the input, is by default calculated using BAR subroutine of CCFUS (see
above) .

the fusion cross sections for each [ read from the external file FUSION (*.fus).
The code converts them into transmission coefficients to be used in Eq.2.1. The
existence of the FUSION (*.fus) file overrides all input dispositions regarding
fusion determination.

NOTE: FUSION (*.fus) file refers to a single incident energy, therefore only
one energy at a time can be calculated.

the total fusion cross section specified in input (single incident energy only).

the critical angular momentum [, for compound nucleus formation specified in
input (single incident energy only).

In the latter two cases the transmission coefficients are assumed to be of the form

1
14 emp(—%) ’

T (e)

(2.5)

where ¢l is an input parameter. If the total fusion cross section is specified in the input,
then the code adjusts I, in order to reproduce the requested value.

11
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2.2 Coupled-Channels Code ECIS

ECIS [6] is a well known and highly respected code for calculations within the general-
ized optical model and Coupled-Channels model (CC). These are important for modeling
reactions on deformed nuclei and, in particular, for the correct description of a strong
population of collective discrete levels in the inelastic scattering. ECIS-95 was added to
EMPIRE as its new extensive module by R. Capote in February 2001. Symmetric ro-
tational, vibrational-rotational and harmonic-vibrational CC modes are available. The
implementation features automatic preparation of the ECIS input. It uses the RIPL-2 [17]
optical model segment and resorts to the RIPL-2 discrete level schemes and to the defor-
mation parameters (nix-moller-audi.dat, quadrupole deformations 8;) only if these are not
included in the optical model parameter set available from RIPL-2. Since EMPIRE-II has
no table of vibrational (dynamical) deformations, these are defined in a somewhat ad hoc
manner as 0.15 for quadrupole and 0.05 for octupole vibrations.

Calculations can be performed for the majority of deformed nuclei including rotational
and vibrational, even-even and even-A with integer spins, as well as odd-A with half-integer
spins. Vibrational even-even nuclei and even-A are also covered. The only exceptions are
vibrational odd-A nuclei. In these cases automatic construction of the file with collective
levels is not possible and the user must prepare the corresponding file manually.

Once ECIS is invoked, the code prepares several interim files ecis95.*% to be read by
EMPIRE-II. In most cases, the code prepares two additional files:

TARGET COLL.DAT, collective levels and their deformations to be used by the ro-
tational or vibrational CC. In the case of vibrational model the
phonon structure of the levels is also read from this file (in the
case of the rotational model this information is ignored).

OMPAR.DIR, parameters of the Optical Model Potential (OMP) to be used in the
inelastic channel (discrete collective levels). OMP parameters may
be selected via a new keyword DIRPOT (similar to OMPOT, but
only for the inelastic channel). This information is supplemented
by the parameters read from the *-lev.col file.

ECIS can be invoked by the EMPIRE in three different ways, using input directive DI-
RECT. The default value (DIRECT=0) calls the spherical optical model (SCAT2) and
suppresses calculation of direct reactions to the discrete levels. The remaining options
have the following meaning:

DIRECT 1. Population of discrete, collective levels in the inelastic scattering is cal-
culated using the Coupled-Channels model. The direct cross sections are
exact but spherical transmission coefficients 7; provided by SCAT2 are
used for subsequent preequilibrium and HF calculations in the whole en-
ergy grid. These results are re-normalized at the 7; level by taking into
account direct component. The total, elastic, absorption and the inelastic

12
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DIRECT 2.

DIRECT 3.

cross sections are taken from the CC calculations if a true Coupled-Channel
Optical Model Potential (CC-OMP) is being used (otherwise, in the case
of the Spherical OMP (S-OMP), only inelastic cross sections are accepted).
The option DIRECT=1 is fairly fast, though some accuracy may be lost
compared to the DIRECT=2 option described below. In general, it should
perform well for the weakly coupled levels. For strong coupling, such as
in the highly deformed rotational bands in heavy nuclei, it should be used
with caution. It is the recommended option if accuracy is not a critical
issue and the appropriate CC-OMP is available.

Population of discrete, collective levels in the inelastic scattering is calcu-
lated within the CC as above. Importantly, the CC is used consistently,
considering the ground state and the coupled levels, to calculate all neces-
sary transmission coefficients for subsequent preequilibrium and HF calcu-
lations. These CC transmission coefficients define absorption cross section
that is available for the preequilibrium and HF decay. The absorption
cross section sums up with the direct cross sections to collective levels to
the reaction cross section. DIRECT=2 is an exact option that considers
flux decrease due to the collective excitations at the level of T;. In the first
run with DIRECT=2, T; values are calculated for the whole energy grid.
These values are stored in the file *.¢/ for further use. Although the first
run takes quite a lot of time, all successive runs are much faster. It should
be noted that file *.t/ can be used for successive runs only if no changes
were made to the files *-lev.col and *-omp.ini. For each incident energy
in the input file, there is one *.{l file stored in the work directory. The
DIRECT=2 is a recommended option for accurate calculations whenever
an appropriate CC-OMP is available.

Population of discrete collective levels in the inelastic scattering is calcu-
lated using the DWBA method providing approximate direct cross sections.
The spherical transmission coefficients 7T, calculated with the optical model
code SCAT?2, are used for the whole energy grid in subsequent preequilib-
rium and HF calculations. These results are re-normalized at the T} level
by taking into account direct component. Elastic, absorption and inelastic
total cross sections are taken from the SCAT2 (Spherical OM) calculations.
This option is fairly fast, though some accuracy may be lost. In general,
it should perform well for weakly coupled levels. For a strong coupling,
such as in the highly deformed rotational bands in heavy nuclei, it should
be used with caution. The DWBA option has an advantage if the suitable
CC-OMP is not available. In such a case, one can use S-OMP parame-
ters in the DWBA calculations tuning inelastic cross sections by adjusting
dynamical deformations of collective levels in file *-lev.col .

13
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2.3  Multi-step Direct

The approach to statistical Multi-step Direct reactions is based on the Multi-step Di-
rect (MSD) theory of preequilibrium scattering to the continuum originally proposed by
Tamura, Udagawa and Lenske [8]. Since then, the approach has been revised, especially
the part related to statistical and dynamical treatment of nuclear structure.

The evolution of the projectile-target system from small to large energy losses in the
open channel space is described in the MSD theory with a combination of direct reac-
tion (DR), microscopic nuclear structure and statistical methods. As typical for the DR-
approach, it is assumed that the closed channel space, i.e. the MSC contributions, have
been projected out and can be treated separately within the Multi-step Compound mech-
anism.

2.3.1 Outline of the theory

In the MSD theory the effective Hamiltonian in the open channel space is divided into an
energy averaged optical model part H?*, describing the relative motion of projectile a and
target A, the intrinsic Hamiltonian H*" of the asymptotically separated nuclei and the
residual effective projectile-target interaction V" leading to non-elastic processes

H = Hopt 4 Him‘r 4 Vres ) (26)

Both H* and V"¢ are non-hermitian operators. To a large extent the imaginary parts
are related to the flux absorbed into the closed channels, but those open channels which
are not treated explicitly are also contributing.

The ORION code solves the Lippmann-Schwinger equation for the open channel T-
matrix where the n*-order term

T(g) —< XEE—)’(,Y’Vres(Gchan(E)Vres)n—l‘0)’X(()"') > (27)

v

describes the n—step transition from the entrance channel with incoming scattering wave
X(()+) and the ground state configuration |0) = |aA) to an exit channel v with outgoing
wave yi) at the energy E [18, 19]. G"(E) is the Green’s function for the channel. The
scattering waves are optical model wave functions. They are weakly energy dependent on
a scale much larger than the one on which the intrinsic states v vary. The MSD approach
treats the residual projectile-target interactions perturbatively. In this sense, MSD theory
is a “weak coupling” description of continuum scattering.

In order to describe the statistical content of pre-equilibrium spectra the real states ~
are expanded into n-particle and n-hole model states c. Explicitly, H"™" is chosen as

Hintr — Héntr 4 Vintr . (28)

The states c are eigenstates of H{"" and the residual interaction V™" couples states from
different particle-hole classes only. It is assumed that the configuration mixing between

14
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np—nh classes is stochastic in nature and leads to a random distribution of amplitudes with
mean value zero [19]. When the density matrix is averaged over a finite energy interval,
e.g. with a Lorentzian or Gaussian ¢(z) of full width A large compared to the mean level
spacing,

pE) = / AE'G(E ~ E')picro(E) (2.9)

the coherence of the basis states is lost. As a result, the density matrix becomes a statistical

matrix
AE) = pn(E). (2.10)
The summation extends over the np — nh classes with

pu(E)= 3 l)PB)(¢ (2.11)

c=[npnh]

and the probability per energy to find the system in the configuration ¢ is given by the
spectroscopic densities,

PE) = —%Im[ | AE'9(E = ENClGm (B, (2.12)

with G (E) being the intrinsic Green’s function.

The statistical operators carry further properties which are important for the physical
content, of the description. Integrating P.(E) over an interval AE one obtains the spectro-
scopic factor for the configuration ¢ in AFE. ITrrespective of the representation, i.e. in either
the v or the ¢ basis, the trace of p(FE), Eq. 2.9, gives the total level density at energy F.
The partial level density of np — nh states is determined by tr(p,) (Eq. 2.11).

Similar to the chaining and never-come-back hypotheses of [3] the interference terms n #
k are neglected by assuming that in each step the reaction is dominated by transitions into
configurations with the highest level density at a given excitation energy. This means, that
we neglect de-excitation and re-scattering processes which decrease or leave the ph—number
unchanged, respectively. With this assumption the cross section becomes an incoherent
super-position of n—step contributions

d’o o
= 2.13
dQdE ~ dQdE’ ( )
where the multi-step cross sections are defined as
o) n
odp = O RO, (2.14)

c=[npnh]

Expanding V"¢ into multi-poles V), and noting that only 1p— 1A configurations are directly
excited in a one-step process the ¢{!) is determined by an average over transitions into the
1p — 1h states ¢ around excitation energy E with form factors

F% = (c[V4]0) . (2.15)

15
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Rather than treating each transition separately it is sufficient to consider averages over the
microscopic form factors. Thus, V"¢ is represented in terms of state independent multipole
form factors F and nuclear transition operators O

Vres(r €) = Z:FA )eNG (2.16)

Here, r denotes the relative motion coordinate and £ = (&,,£4) are the intrinsic coordinates
including spin and isospin, respectively. The multipole form factors F in turn are related
to O,. In a self-consistent approach they are obtained by averaging V" over O,:

Fy(r) = (c|OIp(E)V™|¢) /Sx(E, ¢). (2.17)

Here, the general case of a transition starting from an arbitrary state ¢ is considered
which appears in the intermediate steps of higher order multi-step processes. For one-step
reactions the initial state is the ground state ¢ = 0. By normalization to the transition
strength function S

(c|O1, p(E)Ox|c) = s Sa(E, ¢) (2.18)

the dependence of the form factor on the internal state is removed to a large extent. S is
the nuclear response function for the external operator O, describing the transition rate
per unit energy from the state ¢ into the ensemble of states ¢ centered at energy F.

The above relations are appropriate for one-step reactions where c is the ground state.
However, in higher steps ¢ is an arbitrary intermediate np — nh state which is summed
over in the cross section. Thus, for multi-step scattering the form factor, Eq.2.17 actually
utilizes a too microscopic picture. The statistical aspects in multi-step transitions are taken
fully into account by the average multipole form factors

_ tr(pOjpv)

tr(pOLpO,)

which are independent of the initial state and the multi-step order, respectively. In the
applications of the theory these global form factors together with the response functions

of Fq.2.18 are used.
With the above results the one-step cross section is expressed as

(2.19)

bl

dEdQ dQ ‘* ’ (2.20)

where o) is a reduced DWBA cross section calculated with the average form factors
(Eq.2.17).

The multi-step part of the theory is discussed here for two-step reactions only. The
state-independent and slowly varying two-step amplitudes read

T)Ef?)\z =< X(E_) ‘F)\QGoptF)q ‘X((;—) >, (221)

16
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with G°P* being Green’s function for the optical model potential. The nuclear structure
information is now contained completely in

(0103, G (B0, p(E) 03, G (E1)Ox, [0) (222)

By definition, the exit channel configurations are 2p — 2h states which are excited from
1p — 1h states ¢;. Also in the first step only 1p — 1h states a are excited. Therefore, we
only have to consider the 1p — 1h reduced parts of the two Green functions.

To a good approximation the dependence of Sy,(E,¢;) on ¢; can be replaced by a
dependence on E; by considering that the spectroscopic strength usually is located in the
vicinity of the unperturbed energy. Theoretically, this is achieved by taking the average
over the response functions belonging to states ¢; at energy F;

> e, P (E1)SA(E, 1)
e, Per (E1)
tr(p1(E)OLH(E)O,)

S)\(Ev El)

- 2.23
(51 (1) (2:29)
The final result for the two-step MSD cross section is of very intuitive structure
2 _(2) do®
A’ [dEdQ =) / AE1 8, (B, B1) Sy, (Br, 0)— (B, E1) [, (2.24)

A1A2
0@ is an averaged cross section defined in terms of the T®) —matrix elements (Eq.2.21,
which describes two-step scattering wave-mechanically as a coherent quantal process. The
total response of the intrinsic system at energy loss E' is contained in the first and second
step transition strength functions. The folding accounts for the partitions of the total
energy E into one- and two-step parts such that £ is conserved.

In the present version of the code only one- and two-step MSD contributions are consid-
ered. In most cases it is a good approximation to use the ground state response functions
also for the second step but at an energy shifted by the amount of total energy loss in
the first step. This corresponds to the assumption that the structure of excited nuclei is
close to the structure of the ground state as far as single particle occupancies and other
mean-field properties are concerned.

Summarizing this section, the statistical properties of pre-equilibrium spectra are used
to eliminate interference contributions at various places. Physically, this corresponds to
the neglect of certain intrinsic correlation functions which only would be observable at an
energy resolution of the order of the average level spacing. This leads to a representation
of pre-equilibrium cross sections as an incoherent super-position of multi-step contribu-
tions. The statistical treatment is introduced in a minimal way, namely referring only to
the intrinsic systems while multi-step scattering is described quantum-mechanically as a
coherent process at all steps.
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2.3.2 Notes on RPA-Description of Transition Strength Functions

In the MSD approach continuum scattering is considered as a sequence of 1p—1h transitions
and the transition strength functions, Eq. 2.18, correspond to response functions of an
external one-body operator acting repeatedly on a nucleus. A reliable description of one-
body response functions is provided by the Random Phase Approximation theory |20, 21]
(RPA). In RPA the whole series of 1p — 1A interaction diagrams is summed exactly. Thus,
an essential contribution to the intrinsic correlations is treated explicitly. In the notation
of Section 2.3.1 they are part of H"". Thus, the ph—classes are built from correlated
basis states. This justifies also the ansatz of Eq. 2.8 where V™" was defined as to act only
between ph—classes.

An important advantage for a reliable description of pre-equilibrium spectra is that
RPA accounts for collective and non-collective features on the same theoretical footing
[21, 22, 19, 18, 23]. The approach describes at the same time the large amount of weakly
excited background states and the strongly excited giant resonances (GR) in the continuum
together with low-lying surface vibrations. It is clear that the response functions do not
suffer from double counting of transition strength which appears if collective states are
treated separately. Important quantities like energy weighted sum rules are known to be
conserved by RPA. Also the enhancement of the response due to ground state correlations
is included.

In view of a large number of p — h configurations which are needed in order to describe
nuclear spectra over a range of excitation energies of several tens of MeV a fully microscopic
calculation is of little use. In accordance with the statistical description of cross section
statistical considerations are also incorporated into the structure calculations. Instead
of solving the RPA-eigenvalue problem by direct diagonalization it is more appropriate
to consider the average properties of excitations. The Green function approach to RPA
[21, 19] provides the proper theoretical basis for such a description.

For a general formulation, applicable also to open shell nuclei, the quasi-particle RPA
(QRPA) is used. Thus, a BCS ground state and a canonical transformation to quasi-
particles is assumed [24]. The excitations are then given in terms of two quasi-particle
(2gp) rather than by 1p — 1h configurations. Furthermore, in order to account for the self-
energies the 2¢gp energies are taken to be complex by adding a state dependent damping
width T'%. The response functions include inelastic events only and are calculated in linear
response theory. Formally, the response functions entering into the MSD-calculation are
expressed through the RPA polarization propagator x%74(E)

S\(E,0) = —%Im[XRPA(E)] | (2.95)
In higher steps, where the transition starts from a state ¢ # 0, the 1plh densities and
response functions on the background of an already excited nucleus are required. At
excitation energies per particle which are well below the Fermi energy the structure remains
close to the ground state. Since this is the region of main interest for pre-equilibrium
scattering Eq.2.25 is used also in two-step and higher order reactions at the appropriate
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excitation energy. The average response functions, Eq.2.23, are approximated by

S)\(E, El) >~ S)\(E - El, 0) y (226)

where it is assumed that S, depends only on energy difference £ — F; which corresponds
to the relative excitation energy. The form factors of Eq.2.19 are found to be given by
folding V"¢ with p,. Thus, the theory leads to a transparent and consistent description
of nuclear structure and reaction dynamics which accounts for the microscopic and the
statistical aspects of pre-equilibrium reactions.

The code TRISTAN assumes O, = k,U,, where the radial part of U, is chosen as
the derivative of the ground state potential and the coupling constants x, are treated as
empirical parameters. This phenomenological approach to RPA is widely used in structure
calculations and has been found to give reliable results for response functions [22, 25].

The MSD response functions are calculated with single particle levels from a spherical
Nilsson Hamiltonian with standard parameters. The ground state is obtained from a BCS
calculation in the “fixed gap approximation” with A, = A, = 12.0/+/(A) MeV for protons
and neutrons. This also allows a realistic description of open-shell nuclei. Correspondingly,
the response functions are calculated with quasi-particle RPA (QRPA).

Multipole fields with a radial shape ~ r* are taken. The coupling constants s are
determined such that excitation energies of low-lying surface oscillations and of the Giant
Dipole Resonance are reproduced.

The 2gp—spreading width Ty which describes in a global way the internal nuclear
dissipation of the model states is parametrized as

1 1
1+erp((Ey — Eyyr)/a) 1+ exp((—FEq — Eye)/a)
an odd function of E,. The parameters I'g, Fy,,, o are taken equal to the width and energy

of the giant dipole resonance. The maximum [-transfer A is internally set between 1 and 4
depending on the maximum [/ contributing to the reaction cross section.

[d = Ty ) (2.27)

2.3.3 Implementation of ORION and TRISTAN codes in
EMPIRE-II

Implementation of ORION and TRISTAN codes in EMPIRE-II involves a few modifications
that facilitate operation of the codes. The common input parameters (such as incident
channel configuration and optical model parameters) are passed to ORION and TRISTAN
directly from the EMPIRE-II. The parameters that are specific to ORION and TRISTAN
are set to default values in EMPIRE-IT and transmitted when ORION and TRISTAN
are called. The latter parameters can be modified by the user in the optional input to
EMPIRE-II. However, a default MSD calculation can be performed without any additional
input.

EMPIRE-II takes care of multiple calls of ORION with appropriate energy losses (Q-
triangle). In the first set of calls, a standard averaged form factor is used. Then EMPIRE-IT
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calls ORION calculations with the compressional form factor, which is more appropriate for
A = 0 momentum transfer. The tables resulting from both sets of calculations are merged
in such a way that all A = 0 momentum transfers are calculated with the compressional
form factor while the remaining ones are determined with the standard form factor. The
extension of the original version of ORION to the compressional form factor for A = 0 was
performed according to the suggestions by H. Lenske)

The TRISTAN code has been modified to automate blocking of the shell model orbital
by the unpaired nucleon. In the stand alone version of the code this orbital must be
specified in the input. Since the orbitals are reordered during the calculations two runs
are necessary (the first one without blocking to identify a correct orbital). In the version
of TRISTAN that is included in EMPIRE-II this preliminary calculation is performed
internally, whenever necessary, and the blocking is set up.

Results of the MSD calculations are sensitive to the coupling constants «,. By default,
these are determined such that excitation energies of low-lying 2, 37, and 4% collective
levels be reproduced. The code identifies the lowest discrete levels with the above spins
and uses them for for fitting coupling constants k). However, not always the lowest levels
are the collective ones. If this happens, the user has to fix the energies of these levels
in the input file. The energy of the Giant Dipole Resonance is used to determine the x;
parameter. For A = 0 transitions the self-consistent coupling constant is used by default.
Also in A = 0 and A = 1 cases user may choose to provide the respective energies in the
input. Each of the coupling constants can also be set to the self-consistent value.

It should be noted that actual implementation of the TRISTAN code does not allow
for treatment of the charge exchange channels. Therefore, the MSD cross sections and
double-differential spectra can only be calculated for the inelastic scattering . Tt should be
stressed, however, that due to the collective nature of the MSD approach, its contribution
to the inelastic scattering is much bigger than to the charge-exchange channels and thus
the latter ones can be calculated with the exciton model DEGAS (see Section 2.7) or Monte
Carlo approach (see Section 2.8)with reasonable accuracy.

2.4 Multi-step Compound

The modeling of Multi-step Compound (MSC) processes follows the approach of Nishioka
et al. (NVWY) [4]. Like most of the precompound models, the NVWY theory describes
the equilibration of the composite nucleus as a series of transitions along the chain of
classes of closed channels of increasing complexity. In the present context, we define the
classes in terms of the number of excited particle-hole pairs (n) plus the incoming nucleon,
i.e. excitons. Thus the exciton number is N = 2n + 1 for nucleon induced reactions.
Assuming that the residual interaction is a two-body force only neighboring classes are
coupled (An = +1).

According to NVWY, the average MSC cross-section leading from the incident channel
a to the exit channel b is given by
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do. ab
dE

= (1+06w) Y TellymT,, (2.28)

which also has to be summed over spins and parities of the intermediate states and where
we have omitted kinematic and angular-momentum dependent factors. The summation
includes all classes 7 and m. The transmission coefficients 7, describing the coupling
between channel ¢ and class n are given as
Am2U8
10 = - 5 (2.29)
1+7>,Un)

where U® = pb < W, , > is microscopically defined in terms of the average bound level
density p® of class n, and in terms of the average matrix elements W, , connecting channel
a with the states in class n. The probability transport matrix I1,,, is defined via its inverse,

(™Y i = G (27 p2) (T + T2 — (1 — 5nm)27rann2 ompl . (2.30)

in terms of the mean squared matrix element V2 coupling states in classes n and m, the
average spreading width T} of states in class n, and the average total decay width Fff”tln
class n. The spreading width T} is again related to the mean squared matrix element V2.,

Th=2r> V2. 0. (2.31)

Under the chaining hypothesis V;2, couples only neighboring classes (V,2,, = Ounless |
n—m |=1). The decay width ['®** is determined by the sum of the transmission coefficients
TY over all open channels

rest = (2mp2)~ Z TC. (2.32)

More explicitly T¢** may be expressed through the energy integral of the product of trans-
mission coefficients and level densities

m=n+1

Fewt 27T10n Z Z / n—)m E QP - 8) (233)

o m=n—1

Here, € stands for the ejectile p energy, (), for its binding in a composite system, and «
symbolically accounts for the angular momentum coupling of the residual nucleus spin,
ejectile spin and orbital angular momentum to the composite nucleus spin. Again, due to
the chaining hypothesis, only those emissions which change class number by | n—m |< 1 are
allowed. We note that, unlike the FKK]3] formulation, in the NVWY theory transmission
coefficients T,,_,,, carry two class indexes.

Following Ref. [26] the microscopic quantities < W, , > and m are expressed in
terms of the macroscopic ones. To define < W, , > EMPIRE-II uses Eq. 2.29 and equates
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it to the optical model transmission coefficient. The matrix element V2, is related to the
imaginary part of the optical model potential W (c) using Eq. 2.31 with Ty = 2W(¢). To
evaluate Ty, W (e) has to be averaged over the probability distribution of particles and
holes. Once the matrix II7!is determined it is inverted numerically and used in Eq.2.28 to
calculate MSC emission spectra.

EMPIRE-II decides whether the MSC calculation should be followed by the Hauser-
Feshbach one or not. If the number of MSC classes considered is high enough so that the
equilibrium class is included in the MSC chain the code restricts calculations to the MSC
mechanism only. To this end, the matrix element VnQ’n 41 of Eq. 2.30, responsible for the
transition to a next higher class, is set to zero for the highest class. This closes the “leakage”
of flux from the MSC, which normally would be treated in the frame of the Hauser-Feshbach
model. Thus, the whole flux entering the composite nucleus is consistently treated within
the MSC mechanism. This approach is certainly attractive from the theoretical point of
view. On the practical side, however, there are severe drawbacks. The most important is
that, so far, the discrete levels in a residual nucleus are not treated in the MSC formalism.
In fact, EMPIRE-TI, when using MSC mechanism, totally ignores the discrete level region.
In addition, the particle-hole level densities, as used in the MSC, are less realistic than
their counterparts used in the Hauser-Feshbach model. The latter ones have been carefully
adjusted to the experimental data, especially in the low energy region, while the particle-
hole level densities, in most cases, make use of an equidistant spacing model with g=A /13.
Therefore, it is recommended to use a few (3 to 5) MSC classes, which are generally
sufficient to grasp the most important part of the MSC spectrum and to delegate the rest
of the decay to the Hauser-Feshbach model.

2.4.1 Conditional level densities

Following Ref. [27], the conditional density of states having all p particles bound (i.e.
below the binding energy B) reads

pin(B) = g;% 2 (];) (—1)i(]fp;if¥z)!_ (2.34)

for IB< E<(I+1)B, with I=0,1,..(p—1), and

gp+h p—1 h—1 D . p—i B]p+m i

0 = 2 25 (1) 0 g e (2.35)
for £ > pB. The superscript B indicates that quantity refers to the bound states em-
bedded in the continuum. For excitation energies lower than the Fermi energy, which is
approximately 40 MeV, it is not necessary to consider any additional limitations for the
energies of the hole states. For the higher energies, the depth of the potential well have
to be taken into account. Relevant formulas were reported in Ref. [28], but for the time

being these were not implemented in the EMPIRE-IT code.
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Using Eqs. 2.34 and 2.35 one can calculate energy dependence of the average escape
width and of the damping width, which both depend on pfh(U ). These factors were
originally introduced by Feshbach, Kerman, and Koonin as the Y-functions (see p.462 of
Ref.[3]). These functions define the density of final states accessible to different transition
modes compatible with two-body interaction (An = —1,0,+1). For the A = —1 transition
one obtains:

n—1 _ ,0531 (E - U)Pf—z,h—2(U)

Y (2.36)
Pfh(E)
The accessible state density for the A = 0 transition reads
B
U
Ynn _ nghpp—Bl,h( )
pph(E)
1 g |[U-E+2B 4
vl 2) | T R gl ) (2.37)

+f6pf—2,h+2(E —2B) - Pf—z,h+2(U)J ,

with o = lfor E < 2B+U, 8 =1 for £ > 2B, and both equal to 0 elsewhere. The density
of states available for the creation of the particle-hole pair is

1 PPy (U)
Vit = goh(h+ 1)L~ (2.38)
2 Pfh(E)
The most complicated expression describes damping width
w1 (hED(R+2)[1, 4 1, 5
Yn - *L = g Pfh(E) Ehpp,h+2(E) - aihpp,h—i—Z(E - B)
1 1
330 aslB) — g0 (D s B) (239
B?g? B B
+mpp—l,h+l(E — B)+ Bgp, 1 410(E — B)} }7

with « equal 1 for F > B and 0 for F < B.

2.5 ~-emission in Multi-step Compound
The emission of v in the Multi-step Compound mechanism is treated in terms of the

model proposed by Hoering and Weidenmueller [29]. Application follows the paper by
Herman et al. [30]. The model assumes that v emission occurs through the deexcitation
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of the Giant Dipole Resonance (GDR) built within MSC classes. Following Brink-Axel
hypothesis [31, 32, 33| each nuclear state serves as the basis of a GDR excitation with
identical properties. Moreover, the Tamm-Dancoff approximation is used and GDR is
represented as a linear combination of correlated 1p-1h states. Each MSC class M, now
characterized also by its spin J, splits into four sub-classes M,,. The states in subclasses
M,,, with n=1, 2 and 3 contain GDR built on states in class M-1 with spins J-1, J, and
J+1, respectively, and opposite parity. The states in class M, are pure single particle
excitations and contain no GDR.

The pure MSC-contribution to the cross section is obtained while neglecting the GDR
built on the ground state, which leads to the non-statistical direct-semidirect process.
The theory [29] allows for the inclusion of direct-semidirect in the formalism. However,
the implementation of direct-semidirect in the EMPIRE-II is oversimplified and has been
disabled. On the other hand, an option is provided to start MSC calculations right from
the first class. This approach lacks formal justification but brings the model closer to the
treatment of v emission in the classical preequilibrium models.

The average MSC cross section is given by

oS¢ = Ty I vtm, v Tva s (2.40)
where
(H_l)Mm,Nn = 27T,0MmUMm,Nn27rpNn
00 N O 27 g (Th, 4+ TF, ) (2.41)

and T, = >, Tamm are the optical model transmission coefficients.
The transmission coefficients for the F7-vy channel are defined, as for the particle chan-
nel, in terms of the unitarity deficit of the average S-matrix.

2

T,=1-1|5,| . (2.42)

This is directly proportional to the strength function f(FE), which can be written as a
function of the absorption cross section, yielding

1 (EE1)2
TP = — oo (EP) 5. 2.43
v o b (E5") (ic)? (2.43)
The absorption cross section has a Lorentzian form and is given by
EEI 2F2
Oabs (bfl) = Ores ( B ) res . (244)

((Efl)Z - Eages)2 + (E$1)2F%es

For the resonance energy F,.,, the resonance width I',.,;, and the peak cross section g,
the experimental or systematics data are used as input parameters. As in the case of
particle emission, the average matrix element v, vy coupling non-collective states of two
exciton classes is determined from the imaginary part of the optical model potential.
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Next, we will analyze the individual matrix elements (II7') a7, v We begin by in-
vestigating the non-diagonal block (II™Y) arp (ar11yn = 27rpva]2\4m’(M+1)n27rp(M+1)n, i. e,
the transition from a state in exciton class M to a state in the next higher exciton class
(M + 1). There are four different types of matrix elements:

e decay of a GDR,
e the single particle transitions leaving the GDR unchanged,
e transitions among non-collective states,

e GDR creation.

Computation of these four types of matrix elements is discussed below.

(i) The matrix element (H_l)Mm,(M+1)4, m = 1, 2 or 3 describes the decay of a GDR
via coupling to the next higher exciton class. This process is responsible for the spreading
width of the GDR. In colliding with a bound particle the GDR looses its coherence and
the bound particle is excited into an excited state thus creating another particle-hole state.
This matrix element can be written as

27TpMm/U%Jm,(M+1)427Tp(M+1)4 = 27TPMmFt:DR- (2.45)

For the width of the GDR the experimental value is used. Unfortunately, there is little
literature on how this width is separated into spreading and decay width. It is known that
for heavy nuclei the spreading width is dominant, whereas for light nuclei the reverse is
true. For 2%8Pb approximately 90% of the width is due to the spreading width. For 60,
on the other hand, 90% of the width is due to the decay width [34|. This separation can
be entered into the calculations as an input parameter. The result depends only weakly
on this coefficient. The level densities pl7 (E) for m=1,2,3 are given by the exciton level
densities i)"Y (E — Egpr), pl(E — Egpgr) and p\\T) "™ (E — Egpr), respectively.
These correspond to the level densities of the non-collective states on which GDR is built.
Implicitly, all of them are for bound configurations.

(ii) The matrix element (II™!)pm (asr41)m, M, n=1, 2, 3 describes the transition of a
GDR-state in class M to a GDR-state in class (M + 1). In such a transition the GDR is
not affected and is just a "spectator". This is again a consequence of the two-body nature
of the residual interaction. The subclasses 1, 2, 3 differ only in the angular momenta
of the non-collective states the GDR is built on. Since a transition among these states
must not change the angular momentum this part is diagonal in the subclass indices, i. e.
(IT™Y) atmm (p<1ym # 0, only. Thus, these matrix elements are given by

(H_l)Mm,(M+1)m = QWPvai.C.QWP?\fﬁn_»(M+1)ma (2-46)

where p?, (F), m=1,2,3, is the exciton level density p%:W)(E — Egpg) with J' = (J —
1),J, (J+1) p‘}\jﬁn_)(MH)m(E), m=1, 2, 3 are the accessible state densities p{37_1) ;_,ar (E—
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Egpr) with J' = (J — 1), ,J, (J + 1), respectively. v, stands for the average transition
matrix element between two non-collective states of neighboring exciton classes.

(iii) The matrix element (IT7')pq(ar41)2 describes transitions between non-collective
states only. The matrix element is again expressed through the average transition strength
V... between two non-collective states

(1) ara a41ya = 27 para (B0 o 27 P37 s ar1ya (B (2.47)

(iv) The matrix element (11_1)M4,(M+1)m with m = 1, 2, and 3 describes the creation

of a GDR in the next higher exciton class. In the current version of EMPIRE-II the

total GDR width is taken to describe this process’. However, the creation of a GDR is

possible only if a particle or a hole has enough energy to create the GDR state. This is

another consequence of the two-body nature of the residual interaction. A particle with

the excitation energy of the GDR resonance is generally unbound. Thus, only a hole can

contribute. The probability for a hole to have the required energy ¢ within the configuration
with the total exciton number (p + h) is given by

p(p7h_ ]-7E_6)
p(p; h, E)
where p(p, h — 1, E — €) is the level density of the remaining excitons after removing a hole

of the energy €. p(p, h, E) is the total level density at energy F for (p + h) excitons. N is
the normalization constant.

pp,h—1L,E—¢),  plp,h—1E)
N / p(p, h, E) de_p(pahaE)(pﬂLh—l)' (249)

Hence, the probability for a hole to have the energy F > Egppg is given by

/E P(e)de = m/E plp, b — 1, B — ¢)de

P(e) = (2.48)

Eapr p(p,h— 17E) Eapr
_ p(p,h—1,E — Egpr) (2.50)
p(p, h, E) ' '
Collecting everything yields
,h—1,F—FE
(H_l)M4,(M+l)m = 2WpM4(E)FéDRp(p GDR). (251)

p(p, h, &)
Thus, all four types of matrix elements within the block (M, M + 1) have been deter-

mined. The matrix element (H_l)( M+1)m,Mn is Obtained using the symmetry properties of
the matrix II7!. The diagonal elements of this matrix are then obtained by summation:

4

(H_l)Mm,Mm :Z(H_ Mm,(M+1)n +Z Mm (M—1)n +ZTMmC (2.52)

n=1

! This may overestimate creation rate of the GDR. Other approaches are to use non-collective matrix
element or the GDR width split among the neighboring classes. To activate these possibilities the user
has to edit MSC-NVWY f file and uncomment adequate lines in both of the following ranges 1028-1036
and 1093-1106.
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The matrix I17tis inverted numerically and used in Eq.2.40 to calculate y-emission spectra.

2.6 Coupling between MSC and MSD

The NVWY theory includes a possibility of feeding higher MSC classes directly from
the MSD chain, in addition to the normal transitions between bound states of increasing
complexity. This process is taken in to account by a double sum over classes in the cross
section formula (Eq.2.28). The second sum over n refers to the contribution of different
classes to the particle emission, while the first one (over m) corresponds precisely to the
population of various classes directly from the open channel space rather than through
the transitions along the MSC chain. This effect is included in the EMPIRE-II code by
distributing the incoming channel transmission coefficient over different MSC classes. For
the time being, it is done according to phase space and global coupling arguments requiring
that the incoming flux splits between the first MSD and MSC classes in proportion to the
respective state densities and to the average value of the squared matrix elements coupling
unbound to unbound (< V;2, >) and unbound to bound states (< V2 >). Introducing
R =< V2% >|< V2, >, denoting the optical model transmission coefficient by T, the
density of bound and unbound states in class n by p? and p? respectively, and their sum
by p, the transmission coefficient populating the first MSC class may be written as

< V3 > pi(E) _T R

Tom — Lfom
<VZ>pi(E)+ < V2 > p¥E) (R—1)+ ,’;}EE%

The same reasoning may be applied to the flux remaining in the open space, which may
enter the MSC chain in subsequent steps of the reaction. Assuming R to be independent
of the class number the transmission coefficient 7, populating the n** MSC class is written
as

T, = (2.53)

n—1
R
Tn=Twm—> T (2.54)
Z (R—1)+ 52

If the MSD option is selected the absorption cross section available to MSC (0s) is
reduced by the total MSD emission cross section (o75p) in order to ensure flux conservation
and becomes:

Taps(J) = oo (J) (1 . UMSD) 7 (2.55)

JoM
where ooy is optical model reaction cross section and J stands for the compound nucleus
spin.

The MSD emission populates residual nucleus continuum. Spin distribution of this
population is assumed to be proportional to the spin distribution of 1p-1h states shifted
by the spin of the target ground state. This approximation is imposed by the current
structure of the ORION code which performs summations over angular momentum in the
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incident channel, thus making exact angular momentum coupling impossible. Choice of
the 1p-1h spin distribution reflects dominant contribution of the first step of the MSD,
which leaves the residual nucleus in the 2-exciton state.

The MSD cross section to the discrete states is distributed arbitrary among 2+, 3-, and
4+ states with relative weights 4:2:1 respectively and inversely proportional to the squared
distance between the energy of the populated level and the energy of the level to which field
parameters in the response functions were fitted. In the case of an odd nucleus all levels
with spins that differ from 2+, 3-, and 4+ by 1/2 are assumed to belong to the respective
spin multiplet. There was no attempt to treat MSD population of discrete levels more
accurately as this kludge can be removed by using strict Coupled-Channels calculations.

2.7 Exciton model

This module was incorporated to improve (n,7y) reactions for fast neutrons and to add the
capability of predicting spectra for the charge-exchange reactions that are not provided
by the current implementation of the MSD model (ORION & TRISTAN). DEGAS is
the exciton model code with angular-momentum conservation written by E. Bétak as an
improved version of the code PEGAS [10| by E. Bétak and P. Oblozinsky. DEGAS was
implemented in EMPIRE by P. Oblozinsky (BNL) in February 2001. Certain features of
the DEGAS code were intentionally disabled for compatibility with other models present
in the EMPIRE code. Thus, v-cascade has been limited to primary ~ys in the composite
nucleus and multiple preequilibrium emissions have been blocked. In particular, DEGAS
treatment of the equilibrium emission was disabled and left to the Hauser-Feshbach model
coded in EMPIRE.

Within the above simplifications DEGAS solves the classical (apart of spin) set of
master equations

dP(E, J,n,t)
di

P(E,J,n—2, )N (E,J,n—2)

+ P(E7J7n+2at)/\_(E7J7n+2)
+ P(E,J,n,t) [A\T(E, J,n) + A (B, J,n) + L(E, J,n)]  (2.56)
_l’_

3 /P(E'7J',n',t))\w ([Ejn] = [E, Jjn]) de,

J nz

where P(F, J,n,t) is the occupation probability of the composite nucleus at the excitation
energy E, spin J and the exciton number n, AT and A~ are the transition rates for decay
to neighboring states, and L is the total integrated emission rate for particles (protons 7
and neutrons v) and ~-rays. Note, that the last term ensures coupling of different spins.
The nucleon emission rate per energy and time is

- S+1/2 J—j
R e R O ND SHND DI [CNNCE Y

J=|5-1/2[1=|J—j|
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where w(n, E, J) is the particle-hole state density, T;s are the transmission coefficients of
the emitted nucleon, and R,(n) is a fraction of z-type nucleons in the n-th stage. The
particle-hole state density is

g(gE — App)"

Wi B D) == = 11

R.(J), (2.58)

where ¢ is the single-particle level density, p and h are number of particles and holes
(n=p+h), and A, is the Pauli correction term. The spin distribution reads

Ro(J) = 2‘]; Lenp (—%) , (2.59)

with o, being the spin cut-off parameter (02 = (0.24 4+ 0.0038E)nA%?). Treatment of the

intranuclear cascade rates follows the FKK [3| approach. The energy and spin dependence
are assumed to factorize

2
AE(E, J,n) = %\MFY#XL, (2.60)

where |M|? is the energy part of the average squared transition matrix element of the
residual interaction, Y,¥ is the energy part of the density of accessible final states, and the
Xj; ; factor takes care of angular momentum coupling. The latter two read

9 (GE—Apipa)"

NS GE A T (261)
and ) B
X0 = 77 2o R QF (@R () A Qo) (2.62)

JaQ
with A(QjsJ) =1 for |Q — j4| < J < @+ j4 and 0 otherwise. The function ﬁ(Q) is given
by

. 2
F(@Q) = Y@ + VR i+ DFG) (5 8 9 ) (2.63)
— 5 0 2
35
and the angular momentum density of the pair of states is
NG
Pl = S0+ DRI+ DG (4 2 8 ) 2o
2 2

J1je

Notation of spins (j;, J and @) is defined in Fig. 2.1
The averaged squared matrix element |M|? is related to the spin-independent estimate
of Kalbach [35]
Mponspin|> = KA 371 (2.65)

where ¢ = E/n is the energy per single exciton. The more complicated expressions [35] are
used if ¢ is outside the 7-15 MeV range. In the current, spin-dependent formulation the
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)

iy
Figure 2.1: Angular momentum coupling in the intranuclear transitions.

averaged squared matrix element is chosen in such a way that, after performing additional
averaging over spin, the non-spin value is recovered

|M|2 <X7J;J> = |Mnonspin‘2- (266)

For the K constant the standard value of 100 MeV? is adopted.

The coding of y-emission makes use of the Brink-Axel hypothesis [31, 32, 33] and Giant
Dipole Resonance y-ray strength function for the E'l1 transitions. In the angular momentum
coupling formalism the 7y emission rate A, from an n-exciton state is

E$O'GDR(E7) b%w(n, E— E,y, S)

- F = 2.67
)"Y ([E')J:n] - [E 77svn]) 37271302 w(n,E, J) ’ ( )
if emission of a 7y occurs with no change in the exciton number, or
E? E.) b/ n—2,E—-E,S
A (B, J,n] —» |[E—E,,S,n—2]) = 10aDr(En) by s 7 5) (2.68)

3m2hdc? w(n, E,J) ’

in the case of annihilation of one particle-hole pair. The photoabsorption cross section
oapr(E,) is written in the Lorentzian form

272
z E’D

N
O-GDR(E ) = 53.2mb y (269)
! A (Eg o E(QJDR)Z + E3F2
with I' = 5 MeV and
Eapr = 20\/(1 +2/A1%) JAV3 [MeV]. (2.70)
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N N

J3 13
Figure 2.2: Diagram of spin coupling functions 27 (left) and z"3>” (right) for y emission.

The dotted lines represent -s.

The branching ratios are

nnJ

nJ Z/ﬂl ms
s = YmTm's 7+ ym+2xm+2 7 271)
m m
where
Yo = gm,
yz+2 = g287 (272)

and the spin coupling terms read

2 = BT N o 1R () @+ DR G) B ()

" Ra(S) Jui2ds
2l Nk am S\
X(%O—%>{J1ﬁ} (273)
and
nt2,g _ 20 +1

o =

S+ DR+ DR (% ) A1, e

J1J2

ns 25 +1

The spin labeling is explained in Fig. 2.2.
DEGAS solves the set of master equations (Eq. 2.56) and calculates integrals of occu-
pation probabilities

T(E, J,n):/0 P(E, J, n,t)dt, (2.75)
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and preequilibrium emission cross sections

do,
dey

= > /U(Ec, J)T(Ee, Jo,n) Ay (|[E., Joon] = [Ey, Jpon — 1)) dE,. (2.76)

Jeydpyn

Here, subscripts ¢ and 7 refer to the composite and residual nuclei respectively.

Performance of the DEGAS code with regard to the ~y-channel was tested by the
Bratislava-Ljubljana collaboration [36]. Tt was demonstrated, by comparing practically
all available experimental data for (n,y) and (p,y) excitation functions in the incident
energy range 8-20 MeV, that DEGAS results are very close to the more microscopic direct-
semidirect (DSD) capture model. These excitation functions show relatively broad bell-
shape form with a peak around the GDR energy, which is about 1 mb for (n,v) and about
0.6 mb for (p,v) reactions.

In addition to the already mentioned improvement of the charge-exchange reaction
channel DEGAS can also be used to calculate (n,n’) cross sections offering an alternative
to the MSD /MSC approach.

The actual implementation of DEGAS is restricted to preequilibrium emission from
stages with n = 1, 3, 5, and 7 excitons in the first composite nucleus. FEmission of 7s,
neutrons, and protons is considered (but only y-emission is allowed from the n = 1 stage).
~-cascade is blocked and only primary s are calculated. Being an independent devel-
opment, DEGAS does not follow the EMPIRE style of having all dimensions set via the
PARAMETER statement. It allows for up to 150 energy bins and 25 spins. While the spin
limitation can be normally ignored (at least for not too high energies) user has to ensure
that no more than 150 energy bins (NEX) are requested in the EMPIRE input when the
DEGAS option is selected. Generally, all necessary input parameters are transferred auto-
matically from EMPIRE to DEGAS, and the user does not need to provide any additional
data.

2.8 Monte Carlo Preequilibrium

The Hybrid Monte-Carlo Simulation (HMS) approach to the preequilibrium emission of
nucleons is the third precompound model included in EMPIRE-II (the other two are
MSD&MSC and the exciton model (DEGAS)). The original HMS model has been formu-
lated by M. Blann [37] as a hybrid model [38, 39, 40, 41| inspired version of the intranuclear
cascade approach. Contrary to other classical preequilibrium models, this approach avoids
multi-exciton level densities, which were shown by Bisplinghoff [42] to be used inconsis-
tently in the exciton and in the hybrid formulations. The HMS model has a number of
attractive features. First of all, there are no physical limits on a number of preequilib-
rium emissions (apart from energy conservation). With the addition of linear momentum
conservation by M.Chadwick and P. Oblozinsky (DDHMS), the model provides a nearly
complete set of observables. These include cross sections for the production of residuals,
light-particle double-differential spectra and spectra of recoils. Spin and excitation-energy
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dependent populations of residual nuclei can also be obtained, an essential feature for cou-
pling the preequilibrium mechanism to the subsequent Compound Nucleus decay. The
binding energies in the HMS model are thermodynamically correct. This is a clear im-
provement over the intranuclear cascade model, although exact account, typical of the
Compound Nucleus model, is still out of reach. The DDHMS model proved to perform
very well up to at least 250 MeV, extending energy range of the EMPIRE-II applicability
to the desired limit.

The calculation flow in the DDHMS model can be summarized in terms of the following
steps:

1. draw collision partner for the incoming nucleon (2p-1h state created)
2. draw energy () of the scattered nucleon (if bound go to step 5)
3. draw scattering angles for both particles

4. decide whether the scattered nucleon will be emitted, re-scattered or trapped

a) if emitted appropriate cross section is augmented
b) if re-scatters additional particle-hole is created and we return to step 2

c) if trapped, go to step 5

5. draw excitation energy of a particle in the remaining 1p-1h configuration (between
0+(U —¢)), if unbound go to step 3, if bound choose another existing 1p-1h pair and
repeat step 5.

All excitons (including holes) are treated on equal footing and each of them is given a
chance to interact or being emitted with a prior: equal probability. The cascade ends
when all excitons are bound. Below, we summarize various probability distributions which
are used in concert with a random number generator.

For choosing a collision partner it is assumed that the unlike interaction is 3 times more
probable than the like one (0,, = 30,,). Thus, for the incident neutron we have P, and
P,, for the probability of exciting neutron and proton respectively

(A—-2)
Ph,=——"— 2.77
(A-2)+3Z ( )
P,=1-PF, (2.78)
and similarly for the incident proton
Z
P,=—— 2.79
pp Z + 3(A . Z)7 ( )
Py, =1— Py, (2.80)
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The energy distribution of the scattered particles P(¢) is given by the ratio of the (n—1)—
and n-exciton level densities p,

pnfl(E - 5)9
Pe)de = —————= ¢, 2.81
=T ®) 280
with n = 2o0r3 and v
po(E) = 9(92 Vir B>V, (2.82)
o) =T iy <y, (2.89)
3 2F —
po(E) = L f Wiresv (2.84)
Here, V is a potential well depth. The emission probability is calculated as
)\c(g B Q)
P,(e — = , 2.85
AW ES e (259
with the emission rate being
- —Q)(2
(e — @)~ 2EZQE= QS+ Dy (2.86)

9

0, 18 an inverse reaction cross section, () is a binding energy, ¢ is a single particle density,
S denotes nucleon spin, and p, stands for the reduced nucleon mass. Following the hybrid
model, Ay () is calculated from the mean free path of a nucleon in nuclear matter.

The version which is actually implemented in EMPIRE-IT has been coded by M. Chad-
wick and extended to double-differential cross sections in collaboration with P. Oblozinsky
[43].

2.9 Compound Nucleus

The statistical model used in the EMPIRE-II is an advanced implementation of the Hauser-
Feshbach theory. The exact angular momentum and parity coupling is observed. The
emission of neutrons, protons, a-particles, and a light ion is taken into account along with
the competing fission channel. The full vy-cascade in the residual nuclei is considered.
Particular attention is dedicated to the determination of the level densities, which can
be calculated in the non-adiabatic approach allowing for the rotational and vibrational
enhancements. These collective effects are gradually removed above a certain energy. Level
densities acquire dynamic features through the dependence of the rotational enhancement
on the shape of a nucleus.

In the frame of the statistical model of nuclear reactions the contribution of the Com-
pound Nucleus (CN) state a with spin J, parity 7, and excitation energy E to a channel b
is given by the ratio of the channel width Iy to the total width 'y, = > _I'; multiplied by
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the population of this state g,(FE, J, 7). This also holds for secondary CNs that are formed
due to subsequent emissions of particles. The only difference is that while the first CN
is initially excited to the unique (incident channel compatible) energy, the secondary CNs
are created with excitation energies which spread over the available energy interval. Fach

such state contributes
Fb(Eu J7 7T)

> .LE, J,7)
to the cross section. These have to be summed over spin J and parity n, and integrated

over excitation energy E (in case of daughter CN) to obtain observable cross sections. The
particle decay width is given by

op(E, J,m) = 0,(E, J, ) (2.87)

J+J E-B, .
§ S>> / p(E'", J, 7T (E — B, — E")dE',
27TpC'N 7

=0 =« j=J"-—

(2.88)
where B, is the binding energy of particle ¢ in the compound nucleus, p is the level density,
and 1 %9 (e) stands for the transmission coefficient for particle ¢ having channel energy € =
E—B.—FE' and orbital angular momentum [, which together with the particle spin s couples
to the channel angular momentum j. For the discrete levels (characterized by the energy
E;, spin J;, and parity ;) the level density p(E, J',7') reduces to 6(E — E;)d(s,1,)0(x x:)-

The fission width reads

Le(E, J,m) =

1

E,
( J ) 27TpCN(E J

E—Byaa(J)
) / prle, Jm)TFV(E — Eyaa(J) — €)de,  (2.89)

where Ejqq(J) is the energy of the saddle point with angular momentum J. The parity
selection rules are implicit in Eqs. 2.88 and 2.89. The energy of the saddle point is given
by the sum of the fission barrier Bf(J) and the rotational energy of the nucleus at spin
J. Since nuclei at the saddle point are known to have a strong prolate deformation, with
the angular momentum vector perpendicular to the symmetry axis, the rotational energy
contribution to the saddle point energy is given by

R2J(J +1)
2(%J_)sad '
Here &, is a moment of inertia perpendicular to the symmetry axis calculated by the BAR-

MOM routine [11]. In the Hill-Wheeler approximation the fission transmission coefficient

« " is given by

THY(E — Bya(J) — €) =

(2.90)

1
1+ exp|—2Z(E — Ea(J) — €)]
By default, iww = 1 MeV is taken. This formulation is adequate for Heavy Ion induced

reactions but needs refinement in the case of fission induced by low energy nucleons. This
shortcoming will be removed in the later versions of the code.

(2.91)
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2.9.1 Level densities

EMPIRE-IT accounts for various models describing level densities and includes several
respective parameterizations. In each case equal parity distribution p(FE, J,7) = %p(E ,J)
is assumed.

Choice of the proper representation depends on a case being considered. For the nucleon
induced reactions, with CN excited up to about 20 MeV, the Gilbert-Cameron approach
is recommended. It assures the most accurate description of level densities in the en-
ergy range up to the neutron binding energy. The collective effects are included in the
level density parameter a, providing reasonable estimate of the level densities as long as
damping of the collective effects is irrelevant. The relatively low angular momentum in-
troduced by the incident projectile justifies neglect of dynamical effects. However, these
effects have to be taken into account in case of the Heavy Ton induced reactions and/or
higher excitation energies. In these cases, the dynamic approach which accounts for the
shape-dependent collective enhancements, their damping with increasing energy, and the
temperature dependence of the a-parameter should be adopted.

Gilbert-Cameron approach

The Gilbert-Cameron approach [44] splits excitation energy in two regions. Different func-
tional forms of level densities are applied in each of them. At low excitation energies (below
the matching point U,) the constant temperature formula is used

1
pr(E) = peap[(E — A — Ey)/T], (2.92)
where T is the nuclear temperature, E is the excitation energy (E = U + A with A being
the pairing correction), and Ej is an adjustable energy shift. Above U, the Fermi gas

formula is applied

B exp(2v/al)
pr(U) = 12v/20(U)al/AU3/4

The level density parameter ¢ is assumed to be energy independent. The spin cut-off factor
o(U) is given by

(2.93)

a*(U) = 0.146 A3V al. (2.94)
Three model parameters, ., U,, and Ejy, are determined by the requirement that the level

density and its derivative are continuous at the matching point U,, and by fitting cumu-
lative number of discrete levels with the integral of Eq. 2.92. The first of the conditions
implies

1 3
T = 3/ G/Uw - E (295)
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The code will not(!) stop if the discrete level scheme is incompatible with the level density
parameter ¢ (i.e., there is no real solution to Eq. 2.95). Tt is essential that only complete
level schemes are used for the determination of T and E, parameters. With increase in
the excitation energy, some levels escape experimental detection. Numbers of the levels
that are supposed to form a complete set is read by EMPIRE-II (staring with version 2.17)
directly from the file containing discrete levels (empire/data/RIPL/levels/Z*. DAT). This
database makes part of the RIPL-2 library [45].

Cumulative plots of discrete levels along with the constant temperature fits, can be
inspected by choosing the FITLEV option in the input. For each nucleus involved in
the calculations an appropriate plot is created and stored in the CUMULPLOT.PS (*-
cum.ps) file which can be viewed once the calculations are done (NOTE: this option requires
“gnuplot” packet and “ps2ps” which is a part of the “ghostscript”).

Calculations can be performed using constant level density parameter a read from the
input file. No energy dependence is allowed in such a case. Alternatively, one of the built
in systematics can be used. The latter ones account for the shell effects, which fade-out
with increasing energy implying energy dependence of the a parameter. The general form
of this dependence was proposed by Ignatyuk [46]

ol0) =+ J(0)F0),

(2.96)

where W is the shell correction, @ is the asymptotic value of the a-parameter and
F(U) =1—=exp(—U). (2.97)

The three relevant systematics available in EMPIRE-IT are:

(i) Tgnatyuk et al. [46]: @ = 0.154A + 6.3 - 10 °A? and v = —0.054

(ii) Arthur [47]: @ = 0.1375A4 — 8.36 - 107 °A% and v = —0.054

(i) Nljinov et al. [48]: @ = 0.114A4 + 9.80 - 107242%/3 and v = —0.051

We stress again that Gilbert-Cameron approach does not account explicitly for the
collective enhancements of the level densities. These are included implicitly in the @ when
fitting neutron resonance spacings. Such an approach leads to the over-estimation of the
level densities above, say, 20 MeV. This deficiency can be overcome using the dynamic
approach described below.

Dynamic approach

The dynamic approach to the level densities is specific to the EMPIRE-II code. Tt takes
into account collective enhancements of the level densities due to nuclear vibration and
rotation. The formalism uses the super-fluid model below critical excitation energy (when
the EMPIRE-IT specific parametrization of the level density parameter is selected) and
the Fermi gas model above. Differently from other similar formulations, the latter one
accounts explicitly for the rotation induced deformation of the nucleus, which becomes
spin dependent (see Section 2.9.2). The deformation enters level densities formulas through
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moments of inertia and through the level density parameter a that increases with increase
in the surface of the nucleus.

Assuming that the prolate nuclei rotate along the axis perpendicular to the symmetry
axis the explicit level density formulas reads

5
4

i J
1 I K2
EJr) = —— (L " g (U——
A ) 16v/67 (%H/ KZJ 2esr )

oo {afo(v-EEN]' . (295)

In the case of the oblate nuclei which are assumed to rotate parallel to the symmetry axis
we have

(B, J,7) 1 ( h? ) ? 1/4
3¢ - ~ a
P 16v/67 \ S
d KT (J+1) — K2\ 4
> (U— Al ) (2.99)
= 2[Seyyl

1
RJJ+1)-K?% =2
exp Q[a(U— 2By )J X
Seff
a is a level density parameter, .J is a nucleus spin and K its projection, E' is the excitation
energy and U is the excitation energy less pairing (A). The effective moment of inertia Sz

is defined in terms of the perpendicular 3jand parallel $; moments through the difference
of their inverses

1 1 1
Seff S N1

The saddle-point moments of inertia are calculated using Sierk’s routine MOMFIT [11],
which provides a fit to the advanced liquid-drop model calculations.

It should be stressed that Eqgs. 2.98 and 2.99 include summation over projection of the
angular momentum K and thus automatically account for the rotational enhancement. The
yrast line is obtained, setting level densities to 0 whenever the rotational energy becomes
larger than U. In addition to the rotational enhancement the model accounts also for the
vibrational enhancement, which is, however, less important. To this end Eqgs. 2.98 and
2.99 are multiplied by K

Ky = 1.7 ——— LA 2.101
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with Sgrop = 17/47r20 and ro = 1.26.
Damping of the rotational enhancement is achieved by multiplying Eqgs. 2.98 and 2.99
by

1
1 — Qrot (1 - %) (2.102)

Following Junghans et al. [49] Q.o is assumed to be deformation independent
1 1

07‘

Qrot = (2.103)

with E, = 40 MeV and d.. = 10 MeV. The two terms in Eq. 2.103 ensure that (),,; = 0
at £ = 0 and tends to 1 for E — oco. We note that A%/t is approximately equal to
the rotational enhancement and therefore multiplication of the level densities by Eq. 2.102
actually removes rotational enhancement when Q,,; = 1.

As nuclear temperature 7' increases the vibrational enhancement is damped by multi-
plying Eqs. 2.98 and 2.99 by the factor

T-T
Quip = exp " (1 - %) . (2.104)

Ti;p =1 MeV and DT = 0.1 MeV are taken as default.

When EMPIRE-specific parametrization of the level density parameter a is selected
(see below) the low-energy part of level densities is calculated in terms of the super-fluid
(BCS) model [50]. With the pairing gap A = 12/v/A the critical temperature T,,; is

T = 0.567A. (2.105)

The critical value of the level density parameter ¢ is then determined by the iteration
procedure

aley =@ (1 +7dw) (2.106)
U™ = al)TZ, (2.107)

(n+1) _ Ow n
ey O] (1 —exp (—yU™))] . (2.108)

a is the asymptotic value of the level density parameter. Egs. 2.107 and 2.108 are iterated

until the condition
‘a(”“) _ a(”)‘

G < 0.001 (2.109)
a

is fulfilled. The condensation energy FE ,.q4, critical energy U, a critical value of the
determinant Det,,;, and critical entropy S..; are defined by the following expressions

Eeona = 1.5a A% /72, (2.110)
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Ucrt = a/crtTCQTt + Econd; (2111)
12 2

Det,yy = (ﬁ) al T2, (2.112)

Scrt = 2acrtTcrt . (2113)

At excitation energies below U, (i.e., in the energy range where the BCS model applies)
we define the parameter ¢

©0=1=-U/Ugy, (2.114)
which allows to express all thermodynamical quantities in terms of their critical values
1
T =9T,,0ln ! <—90 + ) , (2.115)
-9
S = SeriTo(1 — ©*)/T, (2.116)
Det = Det (1 — ) (1 + ¢?)?. (2.117)

The parallel and orthogonal moments of inertia below the critical temperature 7,,; are

%ﬁcg =S Tore(1 — /T (2.118)
and . 5
FBOS — ESL + ESLTm(l —oH/T (2.119)

respectively (see the following section for the definitions of ) and S ). Using these results
squares of the effective spin cut-off parameters are defined as

0l = %fCST for as < 0.005,

1/3 2.120
0l = %ﬁ%s) (%ECS)Q/3T for ag > 0.005, ( )

with oy being ground state deformation. The BCS level densities are calculated according
to the expression

2J +1 S—JJ+1)
U, J) = ex 2121
pecs (U, J) 22ral, Det P( 207, ) ( )

Finally, Eq. 2.121 is corrected for rotational and vibrational collective effects in the non-
adiabatic mode (i.e., including their damping with increasing temperature), that results
in

p(U, J) = ppcs(U, J)QES KpoQuin Ko - (2.122)

The vibrational enhancement K, ; and its damping (,; are given by Eqs. 2.101 and 2.104
respectively. The rotational enhancement is

Koy = ST (2.123)
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and is damped with the function

BCS _ 1
BOS — 1 — Qo (1 - @) , (2.124)
where (),,; has been defined by Fq. 2.103. A somewhat unusual form of Eq. 2.124 is due
to the fact that while Egs. 2.98 and 2.99 contain rotational enhancement intrinsically, Eq.
2.121 does not. Therefore, action of the damping function has to be reversed.
In the dynamic treatment of the level densities the level density parameter a can be
determined using one of the following 3 methods:
(i) EMPIRE-specific: a is assumed to be energy (temperature) dependent and cal-
culated following Ignatyuk et al. [46] as

a(U) =all + f(U)(SFW], (2.125)
where dyy is the shell correction and a is the asymptotic value of the a-parameter given by,
@ =nA+ CAY*Fur(Rimas/ Ronin), (2.126)

and
f(U) =1 = exp(—~U). (2.127)

Compared to the original formulation of Ignatyuk et al. [46], there is an additional factor
Fourf(Riaz/Rimin) in Eq. 2.125. It accounts for the dependence of the level density pa-
rameter on nuclear deformation. This factor is a function of the ratio of nuclear axes R,
and R, and was provided by Tgor Gontchar [51] in a tabular form .

The level density a-parameters at neutron binding energy ap, were extracted using
Eqgs. 2.98 through 2.104 from average neutron resonance spacings D, compiled by Iljinov
et al.[48]. These a values were fitted with Eqs. 2.125 through 2.127 to obtain 7, {, and =
parameters. Depending on the choice of shell-corrections the two sets of parameters were
derived. For the Nix-Moller shell corrections [52] the parameters are:

n= 0.094431 n= 0.117113
£= —0.08014 forZ <85 £= —0.09939 forZ > 85 (2.128)
v = 0.075594 v= 0.094447

When Myers-Swiatecki shell-corrections are being used the parameters become:

n= 00052268 n= 0.067645
£= 013395 forZ <85 &= 0.173358 forZ > 85 (2.129)
v = 0.093955 v = 0.121465

Actually, EMPIRE-II looks in the data/ldp.dat file for the experimental values of the
a-parameter. Experimental results are given priority over the systematics prediction. The
average ratio of the experimental values to the results of Eq. 2.126 is used to normalize
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systematics predictions for the nuclei for which there are no experimental results. This way
a sort of the "local systematics" is constructed for the nuclei involved in the calculation
run. In both cases, level densities below U,,; are calculated in the frame of the super-fluid
model [50] with the pairing gap A = 12/v/A.

When using EMPIRE-specific method, the cumulative plots of discrete levels along with
the model predictions, can be produced by choosing the FITLEV option in the input. For
each nucleus involved in the calculations an appropriate plot is produced and stored in the
CUMULPLOT-.PS file, which can be inspected after the run is over (NOTE: this option
requires “gnuplot” packet and “ps2ps” which is a part of the “ghostscript”).

(ii) fit to the shell-model s.p.s.: energy dependent level density parameters for
about 4000 nuclei were deduced [53] directly from the spacings of the shell-model single
particle states (s.p.s.) calculated by Moller and Nix [52, 17|. The level density parameter
a was parametrized as

a(U) = a7 + aze Y (2.130)

with a1, ag, and a3 coefficients contained in the file data/nparac.dat. When this option is
used Eqs. 2.98 through 2.104 are applied at all energies, down to the discrete level region.
No adjustment to the experimental level densities or to discrete levels is performed. This
method should not be used in the vicinity of shell closures.

(iii) a=A /constant: level density parameter a is assumed to be energy independent
and proportional to the mass number. Typically, it is taken as A/8 but can be specified
in the input file. Also in this case Eqgs. 2.98 through 2.104 are applied down to the
discrete levels and no adjustment to experimental data is performed. This method is not
recommended and is included only because of its wide use in the Heavy Ion calculations.

Hartree-Fock-BCS approach

EMPIRE can read precalcuated level densities from the RIPL-2 library, which contains
tables of level densities [54] for more than 8000 nuclei calculated in the frame of the
Hartree-Fock-BCS approach. These microscopic results include a consistent treatment
of shell corrections, pairing correlations, deformation effects and rotational enhancement.
The results were re-normalized to the experimental s-wave neutron resonance spacings
and adjusted to the cumulative number of discrete levels, so that the degree of accuracy is
comparable to the phenomenological formulae.
Using the partition function method, the state density can be obtained as

S(U)
w(U) = (2.131)

(2m)3/2,/Det(U)

Entropy S and excitation energy U are derived from the summation over single parti-
cle levels and Det stands for the determinant. Pairing correlations are treated within
the standard BCS theory in the constant-G approximation with blocking. Consequently
single-particle energies are replaced by their quasi-particle equivalents with BCS equations
determining gap parameter A and the chemical potential A\. Spherical and deformed nuclei
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are treated in a distinct mode. The level density for spherical nuclei is simply related to
the state density (Eq. 2.131)

2J +1
panlU 1) =~ (), (2.132)

while for deformed nuclei the formula is similar to the one used in the EMPIRE-specific
level densities (Egs. 2.98 and 2.99)

paes (U, J) —[J(J+1)/(202 )+ K?(1/0%—1/02 ) /2] w(U), (2.133)

Z SV 27r02

in which ¢ is the spin cut-off parameter and ¢, the perpendicular spin cut-off parameter,
both affected by the pairing correlations, and ¢ being related to the perpendicular moment,
of inertia. It should be stressed that similarly to Eq. 2.98 and 2.99, Eq. 2.133 comprises
rotational enhancement. As in the case of EMPIRE-specific level densities, this enhance-
ment has to disappear with increasing excitation energy. To this end, a phenomenological
damping function fg,,, is introduced

1 . 1 !
1+ e —Bacp)/dy |~ 1 4 e(B2—B7)/dB

Jaam(U) = (2.134)

which contains energy and deformation dependent factors. The deformation energy is
the difference between the energy in the spherical configuration and at the equilibrium
deformation. The parameter dy describes how fast the sphericity is recovered at energies
above Eyor = Egp, — Eey. 8% defines an actual deformation when moving between spherical
and deformed shape. The above parameters were taken as dy = 2..5 MeV, §* = 0.15 and
dg = 0.01. With this damping function the level density formula reads

p(Ua J) = [1 - fdam(U)] psph(U7 J) + fdam(U)pdef(U’ J) (2'135)

HE-BCS calculations depend on the single-particle schemes used to determine the ther-
modynamic quantities, in particular on the single-particle state density around the Fermi
energy. The calculations under discussion are based on schemes obtained using the Hartree-
Fock method with MSk7 Skyrme type force. These single-particle levels perform very well
in predicting nuclear masses and other ground state properties, which increases the confi-
dence in the level densities calculated by this approach. As mentioned earlier, final results
were adjusted to resonance spacings at the neutron binding energy and to the cumulative
number of discrete levels by applying shift to the excitation energy and a multiplicative
factor to the entropy. Therefore, no further phenomenological adjustment needs to be
performed by EMPIRE.

Level density tables contain numerical values for 30 spins and extend up to 150 MeV,
which sets limits on their possible utilization, although spin restriction should not be an
issue for nucleon induced reactions.
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Before concluding this section we would like to note certain affinity between the HF-
BCS and the default, EMPIRE-specific, level densities. Both approaches use the BCS
model at low energies, incorporate rotational enhancement directly into the level density
formula, and apply phenomenological (although functionally different) damping of rota-
tional effects. Both take into account deformation effects (in EMPIRE-specific densities
these are not only temperature but also spin dependent), and are adjusted to the avail-
able experimental information. The EMPIRE-specific densities also include a vibrational
enhancement factor. However, the most essential difference between the two approaches
is the use of a phenomenological a-parameter and closed formula in the EMPIRE-specific
approach, while HF-BCS level densities are derived directly from the microscopic single-
particle schemes. The latter approach is expected to be more reliable away from valley of
stability.

2.9.2 Nuclear deformation and moments of inertia

The shape of each nucleus affects such parameters as the Giant Dipole Resonance, level
density parameters ¢ and rotational enhancement of the level densities. This shape is
estimated by the code by summing up ground state deformation and dynamic deformation
induced by the rotation of the nucleus . The ground state deformation is read from the
file data/niz-moller.dat [52], and the dynamic deformation is taken to be proportional to
the square of the angular momentum I. Ground state deformation a,, is damped with
the increasing nuclear temperature, since nuclei are known to become spherical at high
excitation energies. The dynamic deformation ogqgy, is calculated following Vigdor and
Karwowski [55]

Qoayn = b(—1.25y/(1 — z)), (2.136)

where b is treated as an adjustable parameter. The angular momentum parameter y is

given by
I{I+1)

y = 1.92491(1 + 1)W (2.137)
and the fissility parameter is given by
Z2
z = 0.01965—, (2.138)
nA
where 7 is the neutron-proton difference term
n=1-1.7826(N — Z)°’A"2 (2.139)
Accordingly, the deformation is parametrized as
ao(T, 1) = ag.s. h(T) + caayn (2.140)

where h(T) = 1/{1+exp[(T—2)/0.5]} damps the ground state deformation with increasing
excitation and reduces the value by 50% at temperature T = 2 MeV. This value seems a
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reasonable estimate corresponding to about 50 MeV of excitation energy. Obviously, such a
procedure is an approximation, but a more rigorous approach (e.g. using Cranking Model
to determine potential surface minima at different spins and temperatures) would require
prohibitive calculation times, due to to the large number of intermediate nuclei involved.
However, we believe that the approximation used is sufficient to provide the leading term
of the effect. We note that when using this prescription, a nucleus that is deformed in
the ground state will tend (at low spins) to become spherical with increasing energy. This
is because of the temperature damping of the ground state and negligible contribution of
the dynamic deformation at low spins. On the other hand, for b > 0, a prolate nucleus
will tend to become spherical and eventually oblate with increasing angular momentum.
Qualitatively, such behavior agrees with the results of the more rigorous calculations [56].

Moments of inertia for the yrast states (not the saddle-point) are calculated for defor-
mation as(7, I) using expressions proposed by Vigdor and Karwowski [55]

3 = So(1 — a2 + 0.42903 + 0.268a5 — 0.21207;
—1.143 0204 + 0.4940504 + 0.266073) (2.141)

I, = (1 + 0.5, + 1.28602 + 0.581a — 0.451cr;
+0.571 a0y + 1.897a5c + 0.70003) (2.142)

with the rigid-sphere moment of inertia

/2 = 0.014484%% MeV 1, (2.143)
and )
oy = @3(0.057 + 0.17x + cy) + Cacray (2.144)
1—-037c — cry
The coefficients ¢ are
c; = —0.266 c; = —0.70
o = —0.896 for as <0 ¢ =0.663 for ay>0. (2.145)
C3 = —0.571 C3 = 0.286

The three principal-axis moments of inertia for the saddle-point are calculated with
the routine MOMFIT [11] by Sierk. MOMFIT is a fit to moments of inertia calculated
in 1983-1985 by Sierk at Los Alamos National Laboratory, using Yukawa-plus-exponential
double-folded nuclear energy, exact Coulomb diffuseness corrections, and diffuse-matter
moments of inertia. The parameters of the model are those derived by Moller and Nix in
1979: ro = 1.16 fm, a, = 21.13 MeV, k, = 2.3, and a = 0.68 fm. The diffuseness of matter
and charge distributions used correspond to a surface diffuseness parameter of 0.99 fm.

It should be stressed that the above mentioned computations of moments of inertia
are valid up to the liquid drop stability limit. Both calculation methods (MOMFIT and
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expressions proposed by Vigdor and Karwowski [55]) will provide this limit. As a default,
the code will restrict calculations to the partial waves below the liquid drop stability limit
(even if the fusion cross section extends above this value). The user can increase this
limit to the [-value at which the fission barrier disappears (including shell correction) or
to specify a value in the input. In both cases, the rigid sphere moments of inertia will be
taken above the liquid drop stability limit.

2.9.3 Fission barriers

The liquid-drop spin dependent fission barriers for 19<Z<102 are calculated using the
BARFIT subroutine [11], which also provides ground state energies and the compound
nucleus stability limit with respect to fission (i.e., spin value at which liquid-drop fission
barrier disappears). BARFIT consists of a fit to the barriers calculated by Sierk within the
rotating droplet model, using Yukawa-plus-exponential double folded nuclear energy, exact
Coulomb diffuseness corrections, and diffuse-matter moments of inertia. The calculated
barriers for I = 0 are accurate to a little less than 0.1 MeV. The output from the BARFIT
subroutine is a little less accurate. Errors may be as large as 0.5 MeV but the characteristic
uncertainty is in the range of 0.1-0.2 MeV. The values of ground state energy are generally
approximated to within about 0.1-0.2 MeV. The approximate value of the stability limit is
nearly always within 0.5% of the calculated one.
For nuclei with Z>102 the recent parametrization of the Thomas-Fermi fission barriers
at zero spin is used [57] .
By(J =0)=S5(N,Z)F(X), (2.146)

where S is proportional to the nominal surface energy of the nucleus, and is given by
S = A1 — kI?), (2.147)

with I = (N — Z)/A and k = 1.9+ (Z — 80)/75. The fissility is proportional to the ratio
of the nominal Coulomb and surface energies of a sphere:

X = Z2/A(1 — kI?). (2.148)
The function F is

F(X) = 0.000199749(X — X,)? for X; < X < X,

F(X) =0.595553 — 0.124136(X — X1) for 30 < X < X; (2.149)

with X, = 48.5428 and X; = 34.15. These formulae predict vanishing barriers for nuclei
with Z> 110. Spin dependence is not provided by Egs. 2.146-2.149. The EMPIRE-II
code assumes that angular momentum dependence calculated with BARFIT for Z=102
and A=256 is also valid for the heavier nuclei.

The full fission barrier is a sum of the liquid-drop part and the shell correction dy
taken with the opposite sign. The latter is assumed to gradually disappear with spin J
and temperature T so that the fission barrier becomes
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By (T, J) = Bu(J) - f (T) g () bw. (2.150)

The temperature fade-out function was found [58] to be

f(T)=1 for T'<1.65MeV (2.151)
f(T) = eM086065-1)  for T > 1.65MeV. |
For the angular momentum fade-out the following formula is used [58]
1
9(7) fd-exp (7= Jo)? [AT] | (2152)

T Ttexp [(J = Jip2) /D]

where the first term accounts for the overall decrease of the shell correction due to the
increasing nuclear deformation, while the second one (of Gaussian type) permits the inclu-
sion of fluctuations characteristic of the particular nucleus. The parameters .J; ;2 and AJ
vary slowly with the mass number. Typical values for heavy nuclei are about 20-25 for .J; 5
and 2-3 for AJ. The Gaussian correction can be used only if the relevant parameters can
be determined from the experimental data.

2.9.4 Dissipation effects

The fission process is delayed by the dissipation effects. They are treated in an approximate,
time-independent approach [59, 60, 61|, which takes into account: (i) the stationary limit
of Kramers [61] and (ii) the exponential factor [60] applied to the Kramers’ fission width to
account for the transient time after which the statistical regime is reached. The classical
Hill-Wheeler fission width I'#" (Eq. 2.89) is modified to obtain Kramers limit

I =T (/1.0 + (8,/2hw)? — B, /2hw) (2.153)

where 3, is the reduced dissipation coefficient and w describes the potential curvature
at the fission saddle point. In addition, the fission width is reduced to account for the
transient time needed to form a saddle point [60]

I;=TI%exp (-1.5176&2@), (2.154)
where x runs over all particle channels and 7 is given by

7= 8,Un(10%)  for 8, <32-10 s

v

2.155
T =0.195318,In(102)  for §, >3.2-10 215! (2.155)

T is a nuclear temperature, and 8, = 3.2- 102! 57! is assumed to separate under-damped
and over-damped motion.
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2.9.5 ~-ray emission

The E1, E2, and M1 transitions are taken into account in the statistical model (Hauser-
Feshbach) calculations. An arbitrary mixture of the Weisskopf single-particle model [62]
and of the Giant Multipole Resonance model (Brink-Axel hypothesis [31, 32, 33|) can be
used. Relative contributions of both approaches are defined by the input parameter ¢. The
transmission coefficients for a y-ray emission are written as

Tx; = (1 — )T, + 1T R, (2.156)

where X[ denotes different multipolarities and the t-parameter adopts values between 0

and 1. However, the default value £ = 1 (i.e., pure GMR) is normally used. The Weisskopf

estimates T3,** defined by the equations:

Tg{ez’ss _ CE14'599*7A2/3E3[M€V’3]’ (2.157)
Tye = Can 1.3 TE3[MeV 3, (2.158)
TEV[;eiss — CE23.54*13A4/3E$[M6V*5]_ (2159)

E, denotes the y-ray energy and A is the nuclear mass. The coefficients Cx; can be used
to adjust theoretical estimates to the experimental data.

The Brink-Axel hypothesis allows the cross section for photoabsorption by an excited
state to be equated with that of the ground state. Introducing the ~y-ray strength function
fxi(E,), the transmission coefficient can be written as

TEMP = 2 fxi(E,) E2H! (2.160)

The Giant Dipole Resonance (GDR) shape is generally described by the sum of two Loren-
zians with energy-dependent width. The ~-ray strength function is given by the expression
2
E.I;(E,,T) 0.70;4m2T?
E,) = il S : ;
) = 3o Er et B

(2.161)

where o;, I';, and E; are the peak cross section, the width, and the energy of the ¢-th hump

of the GDR, and the energy dependent width is given by

E? + AnT?

LBy, T) =i——— (2.162)
E;

By default, the parameters of the GDR are estimated from the systematics based on the
Dietrich and Berman compilation [63], containing 150 experimental data for nuclei ranging
from mass A = 51 up to A = 239. The deformation parameter §=0.064 is the limit for
considering a nucleus to be “nearly spherical”. GDR parameters for the deformed nuclei
(0 > 0.064), are given by the following expressions:
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E, = 504 %% [MeV] (2.163)
In(Ey/Ey) = 0.9466 (2.164)

'y = (0.283 — 0.2636) E, [MeV] (2.165)
[y = (0.35 — 0.146)E, [MeV] (2.166)
o1 = 3.48A/T1 [mb)] (2.167)

0y = 1.464AY3 /T [mb] (2.168)

where I' and ¢ are the GDR width and peak cross section respectively, while subscripts
1 and 2 refer to the lower- and higher-energy GDR humps. The particular feature of
the present systematics is the deformation independent energy of the second GDR hump
(E2apr)-

Separate systematics was performed for the “nearly spherical” nuclei, because “deformed
nuclei systematics” in the § = 0 limit does not adequately describe the GDR parameters
for spherical and slightly deformed nuclei. The following expressions were proposed for
nuclei with § <0.064:

Ecpr = (49.336 + 7.345) A 0249 [MeV] (2.169)
FGDR = O.SEGDR [M@V] (2170)
OGDR — 106A/FGDR [mb] (2171)

More details on these systematics will be published in a separate paper [64]. By default,
the deformation is spin dependent as is the shape of GDR. An input option is provided to
suppress this dependence and use ground state deformation.

It is also assumed that the systematics holds for the GDR built on the highly excited
states with large angular momentum, like those produced in the HI reactions. However,
the code allows for an additional increase of the GDR width with the excitation energy
[65]. This increase cannot be deduced from the analysis of the database [63] containing
GDRs built on the ground state but has to be added on top of the derived systematics
giving

['=Tyyu+cELS, (2.172)

49



2.10. WIDTH FLUCTUATION CORRECTION CHAPTER 2. MODELS

where the index syst stands for the result of the systematics, and E, is the excitation
energy of the excited nucleus. This dependence (with ¢ = 0.0026) was obtained for Sn
isotopes [65] and has been accepted in the code.

The following default parameters have been adopted for the Giant Quadrupole Reso-
nance (GQR):

Eogr = 63473 [MeV] (2.173)
Z:E%i,n
Ocor = 0.000151@/37% [mb)] (2.175)

The GQR energy is taken after Ref. [66] while the GQR width and peak cross section are
taken from Ref. [67].

The default parametrization of the spin-flip Giant Monopole Resonance follows Bohr
and Mottelson [22]

EGMR =41A 1/3 [MeV] (2176)

2.10 W.idth fluctuation correction

The Hauser-Feshbach model assumes that there are no correlations among various reaction
channels contributing to the formation and decay of a certain compound nucleus state J7.
An obvious case for which this assumption breaks down is the elastic channel, for which
entrance and exit channels are the same. This correlation leads to an increase of the elastic
channel cross section compared to the Hauser-Feshbach predictions. At higher incident
energies, at which the elastic channel is one among many inelastic ones, this increase can
be safely neglected. However, if there are only a few open channels the increase of the
elastic channels turns out to have serious consequences on other channels (particularly on
inelastic scattering and capture).

One of the models which allows these effects to be taken into account has been proposed
by Hofmann, Richert, Tepel and Weidenmueller [1] (HRTW). In the case of no direct
reaction contribution, the averaged S-matrix element connecting channels ¢ and b can be
written as

< 8 >ap= e (1 — T,)'?, (2.179)

where
T,=1—]<8 >l (2.180)
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is an optical model transmission coefficient. The HRTW model assumes that the Com-
pound Nucleus (CN) cross sections factorize and can be expressed through a product of
the channel dependent quantities £. This would be the famous Bohr’s assumption if not
for the elastic enhancement factor W,, which has been introduced by HRTW in order to
account, for the elastic channel correlation

<oll>=68 a#b  and <ol >=W,EL (2.181)
Setting
Va

“EAE

(2.182)

we get for the CN cross section

-1
O'C?I’)N =< Oab >= V.V (Z V) [1 + dab (Wa - 1)] : (2‘183)

Taking into account that the incoming flux has to be conserved (unitarity condition) we
find the relation between Vs, the elastic enhancement factor (W, ), and the transmission
coefficient (75,)

Va
Gt [ s
This equation can be solved for V, by iteration once all W, are known. The current
version of EMPIRE-II uses W, derived from the analysis of numerically generated sets of
S-matrices [2]. This exercises was tailored to the cases that include many weak channels
coupled to a few strong channels, which is typical of neutron capture reactions. The
resulting formula for the elastic enhancement factor is

(W, — 1)} h . (2.184)

- Ta_Tave ? Ta ®
Wo=1+2[1+TF) 1+87< ST ) (ZT> , (2.185)
with
1
F = 42‘:‘“’} ( Z T <1+3 ‘T , (2.186)

which completes formulation of the model.

The widths fluctuation correction has been added by Herman to improve code perfor-
mance at low incident energies. The theory requires that each J™ state in the highest
energy bin of the first CN is treated separately. In order to define physical elastic channels
the fusion cross section to a given J™ capture state is decomposed into [ components (actual
version of EMPIRE-II uses T; rather than Tj;). In the first sweep Ts for all channels are
stored and elastic channels recorded. In the second sweep V; and HF-type denominator are
calculated, and the enhancement is applied to the elastic channels. Finally, the third sweep
is needed to normalize partial widths and calculate cross sections. For practical reasons,
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the channels are divided into strong (7; > 0.0001) and week ones (7; < 0.0001). The
effective transmission coefficients (V) for the strong channels are calculated by iteration
until the requested accuracy is achieved, while only one iteration is applied to obtain V,
for the weak channels. Particle channels are treated explicitly while y-channels are lumped
into one or more fictitious channels. By default, the HRTW model is applied below 5 MeV
incident energy. Users have the option to apply it at all energies or to turn it off.

2.11 Binding energies

Binding energies are internally calculated using masses recommended by Audi et al. [68]
whenever available. Otherwise the theoretical predictions of Moller and Nix [52] are used.

2.12 Model compatibility

Possible inclusions of different preequilibrium models in a single calculation run rises a
problem of double-counting. The current version of EMPIRE has 4 modules for preequi-
librium decay: MSD, MSC, DEGAS and HMS. While MSD and MSC describe different
reaction mechanisms and are complementary, none of them is compatible with DEGAS or
HMS. Therefore, neither DEGAS nor HMS can be used together with MSD or MSC in the
same exit channel. Also DEGAS and HMS mutually exclude each other. However, these
models can be combined if used in different exit channels, e.g., neutron inelastic scattering
may be calculated using MSD&MSC while the emission of protons can be treated within
the exciton model using DEGAS. We also note that summing ~-emission spectra from the
MSC (GST=1 option) with those from DEGAS would be obvious double-counting and
must be avoided.

An additional complication is introduced by the possibility of using ECIS, which cal-
culates Coupled-Channel contributions to the collective discrete levels. In general, these
contributions are so strong that adding those provided by the exciton model leave the re-
sults practically unchanged. Thus, ECIS can be considered compatible with DEGAS and
HMS since the latter two do not include collective excitations. By the same token ECIS
is not compatible with MSD as both include collectivity of discrete levels. However, ECIS
and MSD can be combined providing that only the continuum contribution from the MSD
is retained.

To avoid double-counting when combining different models EMPIRE applies the fol-
lowing priorities:

ECIS provides inelastic scattering to collective levels independently of the settings for the
remaining models.

MSD provides inelastic continuum independently of other settings. Inelastic to the dis-
crete levels is suppressed if ECIS is active. Note the provision for the second-chance
preequilibrium emission after MSD.
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MSC results are taken for the inelastic and charge-exchange to the continuum if not sup-
pressed by use of DEGAS or HMS.

DEGAS provides inelastic and charge-exchange to the continuum and to discrete levels if
MSD and MSC are not active. Otherwise, only the charge-exchange contribution is
used. Gamma emission from DEGAS is used if not provided by the MSC.

HMS provides inelastic and charge-exchange to the continuum and to discrete levels if
MSD and MSC are not active. Otherwise only the charge-exchange contribution is
used. Suppresses DEGAS results for particle emission if such was calculated. HMS
does not provide vy-rays, thus DEGAS or MSC results are adopted.

This scheme allows the user to activate any combination of reaction mechanisms while
the code ensures the internal consistency of calculations. Overlapping contributions from
various models are summed up and the Compound Nucleus contribution is added in all
cases. A concise summary explaining use of the models is printed as a table at the beginning
of the lengthy output *.Ist. An example is reproduced below:

Use of preequilibrium models

Exit channel ECIS MSD MSC DEGAS HMS
neut. disc. 0 1 0 0
neut. cont.
prot. disc.
prot. cont.
gammas

O O O O
O O O O O

0
1
1
1

O O O =
S O O =

1 indicates that the contribution of the model is included, and 0 means that it is not
calculated or ignored. In the above example, MSD, MSC and DEGAS were invoked, and
priority rules caused DEGAS neutron contribution to be suppressed.

Selecting DIRECT =1 (or 2 or 3), MSD=1, MSC=1, DEGAS=1 is supposed to give
the best results at low incident energies (say up to 30 MeV). At higher incident energies
the preference should be given to the HMS model, which accounts for the multiple pree-
quilibrium emission. When selecting appropriate models the user should take into account
that not all of them provide the same set of observables. In particular, DEGAS is missing
angular distributions, which are calculated by the HMS. On the other hand, preequilibrium
~-emission can be obtained from DEGAS or MSC but not from HMS.
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3 Code

3.1 Directory structure

The EMPIRE-2.17.1 has the following directory structure:
e empire

o source - source of the EMPIRE-II code divided into modules and Makefile
o data - library of input parameters (files: ldp.dat, niz-moller-audi.dat, nparac.dat)

o RIPL-2 - RIPL library

— levels - discrete levels for nuclei with Z from 0 up to 109

— densities = total = level-densities-hfbcs - tables of level densities
calculated within Hartree-Fock-BCS approach

optical = om-data = om-parameter-u.dat - optical model parameters

e work - input and output files, scripts

EXFOR - EXFOR library, index file (X4-INDEX.TXT) and retrieval tools

o subent/xx/xxxx - sub-directories with EXFOR sub-entries

util - utility codes

o empend - converts EMPIRE-II results into the ENDF format

o c4sort - sorts experimental data in the computational format file

o fixup - reconstructs missing MT sections

o legend - calculates linearly interpolable angular distributions

o Isttab - tabulates ENDF and EXFOR data in PLOTTAB format

o sixtab - converts ENDF file MF6 into Law 7 representation

o x4toc4 - converts retrieved EXFOR data into the computational format

o plotc4 - plots the comparison between calculated and experimental data
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o c4zvd - ZVView plotting package

e auxiliary - icons, sound and pictures

e doc - documentation (this manual)

The empire directory can be placed anywhere within the file system. For the correct
functioning of the system scripts the internal structure of the empire directory must be
preserved. The user may choose to create additional work directories, e.g., for each separate
project or reaction studied. In such a case the additional directories may have any name
but must be on the same level as the work sub-directory (i.e., they must be sub-directories
of empire). The scripts: clean, format, plot, run, runF, sel, and lrun.tcl and the input file
EMPEND.INP have to be copied (or linked) to the new sub-directory.

3.2 Installation

The distribution of EMPIRE-II consists of three .tgz files and the installation script setup-
emp. The .tgz files contain

o empire-2-zx.tgz - (xz standing for the current version of the code) contains EMPIRE-
II source, parameter library, work sub-directory, and PREPRO2000 and ENDVER
utility codes (mandatory).

o X4-2-rr.tgz - contains full EXFOR library, index of entries and stand-alone retrieval
script sel. NOTE: size of this file after decompression is about 580 Mb. Users not

interested in the EXFOR library may choose to ignore this file. EMPIRE-II can be
run without it, and the results processed into the ENDF-6 format.

e HFBCS-lev-dens.tgz - contains files with tabulated level densities calculated in the
frame of the HF-BCS approach. Size of this file after decompression is about 145
Mb. Users who do not intend to use this option for level densities may choose not to
install them.

The latter two files are also provided in the uncompressed form.

The easiest recommended way of installing EMPIRE-II is using the setup-emp script,
which guides the user through the installation procedure. The script can be used to install
sources downloaded from the Web sites as well as those provided on the CD-ROM. The
script can be placed anywhere in the file system and can be invoked by typing:

selup-emp
at the shell prompt. The three .tgz files are assumed to be located in the same direc-

tory. The installation script allows the target directory to be selected and files to be
installed. It also compiles all of the package using the default g77 FORTRAN compiler or
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any other compiler specified by the user (the compiler itself must already be installed on the
system). Considering the size of the X/-2-zz and HFBCS-lev-dens, the install script offers
a possibility of using plain ASCII versions of both libraries as stored on the CD-ROM. The
setup-emp script tries to set up links to the CD-ROM directories when the user decides
to skip installation of any of the two libraries. This option saves considerable amount of
disk space at the price of the increased time needed for reading the data. Also, the CD-
ROM with EMPIRE-2-xx distribution has to be mounted during calculations blocking a
CD-ROM drive.

EMPIRE-II can also be installed manually. To this end the empire-2-zz.tgz file has to
be uncompressed and untarred with the following commands (on UNIX systems):

gunzip empire-2-xr.1gz
tar xzvf empire-2-xx.tar

or with a single command
tar rvzf empire-2-rz.tgz

on the systems which allow such an action (e.g., Linux). The same should be done with the
X4-2-zx.tgz and HFBCS-lev-dens.tgz files if the user chooses to install them. The three .tgz
files must be located in the same directory. The decompressed files will be placed according
to the directory structure described in the previous section, with empire directory on the
level of the .tgz files. The whole package can be compiled by invoking Install script in the
empire directory. This will execute the make command in the following sub-directories:

o empire/source/

o empire/EXFOR/

o empire/util/empend /
o empire/util/fixup,/

o empire/util/legend/
o empire/util/Isttab/
o empire/util/siztab/
o empire/util/t4tocs/
o empire/util/c{sort/
o empire/util/c4zvd/

o empire/util/plotcd/
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Users have to ensure that FORTRAN compiler is called properly. To this end, one should
edit Makefile files in the above mentioned directories and fix calls to FORTRAN compiler.
By default ¢77 of Linux is used. Several other typical options are included in the Makefile
files. These are commented with the # character in the first column. Users should remove
this character on the line corresponding to the desired compiler and comment a line with
g77 instead. Systems that do not allow for the make utility will have to compile all .f and
.c¢ files manually using something like

fort *.f *.c -0 empire

in the empire/source/ directory. The utility executables should be named after their re-
spective directories, i.e., plotc4, r4tocd, etc.. In most cases it is achieved with the -o
option as in the example above. This syntax may differ for various compilers. Note that
empire/source/ sub-directory contains a file pipe.c, which is written in C-language. Mod-
ern FORTRAN compilers are usually integrated with the C-compiler and should compile
C code properly. If this is not the case a native C-compiler has to be used for pipe.c and
the resulting object file has to be linked manually with the objects of FORTRAN modules.

For full functionality EMPIRE-II requires the following software:

FORTRAN 77 compiler or higher

C-compiler

gnuplot

ghostscript (including ghostview and ps2ps)

awk (gawk)

bash shell

Tel/Tk

However, only the generic FORTRAN 77 compiler is needed to perform basic calculations.
The C-compiler can be eliminated by commenting calls to the PIPFE subroutine in the lev-
dens.f module located in empire/source/. This will disable PLOTC4 plotting capabilities.
Lack of the C-compiler also prevents compilation and use of the ZVView package. We
stress that all the remaining components are freely available on the Internet for practically
any operating system (including UNIX, VMS and MS Windows). The only exception in
the bash shell for the VMS.
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3.3 Array dimensions

All the dimensions are set in the dimenston.h file and can be changed if necessary. Those
parameters which may require modifications in everyday use of the code are listed first.

NDNUC  maximum number of nuclei involved in the calculation

NDEJC  number of ejectiles (must be 3 or 4)

NDEX maximum number of energy bins in the continuum discretization
NDLW maximum number of partial waves to be considered in calculations

NDTL maximum number of partial waves in SCAT2 (can be less than NDLW and
must not be larger than 100 )

NDMSCS number of steps in Multi-step Compound
NDLV maximum number of discrete levels in any nucleus
NDBR maximum number of branching ratios for each level

NDHRTW1 maximum number of strong (T; > 0.0001) channels, which are stored and
treated explicitly in HRTW

(the following parameters should not be changed unless you know what you are doing!)

NDHRTW2 =10 maximum number of elastic channels for a single J* (used in HRTW

NDAFIS =1 number of asymmetric fission channels (not used)
NDVOM =7 maximum number of coefficients to describe real optical model potential
depth

NDWOM =7 maximum number of coefficients to describe imaginary optical model po-
tential depth

NDVSO =7 maximum number of coefficients to describe spin-orbit optical model po-
tential depth

NDRVOM =3 maximum number of coefficients to describe real optical model potential
radius

NDRWOM =3 maximum number of coefficients to describe imaginary optical model po-
tential radius

NDRVSO =3 maximum number of coefficients to describe spin-orbit optical model po-
tential radius
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NDETL =NDEX+5 maximum number of energy bins for transmission coefficients
NDECSE =NDEX maximum number of energy bins for energy spectra

NDERO =NDEX maximum number of energy bins for level densities

NDANG =19 maximum number of angles in MSD

NDCC =10 maximum number of Coupled-Channels in CCFUS

NDROPM =7 maximum number of parameters for the determination of level densities in
the Gilbert-Cameron approach

NDGDRPM =10 maximum number of parameters for GDR shape determination
NDGQRPM =8 maximum number of parameters for GQR shape determination

NDGMRPM =8 maximum number of parameters for GMR shape determination
NDKNTR =3 maximum number of control parameters

NDREGIONS =5 number of exit channels considered in the IDNA matrix defining use of
the models (neut. disc., neut. cont., prot. disc., prot. cont., )

NDMODELS =5 number of reaction models considered in the IDNA matrix (CC, MSD,
MSC, DEGAS, HMS)

NDDEFCC =6 maximum order of deformation for collective levels

NDCOLLEV =20 maximum number of collective levels taken into account in the ECIS
calculations

3.4 Parameter libraries

3.4.1 Masses (empire/data/nix-moller-audi.dat)

This file is based on the calculations of Moller and Nix [52]. The experimental masses in
the original Moller-Nix file [52] have been substituted with the more recent recommended
masses by Audi and Wapstra [68]. The same source has been used to extended the Moller-
Nix file with mass excesses for 47 nuclei below '%O. For the convenience of the user the
explanation of the 18 columns in the file is copied below as defined by Ref. [52].

Z Proton number. The mass table is ordered by increasing proton number. The
corresponding chemical symbol of each named element is given in parenthe-
ses.

N Neutron number
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A

()]
€3
€4

€6

sym

B
Bs
Ba
B

Emic

My

Mexp

Oexp
EFL

mic

FL
M,

Mass number

Calculated ground-state quadrupole deformation in the Nilsson perturbed-
spheroid parameterization

Calculated ground-state octupole deformation in the Nilsson perturbed-spheroid
parameterization

Calculated ground-state hexadecapole deformation in the Nilsson perturbed-
spheroid parameterization

Calculated ground-state hexacontatetrapole deformation in the Nilsson perturbed-
spheroid parameterization. The value in this column is used in the mass
calculation. If €5 # 0 then ¢; was not varied but was instead held fixed at

the value that minimizes the macroscopic energy for 24°Pu.

Calculated ground-state hexacontatetrapole deformation in the Nilsson perturbed-
spheroid parameterization for e3 = 0. This is the optimum value of ¢ when
mass asymmetry is not considered. It is provided for use in computer codes
or other applications that cannot take into account mass-asymmetric shapes.

Calculated quadrupole deformation of the nuclear ground-state expressed in
the spherical-harmonics expansion

Calculated octupole deformation of the nuclear ground-state expressed in
the spherical-harmonics expansion

Calculated hexadecapole deformation of the nuclear ground-state expressed
in the spherical-harmonics expansion

Calculated hexacontatetrapole deformation of the nuclear ground-state ex-
pressed in the spherical-harmonics expansion

Calculated ground-state microscopic energy, given by the difference between
the calculated ground-state atomic mass excess and the spherical macro-
scopic energy calculated in our preferred model, the FRDM

Calculated ground-state atomic mass excess, in our preferred model, the
FRDM

Experimental ground-state atomic mass excess in the 1995 evaluation of Audi
and Wapstra [68]

Experimental error associated with the ground-state atomic mass excess in
the 1989 midstream evaluation of Audi with four revisions NOTE: this col-
umn has not been updated with the new results [68]

Calculated ground-state microscopic energy, given by the difference between
the calculated ground-state atomic mass excess and the spherical macro-
scopic energy calculated in the FRLDM

Calculated ground-state atomic mass excess in the FRLDM
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Absence of an entry in €3, ¢ ™, and 3 means that the ground state is symmetric in shape.
6 g

3.4.2 Discrete levels (empire/RIPL-2 /levels/zxxx.dat)

EMPIRE-2.17 is the first version to contain a preliminary discrete level library prepared by
the Budapest group for the RIPL-2 project and linked to EMPIRE by R. Capote. ENSDF
of 1998 has been used as a main source of data [69, 70]. The preliminary Budapest library
contains 2546 nuclear level schemes, with at least 1 known level, within mass range A=1-
266 and Z=0-109. The basic set includes 113346 levels (out of which 8554 have unknown
level energies denoted with +X or +Y) and 159323 ~-transitions. The total number of
levels with unique spin is 12956, and there are an additional 8708 levels with uncertain
spin or parity assignment.

The level schemes were analysed using constant temperature fits to the cumulative plots
for all nuclei with at least 30 known levels in order to determine the cut-off energy (E;qz)
and the corresponding cumulative number of levels (N,,4;) up to which schemes can be
assumed complete and suitable for reaction calculations. These results were extended to
cover all remaining nuclei using the nuclear temperature inferred from the above analysis.
The energy U,, corresponding to the highest level with known and unique spin and parity
assignment in the ENSDF, was subsequently determined for all nuclei.

For the purpose of reaction calculations the library was completed by estimating data
missing in the basic ENSDF set:

e unique spins and parities for all levels below the cutoff energy E,,., were generated
by (i) analysing y-transitions (3560), (ii) drawing from the assumed spin distribution
(3551), and (iii) selecting from the list suggested in ENSDF (6280).

e 21595 Internal Conversion Coefficients (ICC) for electromagnetic transitions available
in the original ENSDF data set were supplemented with 92634 ICCs calculated by
cubic spline interpolation of values tabulated by Hager and Seltzer for the K, L, and
M shells and by Dragoun, Plajner, and Schmetzler for the N+O-... shells.

e if ENSDF reported de-exciting transitions from a level but did not specify the decay
modes, 100% electromagnetic decay was assigned to the level. If other decay modes
were indicated, the percentage of the electromagnetic mode was obtained from the
available information on the decay modes and flagged by %IT or %G in the data
files.

Details concerning the above assignments will be published in the RIPL-2 documentation.

Because of the considerable size, the library of nuclear levels is divided into files named
Zzxx. DAT, where “rxz” stands for the atomic number with trailing zeros retained. Each file
contains decay data for a single element. Isotopes inside the file are ordered according to the
increasing mass number A. The format consists of three types of records: (i) identification,
(ii) level, and (iii) gamma. Each isotope begins with an identification record such as the
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one shown below for the case of Mg (here and elsewhere, a heading in italic has been
introduced to facilitate explanation of the fields and is not part of the original file):

SYMB A Z Nol WNog Nmax Nc Sn[MeV]  Sp[MeV]
22Mg 22 12 17 18 9 4 19.382000 5.497000

The FORTRAN format statement (a5,6i5,2f12.6) is used to read the following quantities:

SYMB  mass number with symbol of the element

A mass number

Z atomic number

Nol number of levels in the decay scheme

Nog number of gamma rays in the decay scheme

Nmax maximum number of levels up to which the level scheme is complete (by default

EMPIRE uses MIN(Nmax, NDLV) levels limited to 40 when the ENDF option
is invoked)

Nc number of a level up to which spins and parities are unique
Sn neutron separation energy in MeV
Sp proton separation energy in MeV

The identification record is followed by the level record, which in turn is followed by the
pertinent gamma records if decay of the level is known. This combination is repeated for
all levels in a given isotope. An example below shows level records for the ground state
and the first excited state in 2?Mg:

¥i El [MeV] s p Tipls] Ng J wunc spins nd m percent mode

1 0.000000 0.0 1 3.86E+00 O 0+ 1 = 100.0000 %EC+¥B+
2 1.246300 2.0 1 2.10E12 1 2+ 0

The related format is
(i3,1x,110.6,1x,15.1,i3,1x,(e10.2),i3,1x,al,1x,a4,1x,a18,i3,10(1x,a2,1x,f10.4,1x,a7)).
Each level record may contain the following quantities:

N1 sequential number of a level
El energy of the level in MeV
S level spin (unique). Whenever possible unknown spins up to E,,q; were inferred

using statistical methods. Unknown and undetermined spins are entered as -1.0
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unc

spins

nd

percent

mode

parity (unique). If the parity of the level was unknown, positive or negative
was chosen with equal probability. Parities were determined up to E,,., as in
the case of spins. The method of choice is not coded.

half-life of the level (if known). All known half-lives or level widths were con-
verted into seconds. Half-lives of stable nuclei are represented as -1.0E+0.

number of gamma rays de-exciting the level.
flag for spin estimation method.

flag for an uncertain level energy. When impossible to determine, the relative
energy of the band, the energy of these band heads were set to 0.0 keV or,
if the level order is known, to the preceding level energy with a note that an
unknown energy X should be added. The notation uses X+, Y+, Z+ etc. for
different bands.

original spins from the ENSDF file. Can be used to adjust spin-parity values
by hand.

number of decay modes of the level (if known). Values from 0 through 10 are
possible; 0 means that the level may decay via ~y-emission, and other decay
modes are not known.

decay percentage modifier; informs a user about major uncertainties. The
modifiers are copied out of ENSDF with no modification, and can have the
following values: =, <, >, ? (unknown, but expected), AP (approximate),
GE (greater or equal), LE (less or equal), LT (less then), SY (value from
systematics).

percentage decay of different decay modes. As a general rule the various decay
modes add up 100%. There are, however, two exceptions: (i) when a small
percentage decay is present, the sum may be slightly more then 100% due to
rounding error, (ii) when S-decay is followed by a heavier particle emission,
the percentage of the §-delayed particle emission is given as a portion of the
B-decay and the sum can be substantially larger then 100%. Naturally, when
the modifier is “?” the sum is indefinite.

short indication of decay modes of a level (see Table 3.1).

Two typical examples of the gamma records are given below (**Nb):

Nf EglMeV] Pg Pe Ice

3
1

0.055 4.267E02 1.301E01 2.050E+00
0.113  7.499E01 8.699E01 8.699E01

The format is (39x,i4,1x,f10.3,3(1x,e10.3)) and the columns contain:
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Nf sequential number of the final state
Eg v-ray energy in MeV
Pg Probability that a level decays through the given y-ray emission. Pg is the ratio

of the total electromagnetic decay of the level to the intensity of the y-ray. If
no branching ratio is given in the ENSDF file, Pg=0.

Pe Probability that a level decays with the given electromagnetic transition, i.e.,
ratio of the total electromagnetic decay of the level to the intensity of the given
electromagnetic transition. The sum of electromagnetic decays is normalized
to 1. If no branching ratio is given in the ENSDF file, Pe =0.

I1CC Internal conversion coefficient of a transition. A modified version of the Nuclear
Data Center program HSICC.FOR was used to calculate values not provided
in ENSDF. When calculating ICCs the first multipole mixing ratio was used. If
there was no multipole mixing ratio available for the mixed E2-++M1 transitions,
M1 was assumed in case of odd and E2 in case of even mass nuclei. No attempt
was made to include possible E0O decays. For other mixing possibilities, the
lowest multipole order was used unless the mixing ratio was provided. Below
A=10, ICCs are only calculated for Li and C. The ICCs are set to zero if the
transition energy exceeded a certain, mass-dependent limit.

3.4.3 Optical model parameters
(empire/RIPL-2/optical /om-data/om-parameter-u.dat)

R. Capote has greatly simplified the use of EMPIRE by incorporating the preliminary
version of the RIPL-2 optical model parameters (omp) library, which was compiled within
an TAEA Coordinated Research Project [45]. The library contains 409 sets of omp for
nuclei up to Lr (Z=103) for neutrons, protons, a-particles, d, t, and 3He up to 400 MeV
(mass and energy ranges vary for different target-projectile combinations). The library
contains omp for single isotopes (or for a limited range of isotopes) and global systematics
valid over a wide range of masses. The RIPL-2 omp can easily be invoked by assigning
omp index (with negative sign!) through the input keyword OMPOT and/or DIRPOT
for Coupled-Channels calculations (see Section 3.10.1). List of omp indexes is available
from the EMPIRE graphic interface under Help— RIPL-omp (see Section 3.8.3).

The format of the omp library accommodates all functional forms of mass and energy de-
pendencies encountered in the literature accounting for Coupled-Channels and dispersive!
potentials and includes the relativistic option. Each set is divided into sections describing:

LSCAT2 and ORION have been extended by R. Capote to accept dispersive omp. Therefore, these
potentials can be used in EMPIRE calculations in a same way as all the others.
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Table 3.1: Coding of decay modes. Some minor possibilities, such as decay through the
emission of ?°Ne, are neglected.
Code Meaning
%B B~ decay
%EC electron capture
BEC+%B+  electron capture and 81 decay
%N neutron decay
%A« decay
%IT  isomeric transition
%P  proton decay
%3HE 3*He decay
%B-+P ' delayed proton decay
%BN 3~ delayed neutron decay
%SF  spontaneous fission
%ECP electron capture delayed proton decay
%ECA electron capture delayed o decay
%G~y decay
%B2N 3~ delayed double neutron decay
%B-+2P B delayed double proton decay

e real volume potential,

e imaginary volume potential,

e real surface derivative potential,

e imaginary surface derivative potential,
e real spin-orbit potential,

e imaginary spin-orbit potential.

Because of its universality the format is rather complicated, and is best described by using
a FORTRAN-like representation.

iref

author

reference

summary

emin,emax

izmin, izmax

iamin,iamax
imodel,izproj,iaproj,irel,idr
————— LOOP: i=1,6
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jrange(i)

————— LOOP: j=1,jrange

epot(i,j)

(rco(i,j,k), k=1,11)

(aco(i,j,k), k=1,11)

(pot(i,j,k), k=1,25)

----- END i AND j LOOPS

jcoul

————— LOOP: j=1,jcoul

ecoul (j),rcoul0(j),rcoul (j),rcoull(j),rcoul2(j),beta(j)
----- END j LOOP

1)---—-- SKIP TO (2)----- IF IMODEL NOT EQUAL TO 1
nisotopes

————— LOOP: n=1,nisotopes
iz(n),ia(n),ncoll(n),lmax(n),idef(n),bandk(n), [def(j,n),
j=2,idef (n),2]

————— LOOP: k=1,ncoll(n)

ex(k,n),spin(k,n),ipar(k,n)

————— END k AND n LOOPS

(2)--——-- SKIP TO (3)----- IF IMODEL NOT EQUAL TO 2
nisotopes

————— LOOP: n=1,nisotopes

iz(n),ia(n) ,nvib(n)

————— LOOP: k=1,nvib(n)
exv(k,n),spinv(k,n),iparv(k,n) ,nph(k,n) ,defv(k,n),thetm(k,n)
————— END k LOCP

————— END n LOCP

(3)-——-- SKIP REMAINING LINES IF IMODEL NOT EQUAL TO 3
nisotopes

————— LOOP: n=1,nisotopes
iz(n),ia(n) ,betal(n) ,gammal (n) ,xmubeta(n)

————— END n LOCP

Definitions of the symbols and functional forms are listed below.

iref unique index for this potential (used for referencing through the OMPOT

and/or DIRPOT keywords in input)
author authors of this potential (up to 80 characters, 1 line))
reference reference for this potential (up to 80 characters, 1 line)

summary short description of the potential (320 characters, 4 lines)
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emin,emax minimum and maximum energies for validity of this potential
izmin,izmax minimum and maximum Z values for this potential
iamin,jamax  minimum and maximum A values for this potential

imodel = 0 for spherical potential
= 1 for coupled-channel, rotational model
= 2 for coupled-channel, vibrational model
= 3 for non-axial deformed model

izproj Z for incident projectile
iaproj A for incident projectile
irel = 0 for non-relativistic parametrization

= 1 for relativistic parameterization

idr = ( dispersion relations not used
= 1 dispersion relations used with equivalent volume real potential
= 2 exact dispersion relations used, i.e., volume + surface real potential

index 1 = 1 real volume potential (Woods-Saxon)
= 2 imaginary volume potential (Woods-Saxon)
= 3 real surface derivative potential
= 4 imaginary surface derivative potential
= 5 real spin-orbit potential
= 6 imaginary spin-orbit potential

jrange = number of energy ranges over which the potential is specified
= positive for potential strengths
= negative for volume integrals
= 0 if potential of type i not used

epot(i,j) upper energy limit for j'* energy range for potential i
rco(%,3,k) coefficients for multiplying A'/? for specification of radius R in fm where:
R(i,j) = {lrco(i,j,1)| +reo(i, j, 2)E + reo(i, 4, 3)n

rco(i, j,4) /A + reo(i, 4, 5)/\/Z + rco(i, 4, 6)142/3
reo(i, §, T)A + reo(s, 7,8) A% + reo(i, §, 9) A
reo(i, §,10) AV + reo(i, j, 11)A‘1/3} A3

+ o+

and
if rco(4,5,1) >0.0: Woods-Saxon derivative surface potential
if rco(4,5,1) <0.0: Gaussian surface potential.
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[Note that the A dependence of reo(i,j,11) cancels out so that reo(%,5,11) is equivalent to
adding a constant of that magnitude to the radius R(%,j)|.

aco(1,j,k) coefficients for specification of diffuseness a in fm where:

a(i, j) |aco(i, 5, 1)| + aco(i, j, 2) E + aco(i, 7, 3)n + aco(i, j, 4) /A
aco(i, j,5)/VA + aco(i, j,6) A*® + aco(i, j, T) A (3.1)
aco(i, j,8) A + aco(i, §, 9) A% + aco(i, j, 10) A/?

aco(i, j, 11)A™1/3

+ o+ ok

pot(i,j,k) - strength parameters in MeV when aco(i,j,1)>0.
- volume integral of strength in MeVfm® when aco(%,5,1)<0, and are given as
follows:

if pot(i,j,k>21) = 0, standard form:

V{i,j) pot(i, §, 1) + pot(i, j, T)n + pot(i, §, 8) Ecoun + pot(i, j,9) A
pot(i, , 10) A + pot(i, j, 11) A=/ + pot(i, §,12) F oo
[pot (i, j, 2) + pot(i, j, 13)n + pot(i, j, 14)A| E

pot(i, j, 3)E* + pot(i, j, 4) E® + pot(i, j, 6)VE

[pot(i, 4, 5) + pot(i, j, 15) + pot(i, j, 16) E] In(E)

ECO’LL
pot(i, j, 17) EZ” (3.2)

+ o+ 4+ 4+ +

if pot(i,j,22)# 0, Smith form:

V(i,j) = pot(i,j,1) + pot(i, j,2)n
A pot(i, j,4)
pot 3
+ pot(i, j,3) cos |2 pot(i.J.5)
+ pot(i, j,6) exp [pot(i, 5, T)E + pot(i, j, 8) E?] (3.3)
+ pot(i,,9)E exp [pot(z 4,10) EPt ’3’11)}

if pot(i,j,28)# 0, Varner form:

pot(i, j, 1) + pot(i, j, 2)n

pOt(i7j73)_E+p0t(ivj74)Ecou12
1+ exp [ Pol(i,7,5)

pOt(ia ja 7)E - pOt(i7 j7 8)
pot(i, j, 6)

V(Zaj) =

+ pot(i, ], 6) exp [ (3.4)
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if pot(i,j,24)# 0, Koning form:

V(i,j) = b(i,4,1)[1—b(4,5,2) (E — EF) +b(i,5,3) (E — EF)* = b(i, j,4) (E — EF)?
(E — EF)"09)
(E — EF)"®%0) 4 p(i, 4, 7)n0)
(E — BF)"&)
(E — EF)"9) 4 p(i, j, 10)n00d)
+ b(i,4,11) exp [=b(i, §,12) (E — EF)]

+ b(t,5,5) + b(4, 5, 6)

(3.5)

+ b(i,5,8) exp [—b(i, 5,9) (E — EF)]

if pot(i,,25) # 0, Engelbrecht form:

V (i, 5) = pot(i, 5, 1) + pot(i, 5, 4) exp [pot (4, j, 5) E*"3  pot(i, 5, 6)EP'&33)]  (3.6)

where

E projectile laboratory energy in MeV

y — (N-2)/4

Eouwr = 0.42/A'

E ..o =1.73Z/RC

EF - Fermi energy in MeV [for above case when pot(i,j,24)#0 or when idr=2|.

= pot(i,j,18) + pot(i,j,19)*A

If pot(6,5,18)= pot(6,5,19) = 0,

EF = -0.5*[SN(Z,A) + SN(Z,A+1)] (for incident neutrons)
EF=-0.5%[SP(Z,A) + SP(Z+1,A+1)] (for incident protons)
where

SN(Z,A) = neutron separation energy for nucleus (Z,A)
SP(Z,A) = proton separation energy for nucleus (Z,A).

For cases where idr=2:

EP = pot(i,5,20)
- average energy of particle states. If pot(i,5,20)=0, use default value of EP=FF.

EA = pot(i,j,21)
- energy above which non-locality of the absorptive potential will be assumed.
If pot(i,j,21)=0, use default value of EA=1000 (MeV).

For pot(i,j,24)#0, the b(i,j,m) are defined as:
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b(i,5,m) = 0 for i=1,6, j=1,jrange(i), m =1,12, except for the following:
b(1,5,1) = pot(1,5,1) + pot(1,5,2)A + pot(1,5,8)n

b(1,5,2) = pot(1,5,3) + pot(1,j,4)A

b(1,5,8) = pot(1,5,5) + pot(1,j,6)A

b(1,5,4) = pot(137)

b(1,5,5) = pot(1,5,9)*(Z/A**(1./3.))

b(1,5,11) = pot(1,5,10) + pot(1,5,11)A

b(1,5,12) = pot(1,5,12)

b(2,3,6) = pot(2,5,1) + pot(2,5,2)A

b(2,3,7) = pot(2,3,3) + pot(2,5,4)A

b(4,3,8) = pot(4,5,1) + pot(4,j,8)n

b(4:3,9) = pol(4,3,2) + pol(4,5,3)/(1. + exp((A-pol(4.,5,4))/pot(4,3,5)))
b(4,3,10) = pot(4,j,6)

b(5,3,11) = pot(5,5,10) + pot(5,5,11)A

b(5,3,12) = pot(5,5,12)

b(6,5,6) = pot(6,,1)

b(6,3,7) = pot(6,5,3)

n(i,j) = int(pot(i,j,13))

And, continuing the definitions:

jeoul number of energy ranges to specify Coulomb radius and non-locality range
ecoul(j) maximum energy of Coulomb energy range j

rcouly (5), rcoul(j), rcoul, (3), rcoul,(j) coefficients to determine the Coulomb radius,
RC:
RC = (reouly(5) A~ + reoul(5) + reouly () A=/ + reouls () A~%/%) A3

beta(j)  non-locality range. Note that when beta(5)#0, the imaginary potential is purely
the derivative Woods-Saxon for energy range j.
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nisotopes number of isotopes for which deformation parameters and discrete levels are

iz, ia
ncoll
Ilmazx
idef
bandk
def
er
spin
ipar

nvib

exv
spinv
iparv

nph

defv
thetm
beta0
gammal

rmubeta

given

Z and A for the deformation parameters and discrete levels that follow
number of collective states in the coupled-channel rotational model for iz, ia
maximum [ value for multipole expansion

largest order of deformation

k for the rotational band

deformation parameters, [=2.4,6,...through Imaz

rotational level excitation energy (MeV)

rotational level spin

rotational level parity

number of vibrational states in the model for iz, ia (first level must be ground
state)

vibrational level excitation energy (MeV)
vibrational level spin

vibrational level parity

— 1 for pure 1-phonon state

— 2 for pure 2-phonon state

= 3 for mixture of 1- and 2-phonon states
— vibrational model deformation parameter
mixing parameter (degrees) for nph=3

beta deformability parameter

gamma deformability parameter

non-axiality parameter
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3.4.4 Tabulated HF-BCS level densities
(empire/RIPL-2/densities /total /level-densities-hfbcs/zxxx.dat)

This directory contains tabulated level densities and is a part of the RIPL-2 library. It
consists of separate files for 103 elements between Z=8 and Z=110, each of them containing
a number of isotopes. The level densities were calculated using Hartree-Fock-BCS model
and adjusted to discrete levels schemes and neutron resonance spacings. The maximum
numbers of discrete levels up to which the scheme was considered to be complete are listed
in the file Nmax Umax placed in the same directory. The level densities are given for
spins up to 30/ and excitation energies up to 150 MeV. More details about the calculations
can be found in Ref. [54]. LEVDEN=3 option in the EMPIRE optional input permits the
use of these results directly in the EMPIRE calculations. An excerpt from a typical file is
reproduced below.

Aok ok ok ook ok ook o ok ok ook ook sk ook ok sk ok sk ok ok sk ook ek o ok o ok ok ok o ok s ok ok ok sk ok ook ok ok ok ok ok ok ok ok
Z= 10 A= 18: Total and Spin-dependent Level Density [MeV-1] for Ne 18
Aok ok ok ook ok ook o ok ok ook ook sk ook ok sk ok sk ok ok sk ook ek o ok o ok ok ok o ok s ok ok ok sk ok ook ok ok ok ok ok ok ok ok

U[MeV] T[MeV] NCUMUL RHOOBS RHOTOT J=0 J=1 J=2 J=3

0.25 0.001 1.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 ...
0.50 0.001 1.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 ...
0.75 0.001 1.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 ...
1.00 0.001 1.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 ...
1.25 0.297 1.05E+00 3.89E-01 6.57E-01 2.62E-01 1.20E-01 7.14E-03 7.23E-05 ...
1.50 0.358 1.14E+00 3.71E-01 8.85E-01 1.87E-01 1.55E-01 4.35E-02 4.83E-03 ...
1.75 0.402 1.24F+00 4.01E-01 1.15E+00 1.43E-01 1.63E-01 7.39E-02 1.81E-02 ...
— cut —

In addition to spin-dependent level densities, the file also reports the nuclear temper-
ature (T), cumulative number of levels (NCUMUL) and observed (RHOOBS) as well as
total (RHOTOT) level densities. These quantities are not used by EMPIRE at present.

3.4.5 Level density parameters (empire/data/Ildp.dat)

This file contains level density data taken from Iljinov et al. [48]. Furthermore, the first
column reports the maximum number of discrete levels up to which level schemes are
supposed to be completed according to RIPL-1. Since version 2.17beta, these data are not
used but have been superseded by RIPL-2 estimates contained in the library of discrete
levels. The ldp.dat file consists of the following columns:

Z*1000+A nuclide identification

NLEVC  number of levels in a complete scheme (NLEVC=1 for g.s., taken from RIPL-1
[17])

AROGC  g-parameter without collective effects according to Ilijnov et al. [48](used with
the Gilbert-Cameron approach),
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AROC a-parameter including collective effects (to be used with the EMPIRE-specific
level densities)

QN neutron binding energy (according to Ilijnov et al. [48] not used by the code),

DOBS observed spacings of neutron resonances (according to Ilijnov et al. [48] used
to derive AROC, but not used by the code).

The last four items differ from zero only for the nuclei reported in Ref. [48].
NOTE: This file will be replaced by RIPL-2 equivalents in future releases.

3.4.6 Level density parameters from the shell-model
(empire/data/nparac.dat)

This file contains level density parameters for 3962 nuclei between '2C and 252Sg that have
been derived [53] from the spacings of the shell-model single-particle spectrum. The file
consists of the following 5 columns:

IZTAR nuclide identifier Z*1000+A,
B ground state deformation (not used),

c1, o, c3  three coefficients defining energy dependent level density parameter a(F) =
a1 + ase”BE,

3.5 Flow of the calculations

Listed below are the essential steps in the execution of the general case involving MSD and
MSC calculations:

1. read EMPIRE-II input file (.inp)
2. construct table of nuclei involved

3. read from the input parameter library (or input/output files if they exist)

a) discrete levels,

b

)
) binding energies,
¢) level density parameters,
)
)

d

e) ground state deformations ,

shell corrections,

4. calculate
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3.

6.

10.

11.

12.

13.

14.

15.

a) transmission coefficients ,
b) level densities,

¢) fission barriers

retrieves experimental data from the EXFOR library.

writes input/output files

a) .ext

=3

-omp.int

o

-omp.ripl

Jev

e}

)
)
¢) -omp.dir
)
)
)

1) -lev.col

. determine fusion cross section.
. select the compound nucleus for consideration.

. calculate double-differential cross sections for inelastic scattering in terms of the

MSD mechanism, populate residual nucleus continuum and discrete levels, store recoil
spectra (first CN only).

calculate second-chance preequilibrium emission following MSD mechanism, store
spectra of particles and recoils and increment residuals’ populations. Although MSD
is limited to a single type of nucleon, both neutron and protons are emitted in the
second-chance process (first CN only).

calculate neutron, proton, and « emission spectra in terms of the exciton model (code
DEGAS), populate residual nuclei continuum and discrete levels (first CN only).

calculate neutron, proton, and -y emission spectra in terms of the HMS model (code

DDHMS), populate residual nuclei continuum and discrete levels, store recoil spectra
(first CN only).

calculate neutron, proton, and 7 emission spectra in terms of the MSC mechanism,
populate residual nuclei continuum and discrete levels (first CN only).

calculate neutron, proton, «, 7y, and eventually light ion emission widths in the frame
of the Hauser-Feshbach model.

calculate fission width in the frame of the Hauser-Feshbach model.
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16. normalize emission and fission widths with the Hauser-Feshbach denominator and
fusion cross section to obtain compound nucleus spectra and population of continuum
and discrete levels in residual nuclei.

17. print results for the decay of the nucleus considered.

18. select new nucleus and repeat steps 14 through 18 until all requested nuclei have
been processed. The selection scheme is the following: starting from the compound
nucleus, neutrons are subtracted until the number of neutron emissions specified in
the input is reached. Then one proton is subtracted from the compound nucleus, and
all nuclei with decreasing neutron number are considered again. In the Z-N plane the
calculations are performed row-wise from the top-right corner (compound nucleus)
to the left. When a row is completed the one below is considered.

19. print inclusive spectra, read new incident energy from the input file (.inp) and repeat
steps 4 and 7 through 19.

3.6 List of EMPIRE-II modules

The EMPIRE-II source is divided into modules which generally correspond to nuclear
reaction mechanism or certain physical quantity. Communication among the modules is
assured by a set of COMMONS located in the global.h file that is included whenever
necessary. Each of the modules is described shortly below.

main.f

main.f calls module input.f for reading the input data and parameters, controls flow
of calculations and prints final results. Also contains the RECOIL subroutine, which
constructs recoil spectra when the ENDF=2 option is selected.

input.f

Sets default values of input parameters, reads mandatory input and calls READIN for
optional reading. Accesses data bases to retrieve discrete levels, binding energies, deforma-
tions and shell-corrections as well as experimental data from the EXFOR library. Defines
the collective levels to be used by CCFUS and TRISTAN. Retrieves optical model param-
eters from the RIPL library and reads level density parameters. Finally, prints out input
parameters to the output file (*.ist).

ccfus.f

Calculates fusion cross section for Heavy Ions in terms of a simplified Coupled-Channels
approach. Collective states in target and projectile are identified in #nput.f and used in the
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CC calculations. As a first guess ground state deformation is assumed for all the collective
states, and these can be modified by the user in subsequent runs. CCFUS also provides
the fusion barrier used by other routines (e.g., distributed barrier model)

OM-scat2.f

A standard spherical optical model used by EMPIRE to calculate total, elastic and reac-
tion cross sections (including angular distributions for elastic) and provide transmission
coefficients for emission of neutrons, protons, a-particles, and eventually the ejection of a
single light particle (d, t, 3-He, 6-1i, ...). This is the SCAT2 code of Bersillon converted
into a subroutine and updated by Capote so that it is essentially equivalent to SCAT2000.

tl.f

This module determines the optical model transmission coefficients. Optical model param-
eters are retrieved from the RIPL-2 library or prepared internally according to the built-in
systematics. Next, it calls SCAT2 if the spherical model is being used or prepares input
for ECIS and calls it if Coupled-Channels calculations are requested. The transmission
coeflicients are calculated inside the tl.f for Heavy Ions only. For light particles this task
is delegated to SCAT2 or ECIS, and #.f module ensures the proper transfer of calculated
transmission coefficients to the rest of the system.

ecis.f

This module contains the ECIS95 Coupled Channel code by J. Raynal, which calculates
total, elastic and absorption cross sections, elastic angular distribution, inelastic cross
sections to collective levels and their respective angular distributions, as well as trans-
mission coefficients. ECIS also provides analysing powers but these are not used by the
current version of EMPIRE. ECIS implements Coupled-Channels and DWBA models into
EMPIRE-II. We note that ECIS is called as a stand-alone code (creating new sub-process)
from inside EMPIRE through pipe.c. Thus, ECIS is not a subroutine to EMPIRE as all
other incorporated codes. During the installation ECIS is compiled separately and appears
in the source directory as a separate executable module entitled ecis.

fusion.f

Calculates initial Compound Nucleus population after projectile absorption using trans-
mission coefficients obtained either from the optical model or the distributed barrier model
(for Heavy Ions). Also handles additional possibilities (reading absorption cross section
for each partial wave from the external file, reading total absorption cross section from
input, and reading critical value of angular momentum I..) that are available for Heavy
Ion induced reactions (see Section 2.1).
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MSD-orion.f

Calculates two step Multi-step Direct amplitudes in the frame of the TUL theory. The
results are later used by TRISTAN to produce Multi-step Direct cross sections. ORION
is called from main.f and all input parameters are transferred through formal parameters
rather than global common (too many conflicts in variable names). Communications with
MSD-tristan.f occur through TAPE15.

MSD-tristan.f

Calculates two step Multi-step Direct cross sections from the results of ORION stored on
TAPE15 folding them with the QRPA response functions (vibrational collectivity).

The module distributes the MSD spectrum over the residual nucleus continuum assum-
ing that the spin distribution is proportional to the spin distribution of the 2-exciton states.
MSD contribution is also distributed over discrete levels although in a very approximate
and arbitrary way, feeding mostly 24 and 3- levels (4+ to lesser extent) that are possibly
close to the collective states of these multipolarities.

scnd-preeq.f

A very small module, which calculates second-chance preequilibrium decay of the residual
nucleus populated by the MSD emission through emission of neutrons and protons using
Chadwick’s model. Assumes that: (i) the first residue (after MSD emission) contains 2
excitons only (ii) emission probability can be approximated by the s-wave transmission
coefficient.

MSC-NVWY .f

Calculates Multi-step Compound decay in terms of the NVWY theory. Neutrons, protons,
and s are taken into account. Number of considered steps is fixed in the dimension.h file
as a value of the NDMSCS parameter. If this number of steps is high enough, whole decay
of the first CN is calculated within the MSC model, and Hauser-Feshbach calculations
(HF-comp.f) are not invoked.

ph-lev-dens.f

Contains a number of routines for the calculation of particle-hole state densities to be used
by the MSC model. These routines also include accessible level densities for different type
of transitions and take into account the binding condition.

ddhms.f

Computes preequilibrium spectra with Hybrid Monte Carlo (HMS) simulation formalism
developed by Blann and implemented by Chadwick. Treatment of the angular momentum
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transfer has been developed by Chadwick and Oblozinsky. The original code has been
converted into a subroutine. Transfer of input data and results is undertaken by the
EMPTRANS subroutine.

degas.f

The Master Equation approach to the exciton model taking into account v emission. The
original stand-alone code has been converted into a subroutine. Input data are transferred
to SUBDEGAS from the main.f via common blocks DEGASINPUT and DEGASINP.
Decay is restricted to the first Composite Nucleus and the number of excitons is limited
ton =1, 3, 5, and 7. The primary spectra of <ys, neutrons and protons, and population of
respective residual nuclei are produced. Gamma cascade is blocked and left to the Hauser-
Feshbach calculations, thus only the primary emission of s is allowed in the exciton model.

HRTW-comp.f

Calculates decay of the Compound Nucleus in terms of the HRTW theory (width fluctua-
tion correction). Uses modified routines of standard Hauser-Feshbach (DECAY, DECAYG,
FISSION) and HRTW_MARENG to decompose capture cross sections into partial wave
components. In addition, contains a number of subroutines which are specific to the
HRTW theory, and used to calculate the elastic enhancement factor, effective transmission
coeflicients, and bookkeeping of reaction channels.

HF-comp.f

This Hauser-Feshbach module performs the bulk of Compound Nucleus calculations. Fol-
lows decay of states in the continuum in the parent nucleus to the continuum and to discrete
levels in the residual nucleus through emission of light particles (neutrons, protons, as, and
eventually a single type light ions). Also calculates full y-cascade to the continuum and
to discrete levels as well as discrete transitions between low lying levels, along with fission
widths in which two viscosity effects are taken into account.

Intermediate results are stored on scratch arrays SCRT (continuum) and SCRTL (dis-
crete levels) and are normalized with the initial CN population and divided by the Hauser-
Feshbach denominator. The results are accumulated in the population array POP. Note,
that particle emission from discrete levels is not considered.

If ENDF=1 option is specified HF-comp.f module decomposes particle and ~-spectra
into components related to individual reactions. For example, a piece of the first-emission
double-differential spectrum corresponding to the subsequent neutron emission is moved
to the second-emission spectrum. Under these circumstances, it is assumed that no s are
emitted between the two subsequent neutron emissions. At present, only two emissions are
considered with ENDF=1 option, i.e., (n,3n) reaction spectra can not be processed into
the ENDF format. One should invoke ENDF=2 option, which makes use of the cumulative
representation (MT=5), to overcome this limitation.
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bar_mom.f

Contains subroutines BARFIT and MOMFIT that were written by Sierk. The first one
provides fission barrier height, ground-state energy, and angular momentum at which fission
barrier disappears. The second subroutine calculates the three principal-axis moments of
inertia.

The results arise from fits of fission barriers and moments of inertia calculated by Sierk
in 1983-1985 using Yukawa plus exponential double folded nuclear energy, exact Coulomb
diffuseness corrections and diffuse-matter moments of inertia. The calculated barriers are
accurate to a little less than 0.1 MeV but the fit is a little less accurate. Worst errors might
be as large as 0.5 MeV.

lev-dens.f

Contains all subroutines used to calculate the level densities for all approaches used in
EMPIRE-II. Includes retrieval of level density parameters and HF-BCS level densities and
functions for damping the collective effects. Cumulative plots of discrete levels and their
comparison with the level density predictions are also performed within this module.

gamma-strgth.f

Prepares deformation-dependent Giant Multipole Resonance parameters (for GDR, GQR
and GMR) using built-in systematics and calculates «y-ray strength functions. Allows for
a combination of the GMR and Weisskopf estimates. In the case of E1, uses generalized
Lorentzian including energy-dependent GDR width and the non-zero limit at E,=0.

print.f

A small module, which prints histograms of spectra emitted from subsequent nuclei, and
provides energy integrated cross section for these emissions.

pipe.c/pipe.f

A small subroutine to execute UNIX command line from a FORTRAN or C code. The
FORTRAN version pipe.f file is provided for the systems on which the C compiler is not
installed (typically MS Windows).

auxiliary.f

Set of auxiliary subroutines that contain general algorithms or perform numerical opera-
tions not related to any particular physical model. The module includes subroutines for
fitting Legendre polynomials, integration, matrix inversion, interpolation, finding nucleus
and ejectile index and setting to zero variables in EMPIRE.
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3.7 List of subroutines

main.f:RECOIL
HF-comp.f:ACCUM

HF-comp.f:BELLAC

HF-comp.f:DECAY

HF-comp.f:DECAYD

HF-comp.f:DECAYG
HF-comp.f:DECAYT

HF-comp.f:FISSTON

MSC-NVWY f:DECHMS

MSC-NVWY .f:HMS

MSD-orion.I:ORION

MSD-orion.[:OPMPARN

MSD-orion.f[:CCCTRL
MSD-orion.:FLGLCH

Constructs recoil spectra when ENDF=2 option is invoked.

Normalizes scratch arrays SCRT and SCRTL with the ini-
tial state population and divides by the Hauser-Feshbach

denominator. Accumulates the results in the population ar-
ray POP.

Moves a piece of the first-emission double-differential spec-
trum to the second-emission spectrum. Used to produce
double-differential cross sections requested by the ENDF
format. At present only two subsequent emissions are con-
sidered, i.e., (n,3n ) reaction can not be processed.

Calculates decay of a continuum state in the parent nucleus
NNUC to the continuum and to discrete levels of the residual
nucleus NNUR.

Calculates y-decay of discrete levels. Prints out the results
and updates y-spectrum matrix CSE. Must be called after
the particle emission is completed. NOTE: no particle emis-
sion from discrete levels is considered.

Calculates y-decay of a continuum state.

Calculates y-decay of a continuum state (used instead of
DECAYG if TURBO mode is invoked).

Calculates fission of a nuclear state taking into account two
viscosity effects.

Calculates decay of a continuum state in the composite nu-
cleus using Heidelberg Multi-step Compound model.

Main Multi-step Compound routine. Neutrons, protons,
and -ys are considered.

Main ORION routine. Calculates Multi-step Direct ampli-
tudes in the frame of the TUL theory. The results are later
used by TRISTAN to produce MSD cross sections.

Sets optical model parameters.
Called by ORION2.
Called by CCCTRL.
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MSD-orion.f:OMPOTEN
MSD-orion.f:FFCAL
MSD-orion.f:HIBORN
MSD-orion.f:MSTEP
MSD-orion.f:XSEC
MSD-orion.f:XSC12
MSD-orion.f:XSCABC
MSD-orion.f:LEGNDR
MSD-orion.f:CLEBSCH
MSD-orion.f:CLEBRD
MSD-orion.f:CLEBZ
MSD-orion.f:RACHLF
MSD-orion.f:RACSIM
MSD-orion.f:CLEBHF
MSD-tristan.f: TRISTAN

MSD-tristan.f:INELAS
MSD-tristan.f:RADIAL
MSD-tristan.f:CLEBTRI
MSD-tristan.f:BCS
MSD-tristan.f:NUMBER
MSD-tristan.f:ESORT
MSD-tristan.f:SPLVL
MSD-tristan.f:RESPNS

MSD-tristan.[:POLYNM

Called by CCCTRL.
Called by ORION2.
Called by ORION2.
Called by HIBORN.
Called by ORION2.
Calculates transition amplitudes.
Called by XSC12.
Called by XSEC.
Called by XSC12.
Called by XSCABC.
Called by XSCABC.
Called by XSCABC.
Called by XSCABC.
Called by XSCABC.

Main TRISTAN routine. Calculates two step MSD cross
sections using the results of ORION stored on TAPE15 and
QRPA response functions.

Calculates response functions.

Called by INELAS.

Called by INELAS.

Performs BCS calculations.

Called by BCS.

Sorts single-particle levels according to increasing energy.
Calculates single-particle levels.

Controls calculation of the response functions and prints the
results.

Called by PNORM.
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MSD-tristan.[:PNORM
MSD-tristan.[:INVERT

MSD-tristan.[:SPECTR,

MSD-tristan.: ACCUMSD

OM-scat2.:OMTL

OM-scat2.f:FACT

OM-scat2.f:INTEG

OM-scat2.f:KINEMA

OM-scat2.f:PREANG
OM-scat2.f:PRIPOT

OM-scat2.f:PRITC

OM-scat2.f:PRITD

OM-scat2.:RCWFN

OM-scat2.f:SCAT

OM-scat2.f:SHAPEC

Called by SPECTR.
Inverts a matrix.

Performs interpolations and final calculations of the MSD
cross sections (including angle integration).

Distributes MSD spectrum over the residual nucleus contin-
uum assuming that the spin distribution is proportional to
the spin distribution of 1p-1h states. Distributes also MSD
contribution over the discrete levels in an arbitrary way,
feeding predominantly 2+ then 3- and finally 4+ states pos-
sibly close to the collective states of these multipolarities.

Main SCAT?2 routine. Arranges for calculation of optical
model transmission coeflicients.

Calculates logarithms of the factorial function.

Integrates Schroedinger equation using Numerov method
(A.C. Allison Journal of Computational Physics 6 (1970)
378-391).

Lab to CM transformation using relativistic kinematics, the
reduced mass is replaced by the reduced total energy

Calculates Legendre polynomials.
Prints parameters of the optical model potential.

Prints tables of transmission coefficients in the format suit-
able for GNASH code (not used).

Prints tables of transmission coefficients in the format suit-
able for STAPRE code (not used).

Calculates Coulomb wave functions by the continued-fraction
method of JJW. Steed (see A.R. Barnett, D.H. Feng, J.W.
Steed and L.J.B. Goldfarb, Computer Physics Communica-
tions 8 (1974) 377-395).

Calculates transmission coefficients using spherical optical
model .

Calculates shape elastic differential cross-section for charged
particles.
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OM-scat2.f:SHAPEL2

OM-scat2.f:SPINQ

OM-scat2.f:SPIN05

OM-scat2.f:SPIN1

OM-scat2.f:SETPOTS
auxiliary.f:CLEAR
auxiliary.f:INTGRS

auxiliary.f:LSQLGV

auxiliary.f:LSQLEG
auxiliary.f:PLNLEG
auxiliary. fMTXGUP

auxiliary.f:MATIN

auxiliary.:MATIN1

auxiliary.:MTXINV

auxiliary.:MTXDG3

auxiliary.:INTERMAT

Calculates shape elastic differential cross-section for neu-
trons.

Prints transmission coefficients, and total, elastic and ab-
sorption cross sections for incident particle of spin 0.

Prints transmission coefficients, and total, elastic and ab-
sorption cross sections for incident particle of spin 1/2.

Prints transmission coefficients, and total, elastic and ab-
sorption cross sections for incident particle of spin 1.

Sets parameters of the optical model potential.
Sets some matrices and variables to 0.
Calculates a generic integral.

Least-squares fitting by variable order Legendre polynomi-
als.

Fits Legendre coefficients to a set of data.
Evaluates Legendre polynomials up to order NL.
Matrix solver using GGauss elimination and partial pivoting.

Matrix inversion with accompanying solution of linear equa-
tions. (used in MSC calculations)

Matrix inversion with accompanying solution of linear equa-
tions (differs from MATIN in dimensions).

Matrix inversion using Gauss-Jordan method and full piv-
oting.

Tridiagonal matrix solver using Gauss elimination with no
pivoting.

Interpolates along the first dimension of the array Yi as-
sumed to contain histograms on the same equidistant grid.
The resulting function, on the different but uniform grid, is
added to the values contained in the array Yo in the energy
range specified by Emin and Emax.
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auxiliary. f:BINTERMAT

auxiliary.:WHERE

auxiliary. fWHEREJC

bar mom.f:BARFIT

bar mom.f:MOMFIT

bar mom.f:LPOLY

cclus.f:CCFUS

ccfus.:BAR
cclus.:POTENT
cclus.:POT

fusion.:MARENG

fusion.f:PUSH

gamma-strgth.f:ULM

gamma-strgth.:ULMDYN

input.f:FINDPOT

Interpolates along both dimensions of the array Yi(x,z) as-
sumed to contain histograms on the equidistant grid Sxi, Szi.
The resulting function, on the different but uniform grid, is
added to the values contained in the array Yo in the energy
rectangle specified by Exmin-Exmax and Ezmin-Ezmax.

Locates position of the nucleus in EMPTRE-IT matrices (last
index).

Locates position of the ejectile in EMPIRE-IT matrices

Returns the fission barrier height, the ground-state energy,
and the angular momentum at which the fission barrier dis-
appears.

Returns the three principal-axis moments of inertia and the
angular momentum at which the fission barrier disappears.

Calculates the ordinary Legendre polynomials.

Fusion Coupled-Channels code for calculation of barrier pen-
etration parameters, cross sections and angular momentum
distributions.

Called by CCFUS when calculating fusion barrier.
Called by CCFUS when calculating fusion barrier.
Called by CCFUS when calculating fusion barrier.

Calculates initial compound nucleus population after pro-
jectile absorption using transmission coefficients obtained
from the optical or the distributed fusion barrier model.

Calculates fusion transmission coeflicients within the dis-
tributed fusion barrier model.

Using built in systematics, prepares Giant Resonances pa-
rameters (for GDR, GQR and GMR) to be used in the cal-
culation of transmission coefficients for s.

Using built in systematics, prepares dynamic deformation-
dependent Giant Dipole Resonance parameters to be used
in the calculation of transmission coefficients for s .

Finds OM potential entry in the RIPL database.
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input.f:INPUT

input.:LEVREAD

input.f:PRINPUT

input.f:PTLEVRE

input.f:PTLEVSET

input.:READIN

input.f:READNIX

input.:READLDP

input.f:SHELLC

input.f:LYMASM

input.f:BNDG

input.f:RETRIEVE

lev-dens.f:ROCOL

lev-dens.f:VIBR

Sets default values of input parameters, reads mandatory
input and calls READIN to read optional input.

Reads level energies, spins, parities and branching ratios
from unit 13, and stores them in the appropriate arrays.

Prints input parameters.

Reads from unit 13 the ground state spin and parity, and
energies of the first 2+ and 3- levels (latter to be used by
CCFUS and TRISTAN)

Sets ground state spin and parity and energies of the first
2+ and 3- levels (latter to be used by CCFUS and TRIS-
TAN). For even-even nuclei calls PTLEVRE; for odd-odd
and odd-even nuclei calls PTLEVRE; for neighboring even-
even nuclei takes averages for 24 and 3- energies.

Reads input variables from optional input (.inp) and changes
default values accordingly.

Reads nuclear deformations, shell corrections, and masses
from the file empire/data/niz-moller-audi.dat.

Reads level density parameters according to Tljinov [48],
and the number of the discrete level below which the de-

cay scheme is assumed to be complete (see RIPL [17]).

Calculates shell corrections according to Myers and Swiate-
cki.

Called by SHELLC.

Reads nuclear masses from empire/data/niz-moller-audi.dat,
and calculates binding energies.

Retrieves relevant EXFOR entries.

Calculates spin-dependent level densities, including vibra-
tional and rotational collective effects and accounting for
their energy fade-out. Sets potential surface energy for the

saddle point.

Calculates vibrational enhancement of level densities.
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lev-dens.f:SIGMAK

lev-dens.f:SIGMA

lev-dens.:DAMPKS

lev-dens.:DAMPROT

lev-dens.:DAMPYV

lev-dens.f:DAMP

lev-dens.:ROEMP

lev-dens.f:DAMIRO

lev-dens.f:PRERO

lev-dens.f:ROGC

lev-dens.:ROHFBCS

lev-dens.f:ALIT

Calculates parallel and orthogonal spin cut-off parameters
according to Vigdor and Karwowski [55], and spin-dependent
deformation parameter «s estimated from the liquid drop
model summed with the temperature-damped ground state
deformation.

Calculates parallel and orthogonal spin cut-off factors using
simple rigid body moments of inertia for a given deformation

B.

Calculates damping of the rotational level density enhance-
ment according to Vigdor and Karwowski [55]. Slow and
fast damping options are included, although they are not
actually used.

Damping of rotational effects with Fermi function, indepen-
dent of deformation and mass number (consistent with the
built-in systematics)

Damping of the vibrational level density enhancement.

Damping of the rotational level density enhancement ac-
cording to Rastopchin [60]. Not used.

Calculates a table of energy and spin-dependent level den-
sities in terms of the EMPIRE-specific approach.

Called by ROEMP. Calculates spin-dependent level densi-
ties in terms of the EMPIRE-specific approach at a single
excitation energy.

Prepares level density calculations. Checks whether the ta-
ble of excitation energies has been determined, sets yrast
energies, fission barriers, scaling factor, and cleans up level
density tables.

Calculates a table of energy and spin-dependent level den-
sities according to Gilbert-Cameron approach.

Reads Hartree-Fock-BCS level densities stored in tabular
form (RIPL-2), and interpolates them linearly on a log scale
to the EMPIRE energy grid.

Reads coefficients for calculating level density parameter a
fitted to the shell-model single-particle state spacings [53].

86



CHAPTER 3. CODE

3.7. LIST OF SUBROUTINES

ph-lev-dens.f:GDOWN

ph-lev-dens.f:ZERO

ph-lev-dens.f:MINUS

ph-lev-dens.f:BACK

ph-lev-dens.f: TRATES

print.f: AUERST

t1.EHITL

tl.:OMPAR

tL.ETLEVAL

t1.E:TLLOC

tIL.ERIPL2EMPIRE

tL.:CREATE _OMPAR

tLEREAD OMPAR_RIPL

t1.::OMIN

Calculates Y|-function Eq. 2.39 in MSC according to Nucl.
Phys., A435 (1985) 67. Commented statements correspond
to the original formulation of the reference above. The ac-

tual version accounts for the factor 1/2 as pointed out by
Oblozinsky (Nucl. Phys., A453 (1986) 127).

Calculates Y,'-function 2.37 in MSC.
Calculates Y,"~!-function in2.36 MSC.

Calculates conditional density of accessible states for back-

ward transitions (without g/w(p, h, E, —1) factor) using Oblozin-

sky formula for conditional state density.

Will calculate transition rates using combinatorial level den-
sities when implemented - at present does nothing.

Prints histogram of a spectrum and associated energy inte-
grated cross section.

Calculates transmission coefficients for Heavy-Ton absorp-
tion using the input fusion cross section, or the input value
of [-critical (CRL), or the distributed fusion barrier model
(if CSFUS=-1.).

Fixes optical model parameters according to the global sys-
tematics.

Calls SCAT? to calculate optical model transmission coeffi-
cients and writes them into 7L matrix.

For a given ejectile energy, EOUT locates the two bracketing
energies in the ETL matrix and returns the relative position
of EOUT between the two. To be used for the interpolation
of transmission coeflicients.

Sets CC optical model parameters according to RIPL-2.

Reads optical model parameters from the RIPL-2 library
and creates local OMPAR.RIPL file.

Reads RIPL optical model parameters from the local OM-
PAR.RIPL file.

Reads optical model parameters from the RIPL-2 parameter
library.
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tLE:SUMPRT Prints summary information for the OM potential included
in the RIPL-2 library.

tLEFINDPOT OMPAR_RIPL Finds requested entry in the RIPL-2 optical model database.

tLEETRANSINP Calculates transmission coefficients for EMPIRE energy grid
using ECIS95 .

tL.EECIS2EMPIRE _TL TRG Processes ECIS output to extract transmission coefficients
for the incident channel.

tL.EECIS2EMPIRE TR Processes ECIS output to extract transmission coefficients
and maximum [ for EMPIRE energy grid.

tLE:INIT Writes initial part of ECIS95 input.

tL.I-ECIS _CCVIB Creates ECIS95 input files for Coupled-Channels calcula-
tion of transmission coefficients in the harmonic vibrational
model.

tL.I-ECIS  CCVIBROT Creates input files for ECIS95 for Coupled-Channels calcu-
lation of transmission coefficients in rotational-vibrational
model.

tLEWRITEXS Checks for the presence of the ECIS output and prints a

message if does not exist.

scnd-preeq.f:SCNDPREEQ  Calculates second-chance preequilibrium decay of the resid-
ual nucleus (populated by the MSD emission) through emis-
sion of neutron or proton using Chadwick model.

3.8 Executing EMPIRE-II

EMPIRE-II can be executed in three different modes (i) manually, (ii) using scripts, and
(iii) through Graphic User Interface (GUI). The Graphic User Interface mode is the most
convenient, and is recommended on UNIX systems with Tcl/Tk . Where the Tcl/Tk
interpreter is not available, the user is advised to use the script mode. The manual mode
should be the last choice if scripts can not be translated.

3.8.1 Manual mode

EMPIRE-IT can be run from the work sub directory by placing the input in the IN-
PUT.DAT file (default name) and executing the line command :

../source/empire
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on UNIX systems or appropriately modified on other operating systems (e.g., ..\source\empire
under DOS). Successful execution will produce the following output files:

LIST.DAT lengthy output
QUTPUT.DAT short output
LEVELS levels for the nuclei involved in the calculations

OMPAR.INT optical model parameters determined with internal global systematics for
nucleus-ejectile combinations requested in input

OMPAR.RIPL optical model parameters extracted from the RIPL-2 library

OMPAR.DIR optical model parameters used for CC or DWBA calculations in the in-
coming channel

TARGET COLL.DAT parameters of collective levels in the target nucleus used for CC
or DWBA calculations

TARGET CC transmission coefficients calculated when DIRECT=2 option is selected

TAPE15 table with the results of ORION for the last incident, energy used by TRIS-
TAN (only if MSD calculations selected)

EXFOR.DAT retrieved EXFOR entries relevant to the run (only if EXFOR library has
been installed)

ecVIB.inp input to ECIS if vibrational model has been used

ECIS VIB.out ECIS output if vibrational model has been used

ecROT.inp input to ECIS if rotational model has been used

ECIS ROT.out ECIS output if rotational model has been used

ECIS VIBROT.out ECIS output if rotational-vibrational model has been used
ecVIBROT.inp input to ECIS if rotational-vibrational model has been used

CUMULPLOT.PS PostScript plots of cumulative number of discrete levels compared with
level density predictions (only when FITLEV input different from 0)

X4{SEL.RES list of relevant EXFOR sub-entries to be retrieved (only if EXFOR library
has been installed)

X4{SEL.PAR EXFOR retrieval parameters used by the script sel (only if EXFOR library
has been installed)
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Disadvantage of the manual operation is that the same file names are used for different runs,
and the results of previous calculations are overwritten. Therefore, it is difficult to keep
track of various calculations. Furthermore, failure to delete the LEVELS or OMPAR.*
files from a preceding run will result in an attempt by EMPIRE-II to consider these files
as belonging to a new case, leading to a mismatch of the nuclei. In the case of LEVELS,
this situation may result in the message: LEVELS FOR NUCLEUS ... NOT FOUND IN
THE FILE. The user has to remove old output files by renaming or deleting them before
a new run in order to avoid this problem.
The associated post processing codes can be run in the following order:

1. EMPEND to transform OUTPUT.DAT file into the ENDF format. The following
UNIX line command must be issued from the work sub-directory to achieve this ob-
jective:

../util/empend/empend <EMPEND.INP

The resulting ENDF-formatted file is written onto the OUTPUT.ENDF file in the
work sub-directory. Users may change default parameters of the EMPEND code by
editing EMPEND input file EMPEND.INP. Detailed description of the EMPEND
input is given in the EMPEND source file empire/util/empend/empend.f and in the
manual empire/util/empend /manual.tzt.

2. FIXUP to reconstruct inelastic cross section and cross sections for (n,p) and (n,c)
reactions which normally are formatted with discrete levels separated from the con-
tinuum. Inside the work sub-directory, the user should type:

cd ../util/fixup/

rm QUTPUT.ENDF 2>/dev/null

1n ../../work/QUTPUT.ENDF QUTPUT.ENDF
fixup

rm QUTPUT.ENDF

mv FIXUP.ENDF ../../work/QUTPUT-F.ENDF
cd ../../work

3. LEGEND to standardize QUTPUT-F.ENDF file:

cd ../util/legend/

rm LEGEND.OQUT 2>/dev/null

In ../../work/0OUTPUT-F.ENDF FIXUP.QUT
legend

rm FIXUP.QUT

mv LEGEND.QUT ../../work/QUTPUT-L.ENDF
cd ../../work
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4. SIXTAB to prepare File 6 for plotting:
cd ../util/sixtab/
rm ENDF.IN ENDF.QUT 2>/dev/null
In ../../work/OUTPUT-L.ENDF ENDF.IN
sixtab
rm ENDF.IN
mv ENDF.QUT ../../work/QOUTPUT-S.ENDF
cd ../../work

5. X4TOC4 and C4SORT translate EXFOR.DAT file into computational format un-
derstood by PLOTC4 code and sort the results according to energy. In order to do
so the user has to type inside the work sub-directory:

In EXFOR.DAT ../util/x4tocd/exfor.in

cd ../util/x4tocd

x4tocé

rm exfor.in

cd ../cdsort

cdsort

cd ../../work

mv ../util/x4tocd4/errors EXFOR.x42c4_errs
mv ../util/x4tocd/x4tocd.lst EXFOR.x42c4_1st
mv ../util/x4toc4/c4d.out EXFOR.c4

The first three and last commands are mandatory, while the remaining two 'mv’
commands move X4TOC4 output and list of errors (EXFOR entries that were not
translated) to the work sub-directory. Users may choose to inspect these files di-
rectly in the empire/util/z4toc4/ sub-directory and skip the two move commands.
EXFOR data in the computational format are contained in the file EXFOR.c4, which
must be placed in the work sub-directory (last command) for compatibility with the
next step. The detailed description of the X4TOC4 input is given in the source file
empire/util/r4tocd/x4toc).f and in the manual empire/util/zftocd /manual.txt.

6. PLOTC4 plots comparisons of experimental and calculated cross sections, and is in-
voked by the following commands:

cd ../util/plotcé

In ../../work/EXFOR.c4 C4.DAT

1n ../../work/OUTPUT-S.ENDF ENDF.DAT
plotc4d

rm C4.DAT ENDF.DAT

mv plot.ps ../../work/PLOT.ps

cd ../../work
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PostScript plots are produced in the in the empire/util/plotc4 sub-directory and
are moved to the empire/work sub-directory with the last but one command. The
PLOT.ps file can be viewed with a standard PostScript viewer e.g., ghostview. Typ-
ically one should type:

gv PLOT.ps

Running EMPEND, FIXUP, LEGEND, SIXTAB, X4TOC4, and PLOTC4 makes sense
only if the ENDF option was selected in the EMPIRE-IT input (plots can only be produced
starting from the ENDF formatted file) and the calculations were performed for at least a
few incident energies. EXFOR library must be installed in order to compare calculations
with experiment. The detailed description of the X4TOC4 input is given in the source file
empire/util/plotcq /plotc{.f and in the manual empire/util/plotc4 /manual.tzt.

The advantage of the manual operation mode is that it can be carried out on any
operating system providing the commands mentioned above are appropriately modified to
match actual operating system. Note that UNIX link command ’'In’ can by replaced by
the 'copy’ on systems that do not provide ’In’.

Running the full chain of codes in the manual mode is very laborious and error prone.
The operations can be dramatically simplified by use of scripts.

3.8.2 Script mode

The EMPIRE-IT distribution contains several scripts located in the empire/work sub-
directory. These scripts use UNIX bash-shell, which must be installed on the systems.
Each script performs one or several steps described in the previous section, taking care of
moving, renaming and deleting the files and invoking the execution of appropriate codes.
All input files must end with .inp extension for the correct functioning of these scripts.
Each script is invoked with a single parameter; the name of the input file without .inp
extension (file root-name). For example, calculations with the input file Mo100.inp can
performed using runF script and typing

runE Mo100

in the empire/work sub-directory. General philosophy is that the root-name of the in-
put file (Mo100 in the example above) defines a project name. Scripts modify generic
file names produced by the codes, renaming them by the project name plus the specific
extension. These extensions must not be modified as they define the contents of the file
(see Table 3.2) and are used as identifiers by the system. The project is set up by creating
the EMPIRE-IT input file with arbitrary root-name and .inp extension. In the following,
we replace root-name with the asterisk "*’ and refer to the files through their extensions .
The following scripts are provided:
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Table 3.2: Possible files for a given project (generally not all of them will be used). User
created files are marked with db.

extension generic name contents of the file

*inp & INPUT.DAT EMPIRE-IT input

*.fus & FUSION fusion cross sections (optional)

* st LIST.DAT EMPIRE-II output (long )

*.out OUTPUT.DAT EMPIRE-II output (short )

*lev LEVELS discrete levels for all nuclei involved in the run

*_lev.col TARGET COLL.DAT characteristics of collective levels used for ECIS
calculations

* —omp.int OMPAR.INT optical model parameters for all nucleus-ejectile
combinations involved

* ~omp.ripl OMPAR.RIPL optical model parameters read from the RIPL
database

* —omp.dir OMPAR.DIR optical model parameters used for ECIS calcula-
tions

-x.t1 TARGET-x.tl tables of transmission coef. at energy x calculated
by ECIS using CCM (DIRECT=2)

* endf results in the ENDF format

*_s.endf results in the ENDF format after processing with
FIXUP and SIXTAB

*.exf EXFOR.DAT relevant experimental data retrieved from EXFOR
(if EXFOR installed)

*.cd relevant EXFOR data translated into computa-
tional format

* ps full set, of PostScript plots comparing calculations
against experimental data

*_cum.ps CUMULPLOT.PS cumulative plots of discrete levels in PostScript
format

*MT.zvd ZVView file for plotting MT (MT=2, 4, 16,...)

*x42c4 st output of X4TOC4 code

*x42¢4 _errs

list of EXFOR entries not translated by the
X4TOC4 code
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runk runs EMPIRE-II, retrieves EXFOR, data and translates them into computa-
tional format

format runs EMPEND to transform .ouf output into ENDF format (produces .endf

file)

plot runs PLOTC4 to create comparison plots of experimental and calculated cross
sections

run does all above (runE + format + plot)

clean removes files with extensions: .lev, .endf, .lIst, .out, .x42c4_errs, .x42c) lst,

and .ezf for a given project and any core file. This script must be run each time
a given project is changed by adding new channels or by modifying projectile
or target in the input file .inp.

cleanall removes all output files for all projects in a current directory; only input files
(*.inp) are retained.

grepawk handy tool for extracting specific excitation function from the EMPIRE-II out-
put .Ist and arranging into two columns (incident energy, cross section). Such a
representation allows any standard package to be used (e.g., gnuplot or xmgr)
to plot excitation functions for any calculated cross section (e.g., population of
a certain discrete level). The user must create a file with the project root-name
and extension .patl containing two line pattern as in the example below:

incident energy
.3350 MeV 7.0 level

The first line must be left intact. The second should be changed according to
the needs, and has to be the exact string that uniquely identifies a line of the
output from which the cross section is to be extracted. A convenient method it
is to cut and paste between .Ist and .pat files. As usual, script is invoked with
the project name as a parameter. UNIX package “awk” is used to scan the .lst
output. Each time a line is encountered that matches “incident energy’’, the
projectile energy is extracted. When a match occurs to the second line of .pat
file, the requested cross section is identified as the word immediately before the
“mb” string and extracted. The resulting excitation function is written to the
file .res. Note that each use of grepawk will overwrite the .res file. Starting
with version 2.16, similar functionality can be achieved with the zupl script
which produces *.zvd and calls ZVView to display this file.

run-piece-wise runs up to three different inputs for the same reaction, combines the
results and processes them through the utility codes to produce a single ENDF
file and relevant plots. Different models and/or model parameters are allowed
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store

zvd

zvcomb

zvpl

mtacomp

in three separate energy ranges. Users have to ensure that incident energies
are monotonically increasing across the three sets of input parameters.

moves .inp, .Ist, .out, .ps, .endf, and .res files for all projects (.inp files are
copied rather than moved) to a subdirectory specified as a parameter to store.
If the subdirectory does not exists, one will be created, which avoids old files
being overwritten by new ones (e.g., when calculations are repeated with mod-
ified parameters). For example, the results of calculations with the Moldauer’s
optical-model parameters can be saved in the subdirectory OM-Moldauer by
issuing the command:

store OM-Moldauer

plots comparisons of calculated and experimental data using ZVView graphic
package. Script is called with MT number and project name as parameters.
For example, to plot (n,y) reaction for the 100mo project one should type:

zvd 102 100mo

in which zvd script uses *-s.endf file for plotting. If this does not exist, script
invokes the FIXUP and SIXTAB codes to reconstruct (n,inl), (n,p) and (n,«)
reactions and produce File 6 in a form suitable for plotting. This file is pro-
cessed along with *.c4 that contains experimental data to produce *MT.zvd
file (MT is the actual MT number). List of possible MT numbers is given in
the following:

allows an arbitrary number of existing zvd plots to be combined into one. If
zvcomb is called without any parameter, a list of available * zvd files is displayed
on the terminal, so that the names can be pasted onto the command line.

similar to grepawk but produces *.zvd file and displays by calling ZVView. Can
be operated from the GUIL.

produces ZVView plots that compare experimental data with the results of up
to three sets of calculations (or evaluations) in the ENDF format for a given
MT number and target. The syntax is:

mtacomp MT comp root dirl namel file2 name2 file3 name3
where: MT stands for the ENDF reaction code (see Table 3.3), comp is an

arbitrary string added to names of plot files, dirl points to the directory con-
taining the first ENDF file, filel and file2 indicate the remaining two ENDF
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Table 3.3: MT numbers and corresponding reactions
Reaction MT

tot 1
elastic 2
inelastic 4
(n,2n) 16
(n,3n) 17
(n,f) 18
(n,ner) 22
(n,np) 28
(n,npey) 45
(n,7y) 102
(n,p) 103
(n,c) 107
(n,pa) 112

files and namei are labels of the respective curves. Note, that dir! must contain
the ENDF file named root-s.endf and optionally EXFOR data in the computa-
tional format in the file named roof.c4. The naming convention is automatically
ensured if the files were created by EMPIRE. There are no restrictions on the
names of the remaining two ENDF files. The script is intended for use within
the GUI but can also be run manually.

acomp same as miacomp but does the job for the whole list of MTs in Table 3.3;
therefore, MT is omitted from the list of parameters. The script is intended
for use within the GUI but can also be run manually.

showzvd calls ZVView package for each .zvd file from the argument list.

3.8.3 GUI mode

The Graphic User Interface (GUI) mode is the most convenient way of running EMPIRE-II,
and requires Tcl/Tk to be installed on the computer. Actually, the Tcl scripting language
and the related graphic Tool kit (Tk) are available freely for practically any operating
system [71]. On most Linux distributions Tcl/Tk is installed by default. If this is not the
case, the convenience of running EMPIRE-IT under GUT justifies the effort of installing
Tel/Tk.

The EMPIRE-II graphic interface is shown in Fig. 3.1, and is invoked by typing

lrun.tcl &

in the empire/work subdirectory. Users have to specify a project name that will be used
as a root of the input file name (say 56Fe). A new input file can be created by clicking
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on the “Create” button to copy the standard input file skel.inp to 56Fe.inp and open for
editing. Buttons in the “Execution” section correspond to the scripts described in the
preceding section. Output files can be edited by clicking the appropriate button in the
section “Outputs”. The “Clean” button invokes the clean script, and removes most of the
case related files. GUI also offers the possibility of changing EMPIRE-IT source files and
modifying the dimensions. One has to click on the “Make” button to issue the ‘make’
command in the empire/source subdirectory and recompile the code. The “Options” menu
allows modifications to the EMPEND, FIXUP and PLOTC4 input files and the default
EMPIRE-II input file skel.inp . The same menu also permits the selection of the preferred
editor used within GUI. At present, the following X-windows editors are included: gvim
(vi), emacs, nedit, kedit, jove, and GXedit. Tt should be stressed that EMPIRE-IT GUI
uses editors installed on the system. Although, some of those mentioned above may not
be directly available, the possibility exists to incorporate additional editors not included
in the list. To this end one has to edit empire/work/lrun.tcl file, locate the lines

$base.cpd32.mend40.01.02 add radiobutton \
-command {set editor {gvim}} -label gvim -value gvim

replicate both of them and change “gvim” to any desired editor. For example, if the new
editor is called “fred”, the resulting piece of Tcl script should be

$base.cpd32.mend40.01.02 add radiobutton \

-command {set editor {gvim}} -label gvim -value gvim
$base.cpd32.mend40.01.02 add radiobutton \

-command {set editor {fred}} -label fred -value fred

The short description of the EMPIRE-II input, list of RIPL-2 OM potentials, and manuals
of the utility codes can be brought to the screen from the 'Help’ menu.

3.9 ENDF formatting

The ENDF formatted file is created by the user selecting the ENDF option in the input
file (*.inp). This instructs EMPIRE-II to write all necessary information to the output
file * out, which may actually become long! This file is processed by the utility code
EMPEND, which creates the ENDF-6 formatted file. At present (EMPIRE-2.17.1), only
neutron induced reactions can be formatted. Two distinct options are available

ENDF 1. classical ENDF-6 representation, available in the preceding versions of EM-
PIRE,

ENDF 2. new option, mandatory at incident energies above the lowest three-particle
emission threshold.

We describe both of them in more details below.
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Figure 3.1: GUI interface to the EMPIRE-II code
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3.9.1 ENDF=1 option

When ENDF=1 option is selected EMPIRE-II rearranges emission spectra to conform to
the ENDF rules, which require that for a given reaction all pertinent subsequent, emissions
are summed up to produce effective spectra (for each ejectile) associated with the reaction.
For example, neutron spectrum from the (n,2n) reaction should contain a sequence of two
neutron emissions, which is followed by the v-cascade only. Thus the contribution of the
first neutron should be subtracted from the (n,n) and added to the (n,2n) spectrum. In
doing so, EMPIRE-II assumes that no «s are emitted between the two particle emissions.
This approximation allows the energy of the first emission (£;) to be defined as the difference
between the Compound Nucleus energy Fcny and the initial energy Fy from which the
second emission occurs

e1=FEoy — By — Ql 3 (3-7)

where (), is the first ejectile binding energy. This would not be the case if any s were
emitted from the compound nucleus or from the daughter before the emission of the second
gjectile. Fortunately, at incident energies below 20 MeV the probability of such an emission
is low and can be neglected (note, the approximation onl» regards rearrangement of the
emission spectra while cross sections are calculated properly). At higher incident energies
the approximation becomes invalid, which eventually results in negative emission spectra.
However, a more accurate treatment would require the assignment of spectra to each bin
(E;, J,m) for each type of ejectile populating the bin, pushing memory requirements beyond
sensible limits. EMPIRE avoids this problem by employing the ENDF=2 option, which
makes use of the inclusive representation of emission spectra.

An additional feature invoked by the ENDF=1 option is the calculation of double-
differential spectra for recoils. The outgoing energies and cross sections are appropriately
scaled and the emission direction is reversed. This procedure is exact for binary reactions.
The same procedure is an approximation when applied to the two particle emission channels
(e.g., (n,2n) reaction), neglecting a certain amount of flattening of the recoil spectra by the
second (isotropic) emission. With ENDF=1 no recoil spectra can be produced for reaction
channels involving more than 2 emitted particles, and the ENDF=2 option must be used.

3.9.2 ENDF=2 option

The 2.17.1 version introduces an additional ENDF=2 option, which is substantially differ-
ent from the ENDF=1 option available in previous releases. While the physical calculations
performed by EMPIRE are the same (apart of recoils), the results are transferred for for-
matting in a different form. Rather than providing exclusive cross sections and associated
spectra for each of the reactions separately, EMPIRE outputs inclusive cross sections,
spectra and double-differential cross sections. In other words, total emission spectra of
neutrons, protons, a-particles and s are printed instead of individual contributions from
various reactions. EMPEND automatically recognizes the ENDF option and acts accord-
ingly using MT=5 and specifying relative yields of the products in MF=6. Setting ENDF
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control variable to 2 avoids approximations related to the ENDF=1 option and removes
restrictions on the number of emitted particles that can be formatted.

The ENDF=2 option also affects the treatment of recoils, for which energy spectra are
calculated taking into account correlations between the excitation energy of the nucleus
and the emission energy of the particle. In order to do so, the recoil energies are followed
throughout the deexcitation cascade. A recoil spectrum is ascribed to each excitation
energy bin for each nucleus involved in the decay chain. Emission of a particle depletes
the spectrum bin of the parent and accumulate in the recoil spectrum bin of the daughter
nucleus. 7 emissions are assumed to produce no recoil but shift respective portions of the
recoil spectrum to the the lower excitation energy bin in the same nucleus. Transitions
to discrete levels are summed directly to the ground state recoil spectrum, since particle
emission from discrete levels is not considered and ~y-emission does not change the recoil
spectrum. At the end of the decay cascade all the recoil spectra for energy bins embedded
in the continuum are null, and the final result is given by the ground state recoil spectra.

The following assumptions are made in the course of these calculations:

e Particle emission from a nucleus at a certain excitation energy is independent of the
actual recoil energy of the nucleus. The center of mass motion of a nucleus (recoil) is
assumed to have no effect on the emission of particles, as the latter involves internal
degrees of freedom. Statistically, any emission depletes the recoil spectrum of the
parent uniformly, so that for each emission the whole recoil spectrum corresponding
to the parent energy bin is reduced by a constant factor.

e Compound Nucleus emissions are isotropic and uncorrelated between each other.
However, forward peaked angular distributions of nucleons emitted through the pree-
quilibrium or direct mechanisms and the center of mass motion of the first Compound
Nucleus are retained and taken into account in constructing recoil spectra. We note
that recoils are given in the laboratory system.

Ejectile emission energy is denoted by &, excitation energy by E, nucleus recoil energy by
e, and r and p subscripts are used to mark residuals and parent nuclei respectively. The
do(e, F)/de stands for the recoil spectrum at the excitation energy E summed over spin
and parity. Consider a single emission of an ejectile with energy ¢; the contribution of this
emission to the recoil spectrum of the residual can be quantified. We apply momentum
conservation in binary reactions to calculate the “recoil kick” energy (Ae) for this single
emission event
Ae = %5, (3.8)
m?“
in which mg;, and m, are the ejectile and recoil mass respectively. Similarly, the contri-
bution to the residue recoil spectrum is obtained from the emission spectrum by applying
the reverse factor
do(Ae, E,)  m, do(e, E,)
d(Ae)  mge de

(3.9)
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The recoil energy of the residue is obtained by adding the ejectile momentum and the
momentum of the parent nucleus vectorially. We can express the residue recoil energy e,
through the “recoil kick” (Eq. 3.8) and the recoil energy of the parent e, before emission

e (ep,60) = Ae + e, + 2/ Ae - e, cos(h), (3.10)

where 6 is the angle between the momentum of the parent and the “recoil kick”. Thus the
contribution to the recoil spectrum in the residue can be defined as

eﬁ / / (e,,0)) [d"(Z’;Ep)] ] da(ﬁ(‘zg’ %) Gin(6)dode,. (311)

where the 0 function ensures selection of the correct recoil energy and the square brackets
[],, around the parent recoil spectrum indicate that the integral was normalized to unity:

/ Mdep =1 (3.12)
0 de,

Integration in Eq. 3.11 is limited by the range of possible recoil energies. We note that
Eq. 3.11 distributes the recoil cross section related to a single emission event over various
recoil energies. The reason for this spread is two-fold: (i) vectorial coupling of momenta
and (ii) recoil spectrum of the parent nucleus. Even in the case of a delta-function parent
spectrum (the first CN), the residual spectrum covers the range from Ae+e,—2+/Ae - €, to
Ae+e,+2,/Ae- e, , as results from Eq. 3.10. The do(Ae, E,,0)/d(Ae) is assumed to be
isotropic (€ independent) except for the MSD and direct inelastic contributions, for which
angular distributions are preserved in Eq. 3.11. The recoil spectrum of the Compound
Nucleus is single valued and differs from zero only at the energy of the Center of Mass
motion. This is also the first-parent spectrum to which Eq. 3.11 is sequentially applied.
We note that Eq. 3.11 refers to the emissions of a single type ejectile with a given emission
energy. FEq. 3.11 is applied to all possible emissions including summation over different
ejectile types and parent/residue excitation energies.

3.9.3 Processing with the EMPEND code

The EMPIRE-II output (*.out) is processed and converted into ENDF format by the
EMPEND code written by Trkov. The ENDF formatted output file has to obey the rule
of defining the reactions in increasing order by MT reaction number, so several sweeps of
the EMPIRE-II file (*.out) are made:

e first sweep: the cross sections and the corresponding reaction Q-values are extracted,
e second sweep: all reactions are identified for which particle spectra are given,

e third sweep: to identify each reaction requiring an ENDF file-4 section; these data
are entered for discrete level reactions,
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e fourth sweep: to identify each reaction that has outgoing energy-angle correlated
particle distributions,

e finally, a sweep is made for the remaining reactions, particularly the (n,7y) reaction,
for which the distributions are coded in ENDF Files-12; 14 and 15.

The cross section data found on the file are fitted by a cubic spline and entered into the
output ENDF file (*.endf) on a user-defined dense energy grid, thinned to the specified
tolerance and taking reaction thresholds into account. If desired, the spline interpolation
may be suppressed and the energy points found on the file are entered directly into the
ENDF formatted file.

The angular distributions for discrete level reactions that appear in the ENDF file-4
sections are extracted from the spectra on the EMPIRE-II output file (*.out), and inter-
polated to the appropriate energy, if necessary.

The correlated energy-angle distributions for continuum reactions that appear in ENDF
file-6 sections are entered as Legendre polynomial representations in the center-of-mass
coordinate system. The maximum Legendre order is limited to 12. For reactions with
relatively smooth angular distributions, the number of coefficients is reduced accordingly.
Photon production reactions, which remain to be specified, particularly the (n,7y) reaction,
are given in the ENDF files-12, 14 and 15. Photon multiplicity is stored in file-12. Isotropic
angular distribution is assumed and written to file 14. The particle energy distribution is
written to file 15.

The program can be executed interactively from a terminal screen. The non-interactive
version is called by the script format and from the GUI. When the interactive version is
executed the required input is entered in response to the prompts, which are as follows:

e Name of the EMPIRE-II output file to be processed.
e Name of the ENDF formatted file to be written.

e Number of sub-intervals per incident neutron energy interval on the EMPIRE-IT
output file. The sub-intervals define the fine energy mesh on the ENDF formatted
file. If zero is entered, only the points on the EMPIRE-IT output are entered to the
ENDF formatted file.

e Thinning tolerance limit [%] to reduce the number of cross section points. Data
points are removed that can be reproduced from the neighboring points by linear
interpolation to within the specified tolerance. FEntering a negative value for the
thinning tolerance limit causes thinning to be suppressed.

o ENDF material number identifier.

In the non-interactive mode these data are read from the input file empire /work/EMPEND.INP,
which is available for editing from the GUIL.
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The formatting process is recorded for quality assurance purposes by writing the details
in the EMPEND.LOG file. A limited amount of checking is done. An entry is added to
the log file in the following cases:

e The cross section obtained by integrating the spectrum should agree with the value
given directly in the EMPIRE-II output file (.out). If the difference exceeds 2%, a
warning message is written that lists the MT reaction number, the incident particle
energy, the expected cross section (i.e. value given directly in the EMPIRE-IT output
file) and the percent difference.

e The angular distributions are fitted to determine the Legendre polynomial expansion
coefficients. If the distribution reconstructed from the Legendre polynomial coeffi-
cients differs from the point-wise values on the EMPIRE-II output file by more than
5%, a warning message is written that gives the reaction MT number, the outgoing
particle ZA identifier, the incident and the outgoing particle energies and the percent
difference in the fitted distribution from the point-wise value on the file.

Additional messages monitor the progress of the data formatting process.

3.10 Input/Output files

3.10.1 *.inp (INPUT.DAT; main input)

EMPIRE-II is set up to read as much data as possible from the input parameter library
(empire/data). The user has to supply only those input parameters that the code can not
know. These are the incident energy, the projectile, the target and the number of neutron,
proton, «, and light-ion emissions to be followed. In principle, the number of emissions
could be eliminated by following the compound nucleus de-excitation until all the energy
is exhausted. However, this is not very practical as in most cases a very large memory
would have to be allocated, and a lot of CPU time consumed to calculate exit channels
which might be of no interest.

With the default library of input parameters it is possible to execute a ’first-shot’
calculation with minimal effort. In the second step, the user may wish to regain control
over the input in order to make appropriate adjustments to the parameters. This can be
done in a selective way in the optional part of the EMPIRE-II input.

It should be noted that there is a difference in the way EMPIRE-II accesses general
input library in the first and subsequent runs of a given project. In the first run the code
extracts relevant data from the input parameter library and creates files with discrete levels
(*.lev), collective levels (*-lev.col), optical model parameters (*-omp.int, *-omp.ripl, and
*_omp.dir) and relevant EXFOR data (*.ezf and *.c4 ). Once these files exist the code uses
them instead of the files contained in the general input library. This has two advantages:
(i) time is spared because the case specific files are small and can be read fast, (ii) the
user may edit *.lev, *~omp.*, and *.c4 files and modify them without affecting files in the

103



3.10. INPUT/OUTPUT FILES CHAPTER 3. CODE

general input library. Editing the *-omp.* files is a convenient method of adjusting some
of the optical model parameters without the necessity of typing the whole set from scratch.

Input data are taken from different sources in the following order (those listed above
overwrite those listed below):

1. case specific files (*.lev, *-lev.col, * .fus, * -omp.*)
2. input file (*.inp)
3. general input parameter library

Note, that all the files, except *.inp, are created by the code during the first run, and
therefore the user has to create only the *.inp file described below.
Mandatory input

Input to EMPIRE-II consists of two parts. The first is mandatory and contains basic data
necessary to specify the case, and the structure is illustrated by the following example:

14.8 ; INCIDENT ENERGY (IN LAB)

56. 26. ;TARGET A , Z

1. 0. ;PROJECTILE A, Z

3 ;NUMBER OF NEUTRONS TO BE EMITTED

1 ;NUMBER OF PROTONS TO BE EMITTED

1 ;NUMBER OF ALPHAS TO BE EMITTED

0 0. O. ;NUMBER OF L.I. TO BE EMITTED AND ITS A AND Z

The first line specifies the incident energy in the laboratory system (in MeV). The second
and third are used to specify the masses and atomic numbers of a target and a projectile
respectively. The next three lines define the number of emissions to be followed for each
ejectile. In the above example, all reactions up to (n,3npa) will be calculated. The code
automatically sums over all possible decay sequences to reach the given residual nucleus.
Accordingly, 0(n 3npa) = O(n,2npna) T O(nnp2na) T O(npina) T O(n,a3np) T+ ... includes all possible
permutations of ejectiles. The last line of the input provides for the inclusion of the
emission of one type of light ion. The library of optical model parameters allows for d, t,
3He, °Li, "Li, and "Be ejectiles. Use of the light ion ejectile option requires the code to be
compiled with NDEJC set to 4 in the file dimension.h. If the last line of the mandatory
input consists of three zeros (as in the example) the light ion emission channel is closed
regardless of the NDEJC value used in the compilation. The mandatory part of the input
is in a free format, while the comments following the semicolon only serve to facilitate
input preparation and are ignored by the code.
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Optional input

The mandatory input is followed by optional input, which allows modifications to the
default model parameters. Optional input consists of an arbitrary number of records,
entered in any order and closed with the GO record, which indicates the end of the input.
In the simplest case (all defaults), only the GO record must be entered. Each record
starts with an alphanumeric keyword NAME which is followed by the value VAL and the
positional parameters. The keyword indicates a physical quantity, such as the binding
energy or level density parameter or an option. VAL takes the numerical value of the
quantity or option. The positional parameters are typically used to specify to which nucleus
the quantity should be applied. Each record must be in the format:

FORMAT (A6,G10.5,415) NAME,VAL,I1,12,13,14

The GO record may be followed by an unlimited list of incident energies (one per record)
terminated with a record containing a negative value. Anything below this line will be
ignored by the code. The distribution of EMPIRE-II contains a number of sample inputs.

A complete list of model parameters and options that can be controlled through the
optional input entries is given below.

Calculation control

NEX Maximum number of energy steps in the integration set to VAL (default:
min(50, NDEX)).

LTURBO Step in the angular momentum set to VAL. This option can be used to speed up
Heavy Ion calculations. For example, setting LTURBO to 2, only each second
spin in the Compound Nucleus and in all residual nuclei will be considered.
The result is appropriately normalized so that no flux is lost (default: 1).

ENDF Controls output for ENDF formatting ,
= 1 output for the ENDF formatting will be created ,
= 0 no output for the ENDF formatting will be created (default).

Output control

10UT Main output control set to VAL ,
= 0 no output except warnings,
= 1 input data and essential results (all cross sections) (default),
= 2 as IOUT=1 plus fusion spin distribution, yrast state population, y-transition
parameters, fusion barrier, inclusive spectra,
= 3 as IOUT=2 + v and particle spectra + discrete levels’ decay + double
differential cross sections (if MSD>0),
= 4 as IOUT=2 + ORION output + residual nuclei continuum population (up
to spin 12),
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NOUT

Fusion

FUSRED

CSREAD

BFUS

SIG
TRUNC
EXPUSH
CRL
DFUS

= 5 as IOUT=2 + ORION output + transmission coefficients (up to 1=12),
= 6 as IOUT=2 + ORION output + level densities (up to spin 12).

MSC calculation output control set to VAL (default: 0).

Fusion cross section will be multiplied by VAL (default: 1.).

Controls HI fusion cross section determination,

> 0 HI fusion cross section is set to VAL [in mb],

= -1 distributed barrier model used ,

= -2 Coupled-Channels CCFUS-code used (default for HI).

Note: CSREAD has no effect if .fus file (FUSION in manual mode) exists.

Fusion barrier height in the distributed barrier model (Eq. 2.2) set to VAL
(default: By, calculated by CCFUS).

SIGMA in the distributed barrier model (Eq. 2.2) set to VAL (default: 0.05B,,).
Truncation in the distributed barrier model (Eq. 2.2) set to VAL (default: 2.).
Extra-push energy set to VAL (default: 0.).

Critical [-value for HI fusion (Eq. 2.5) set to VAL (default: 0).

Diffuseness in the transmission coefficients for HI fusion (Eq. 2.5) set to VAL
(default: 1.).

Width fluctuations (HRTW)

HRTW

Controls HRTW calculations

= 0 no HRTW

= 1 HRTW up to 5 MeV incident energy, and no HRTW above this value
(default)

= 2 HRTW for all incident energies

CCFUS input

DV

FCC

DV barrier parameter in CCFUS set to VAL. This parameter can be used to
adjust the fusion barrier. Typical range for changes -10<DV<10. (default:
10).

FCC parameter in CCFUS set to VAL,
=0 diagonalization of the coupling is performed at the barrier position ry,
=1 exponential character of the form factor is taken into account. A second
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NSCC
NACC
BETCC

FLAM

QCC

FCD

order estimation of the position and height of the effective barriers is carried
out within a one-Fermi distance from r,. This option is recommended for strong
coupling (default).

Number of inelastic surface channels in CCFUS set to VAL (default: 4).
Number of additional channels set to VAL (default: 0).
Deformation of the 12" collective mode set to VAL.

Multi-polarity of the I2-th collective mode set to VAL (entered with positive
sign for target modes and negative sign for projectile modes) (default: 2, 3,
-2, -3, needs NSCC numbers).

Q-value of the I2** collective channel set to VAL - excitation energy of the
collective level adopted with a negative sign (default: - energies of the first 2+
and 3- levels in the target and the projectile).

Strength of the coupling at the barrier for 12"* collective mode set to VAL. For
FCC=1 the characteristic radial dependence of the one-particle transfer form
factor is assumed. Used only if NACC>0 (no default).

Coupled-Channels (ECIS)

DIRECT

Controls use of ECIS

=0 no ECIS, spherical OM used (default)

=1 Coupled Channel method used for calculation of inelastic scattering to col-
lective levels. If a selected OM potential is of CC type, the elastic and reaction
cross sections are also taken from ECIS. Otherwise, spherical OM results cal-
culated with SCAT2 are used. In any case, transmission coefficients for all
emissions are calculated with spherical OM

=2 as above but all transmission coefficients for the incident nucleon emission
are calculated within Coupled Channel approach with ECIS (extensive calcu-
lation time).

=3 as DIRECT=1 but DWBA is used instead of CC. All transmission coeffi-
cients calculated with spherical OM

NOTE: OM potential to be used by ECIS might be different from the one used
in the rest of the calculations and can be specified with the DIRPOT option.

Multi-step Direct

MSD

Controls Multi-step Direct calculations ,

= 0 no MSD calculations (default),

= 1 MSD calculations selected - ORION + TRISTAN will be executed,

= 2 MSD calculations selected but only TRISTAN will be executed using the
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WIDEX
GAPP
GAPN
HOMEGA
EFIT

RESNOR

ALS

most recent results of ORION. WARNING! there is no check whether the last
and the current run match with regard to the projectile, the target and the
incident energy; this option can be used for a single incident energy only.

Experimental energy resolution set to VAL (default: 0.2).
Proton pairing gap for target set to VAL (default: 12/+/4 ).
Neutron pairing gap for target set to VAL (default: 12/v/A ).
hw oscillator energy (default: 41.47/AY3 MeV ).

Coupling constants of multi-polarity I1 fitted to the level at energy VAL (de-
faults: -1 for A =0, Egpg for A =1, energies of the first low-lying 2+, 3-, and
4+ levels for A = 2, 3, 4, respectively).

Response function for multi-polarity I1 will be normalized by factor VAL (de-
fault: 1).

spin-orbit coupling strength in the harmonic oscillator (default: 1.5).

Multi-step Compound

MSC

XNI

GDIV

TORY

EX1

EX2

D1FRA

GST

Controls Multi-step Compound calculations,
= 0 no MSC calculations (default),
= 1 MSC calculations selected.

Initial exciton number set to VAL (default set internally depending on the case,
3 for nucleon induced reactions).

Single particle level densities in MSC set to A/VAL (default: 13.0).

Ratio of unlike to like nucleon-nucleon interaction cross section set to VAL.
Used for the determination of the relative share between neutron and protons
in the exciton configurations (default: 4.).

Initial number of excitons that are neutrons set to VAL (default set internally
depending on the case and on TORY).

Initial number of excitons that are protons set to VAL (default set internally
depending on the case and on TORY).

Ratio of the spreading GDR width to the total GDR width set to VAL (default:
0.8).

Controls y-emission in MSC,
= 0 no y-emission in MSC (default),
= 1 y-emission in MSC selected.
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STMRO  Controls p-h level density calculations,
= 0 closed form p-h state densities selected (default),
= 1 microscopic p-h state densities selected (not yet implemented).

Exciton model (DEGAS)

DEGAS  Controls exciton model calculations,
= 0 DEGAS code disabled (default),
= 1 DEGAS code enabled.

GDIVP  Sets single-particle level density parameter (g) for protons to A/VAL (default
13).

Monte Carlo preequilibrium model (HMS)

HMS Controls Monte Carlo preequilibrium calculations,
= 0 HMS disabled (default),
— 1 HMS enabled.

Level densities

LEVDEN Selects level density approach,
= 0.0 EMPIRE-specific level densities, BCS + Fermi gas with deformation-
dependent collective effects, adjusted to experimental ¢ values and to discrete
levels (default),
= 1.0 Fermi gas with deformation-dependent collective effects and o parameters
derived from the shell-model,
= 2.0 Gilbert-Cameron level densities, adjusted to experimental ¢ values and
to discrete levels,
= 3.0 microscopic HF-BCS level densities,
> 2.0 Fermi gas with deformation-dependent collective effects and a = A/V AL.

ATILNO systematics value of the level density parameter @ will be multiplied by VAL
for the nucleus with Z=I1 and A=I2. NOTE: if the experimental value of the
level density parameter exists, the term is ignored while it ¢s used to define the
normalization factor when ATILNO does not appear in the input or is set to 0.
Therefore, using ATTILNO set to a higher (or lower) value than 1 may actually
result in a lower (or greater) @ than in the default calculations.

GCROA  Level density parameter ¢ in Gilbert-Cameron approach
> 0 parameter ¢ in nucleus Z=I1, A=12 set to VAL |
= (0 parameter ¢ in all nuclei according to Ignatyuk systematics,
= -1 parameter ¢ in all nuclei according to Arthur systematics,
= -2 parameter ¢ in all nuclei according to Ilijnov systematics (default for
Gilbert-Cameron).
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GCROUX Level density parameter U, in Gilbert-Cameron approach for nucleus Z=I1,

GCROD

GCROEQ

GCROT

FITLEV

NIXSH

Fission
QFIS

BETAV

SHR.J

SHRD

TEMPO

SHRT

DEFGA

DEFGW

DEFGP

A=12 set to VAL (default calculated internally).

Pairing shift A in Gilbert-Cameron approach for nucleus Z=I1, A=I2 set to
VAL (default determined internally according to Gilbert-Cameron table, for
798 and/or N>150 A = 12/v/A is taken).

Level density parameter Fjy in Gilbert-Cameron approach for nucleus Z=I1,
A=I2 set to VAL (default calculated internally).

Level density parameter T in Gilbert-Cameron approach for nucleus Z=I1,
A=I2 set to VAL (default calculated internally).

> 0 cumulative plots of discrete levels will be displayed. If LEVDEN=0 the
energy range of the plot will extend VAL MeV above the last discrete level,
= 0 no cumulative plots (default).

= 0 shell-corrections calculated according to Myers-Swiatecki (default),
= 1 shell-corrections according to Nix-Moller tables.

Liquid drop fission barriers multiplied by VAL (default: 1).

Viscosity parameter in Eqs. 2.153, 2.154 and 2.155 set to VAL (1072's™1)
(default: 4).

Shell correction to fission barrier damped (Eq. 2.152)to 1/2 at spin VAL (de-
fault: 24).

Diffuseness of the shell correction damping (Eq. 2.152) set to VAL (default:
2.5).

Temperature at which shell correction fade-out (Eq. 2.151) space starts set to
VAL (default: 1.65).

Parameter in the temperature shell correction fade-out (Eq. 2.151) set to VAL
(default: 1.066).

d (amplitude) in the Gaussian term of Eq. 2.152 set to VAL (default: 0. - no
correction).

AJg (width) in the Gaussian term of Eq. 2.152 set to VAL (default: 10).

Je (position) in the Gaussian term of Eq. 2.152 set to VAL (default: 40).
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GDR parameters
GDRDYN Controls GDR treatment,

EGDRI1

GGDR1

CSGDR1

EGDR2

GGDR2

CSGDR2

GDRWP

GDRWA1
GDRWA2
GDRESH
GDRSPL
GDRST1

GDRST2

GDRWEI

GCASC

= 0 GDR shape depends on the ground state deformation (default),
= 1 GDR shape dependence accounts for the rotation induced deformation
(spin dependent, Eq. 2.140).

GDR energy of first peak set to VAL (default calculated internally from sys-
tematics).

GDR width of first peak set to VAL (default calculated internally from system-
atics).

GDR cross section of first peak set to VAL (default calculated internally from
systematics).

GDR energy of second peak set to VAL (default calculated internally from
systematics).

GDR width of second peak set to VAL (default calculated internally from
systematics).

GDR cross section of second peak set to VAL (default calculated internally
from systematics).

Factor ¢ in the energy increase of the GDR width (Eq. 2.172) set to VAL
(default: 0.0026).

GDR width of first peak increased by VAL (default: 0).

GDR width of second peak increased by VAL (default: 0).

GDR position shifted by VAL (default: 0).

Splitting of GDR peaks increased by VAL (default: 0).

GDR cross section of first peak multiplied by VAL (default: 1).
GDR cross section of second peak multiplied by VAL (default: 1).

relative contributions of the GDR and Weisskopf estimates to the vy-strength
set to VAL-GDR+(1—V AL)-Weiss. Note that the condition 0 < VAL <1
must be fulfilled (default: 1).

=0 no full y-cascade in the first Compound Nucleus (only primary transitions),
=1 full y-cascade in the first Compound Nucleus

(default: full y-cascade in the first Compound Nucleus if the initial excitation
energy is less or equal to 20 MeV, otherwise primary transitions only).
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Optical Model Potential

OMPOT

DIRPOT

EFERMI

EAVERP

EANONL

ALPHA

RELKIN

Optical model parameters for neutrons (I1 = 1),

=1 Bjorklund-Fernbach-1958,

=2 Moldauer-1963,

=3 Becchetti-Greenlees-1969 (default for incident energies above 20 MeV),
=4 Wilmore-Hodgson-1964 (default for incident energies up to 20 MeV),
=5 Patterson et al. 1976 ,

=6 Rapaport 1979 ,

=7 Konshin 1988 (Rapaport 1979 with energy dependence on Ryoas).

Optical model parameters for protons (I1 = 2),
=1 Bjorklund-Fernbach,

=2 Becchetti-Greenlees 1969 (default),

=3 Menet el al. 1971.

Optical model parameters for alphas (I1 = 3),
=1 McFadden and Satchler (default).

Optical model parameters for light ions (11 = 4),
=1 Perey-Perey 1963 (default for deuterons),

=1 Becchetti-Greenless (default for tritons),

=1 Becchetti-Greenless (default for 3He),

=1 Kiev (default for °Li, “Li, and "Be).

Optical model parameters to be used by ECIS. All of the above applies, except
that I1 need not be specified (refers to inelastic channel by default).

Fermi Energy for dispersive OM potential (default: -10.392 MeV).
Average energy of particle states for dispersive OM (default:-5.66 MeV).
Threshold energy for non-locality in dispersive OM (default: 60 MeV).
Mahaux non-locality parameter in dispersive OM (default: 1.65).
Controls kinematics,

= 0 classical (default),
= 1 relativistic.

Miscellaneous

BNDG

Binding energy of ejectile I3 in nucleus Z=I1, A=I2 set to VAL (default calcu-
lated internally from nuclear masses).

112



CHAPTER 3. CODE 3.10. INPUT/OUTPUT FILES

DEFPAR b coefficient in dynamic deformation expression (Eq. 2.136) set to VAL (default:

1).

JSTAB Stability limit with respect to spin for the nucleus Z=I1 and A=I2,
=0 set at a spin at which fission barrier (including shell correction) disappears
(default),
>0 set to VAL.

3.10.2 *.Ist (LIST.DAT; lengthy output)

As the main output of EMPIRE-II, the size of the file depends on the controls IOUT
and NOUT specified in input (*.inp). In the extreme case, no output except warnings is
produced (note that all essential results are written to the file *.out, which is not affected
by IOUT and NOUT).

The file begins with the code banner and printout of the parameters specified in the
optional input. Lack of a message regarding any given parameter means that the default
value has been used in the calculations. The next segment of the output specifies the
incoming channel and model parameters such as binding energies, fission barriers, shell
corrections, ground state deformations and list of optical model systematics used in the
calculations. The message is printed to notify the user on eventual re-normalization of
the internal level density systematics to the experimental results. Re-normalization is
performed only if experimental values of the a-parameter for at least 3 nuclei involved in
the calculations are found in empire/data/Idp.dat . The introductory part of the output is
followed by the results of calculations for each decaying nucleus.

In the case of Compound Nucleus all calls to the ORION code are listed and the outputs
of TRISTAN and ORION codes (the latter only if IOUT > 3) are printed. Next, the fusion
cross section and associated spin/parity distributions are given. For each decaying nucleus
(including Compound Nucleus) the production cross section, population of discrete levels,
intensities of discrete y-lines and emitted spectra of vs, neutrons, protons, as and eventually
light ions are printed. Output for a given incident energy is completed by inclusive spectra
of all vs and particles emitted along the de-excitation chain. This scheme is repeated for
each incident energy apart from the code banner and optional input printout. The general
structure of the output can be summarized as follows (depending on input options some
items might be missing in an output):

e code banner
e optional input
e matrix of models usage

e 1% incident energy

o Compound Nucleus
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input parameters

elastic, reaction and total cross sections (from SCAT2 or ECIS)
inelastic scattering to collective levels from ECIS
ORION results

TRISTAN results

fusion cross section

MSC results

spectra summed over all preequilibrium mechanisms
discrete level population before their v-de-excitation
intensities of discrete v-lines

residue (CN) production cross section

fission cross section

v, n, p, o and light ion spectra

o 1%t residue

model parameters

discrete level population before their v-de-excitation
intensities of discrete v-lines

residue production cross section

second-chance fission cross section

v, n, p, o and light ion spectra

o 27 residue

o last residue

o inclusive 7, n, p, « and light ion spectra

e 2" incident energy

e last incident energy

o ...

o inclusive 7, n, p, « and light ion spectra
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Excerpts from the typical EMPIRE-IT output including MSD and MSC calculations are
shown below. The listing refers to the 2.13 version of the code, although, differences be-
tween 2.13 and 2.17.1 outputs are minimal and limited to a few additional self-explanatory
lines with the results from the newly introduced models. Occasionally, the printout is an-
notated with more detailed explanations. Note that EMPIRE-IT uses mb for cross sections
and MeV for energies in all input and output files.

Main calculations output control set to 3

Level densities with dynamic effects selected

Maximum number of energy steps in the integration set to 100
MSD calculations with ORION+TRISTAN selected

Heidelberg MSC calculations selected

Output for the ENDF formatting will be created

Each entry in the optional input has been reported above.

Level density systematics normalized by factor 0.969471491

Reaction 1n +100Mo at incident energy 14.0 MeV

Compound nucleus energy 19.260 MeV
Projectile binding energy 5.399 MeV
Total number of nuclei considered 26

Binding energies

Nucleus in 1p 4He
42-Mo-101 5.399 10.881 2.988
42-Mo-100 8.290 11.146 3.169
42-Mo- 99 5.926 9.729 2.733
41-Nb-100 5.883 9.459 4.024
41-Nb- 99 6.872 8.340 3.548
41-Nb- 98 5.991 7.867 3.602
40-Zr- 97 5.580 11.897 5.2886
40-Zr- 96 7.854 11.525 4.990
40-Zr- 95 6.463 10.597 4.444
39-Y - 96 5.208 10.512 5.990
39-Y - 95 6.928 9.651 5.881
39-Y - 94 6.197 9.551 5.420

Nucleus Shell Corr. Deform. Fiss. Dbarr.

J=0) (J=0) (J=0)
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42-M
42-M
42-M
41-N
41-N
40-Z
40-Z
40-Z
39-Y
38-8
38-8

0-101
0-100
o- 99
b-100
b- 99
r- 97
r- 96
r- 95

- 96
r- 93
r- 92

.060
.060
.939
.080
.083
.086
.968
.896
.119
797
.124

PP NOFRPNNNRE NN

.309
.244
.207
.368
.281
.273
.217
.180
.360
.208
.080

QO QOO OO OO QCQ

42,
42,
41.
42,
42,
42,
42,
42,
43.
42,

599
303
973
995
743
838
565
258
108
874
.000

Shell corrections, deformation parameters, and fission barriers are printed for spin 0, i.e.,
without rotation-induced effects (in EMPIRE-II these quantities are spin-dependent).

neut
prot
alph

ron o. m.
on  o. m.
a 0. m.

parameters: WILMORE-HODGSON 1964
parameters: BECCHETTI-GREENLEES 1969
parameters: MC FADDEN AND SATCHLER

Optical model transmission coefficients used for the fusion determination

ORION
ORION
ORION
ORION
ORION
ORION
ORION
ORION
ORION
ORION

VN S e

calculated
calculated
calculated
calculated
calculated
calculated
calculated
calculated
calculated
calculated

for
for
for
for
for
for
for
for
for
for

skkokok sk koK sk k

Q2=
Q2=
Q2=
Q2=
Q2=
Q2=
Q2=
Q2=
Q2=
Q2=

=== cut ----------
COUPLING CONSTANTS AND RENORMALIZATION
( INELASTIC EXCITATION )

12.4752472 and (3=
8.31683146 and Q3=
4.15841573 and (3=

12.4752472
12.4752472
12.4752472

0. and Q3= 12.4752472

8.31683146 and Q3=
4.15841573 and (3=

8.31683146
8.31683146

0. and Q3= 8.31683146

4.15841573 and (3=

4.15841573

0. and Q3= 4.15841573

0. and Q3= 0.

MSDR CALCULATION OF CONTINUQUS SPECTRA

(ON PROGRAM TRISTAN )
(v2.0, OCT.94)

EA SELF-CON EMPIRICAL RATIO
0.000 0.2729E-01 0.2729E-01 1.0000
15.656-0.1543E-01-0.4506E-01 2.92086
0.536 0.9021E-02 0.1360E-01 1.5074
1.908 0.9443E-02 0.7307E-02 0.7738
0.000 0.9245E-02 0.9245E-02 1.0000

CONFIGURATION SPACE IS EQQX:

8.
25.
13.

6.

8.
80.000 (MEV)

VEFF
7220
4735
1480
7495
7220

RESIDUE
0.0000E+00
0.2148E+00
0.1207E+00
0.1141E-01
0.2113+262

skook sk ok ok ok sk ok ok ok

WIDTH CONFIG.
0.0000 60
1.8433 111
0.0872 198
0.0428 265
0.0000 305

The results printed above are the results of adjusting the coupling constants, which deter-
mine the strength functions in the MSD approach (TRISTAN). Self-consistent values are
always included and can be compared against the fitted (experimental) ones. The first col-
umn of the table shows angular momentum transfer A and the second lists the experimental
energy that has been used for fitting.

RPA RESPONSE FUNCTIONS (INELASTIC EXCITATION)
0.00 EXMAX= 13.67 ESTEP=

EXMIN=

0.19
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EX (o} 1 2 3 4
0.00 0.4694E-08 0.2580E-09 0.1338E-04 0.5944E-06 0.2530E-04
0.19 0.3212E-04 0.903bE-08 0.1086E-01 0.1138E-03 0.9699E-02
0.38 0.6352E-04 0.1808E-05 0.4044E-01 0.2391E-03 0.2715E-01
0.57 0.9356E-04 0.271BE-05 0.1152E+00 0.3906E-03 0.7636E-01
0.76 0.1217E-03 0.3828E-05 0.4048E-01 0.5927E-03 0.1711E+00
0.95 0.147Y5E-03 0.4542E-05 0.1293E-01 0.8920E-03 0.7592E-01
1.14 0.1708E-03 0.b5464E-05 0.5654E-02 0.1393E-02 0.2646E-01
1.33 0.1917E-03 0.6394E-05 0.2972E-02 0.2380E-02 0.117Y5E-01

————————— cut ----------
12.16 0.1503E-02 0.1070E-02 0.1981E-02 0.7388E-03 0.2054E-02
12.35 0.1539E-02 0.1179E-02 0.1885E-02 0.7209E-03 0.2083E-02
12.54 0.158BE-02 0.1308E-02 0.1786E-02 0.7061E-03 0.2096E-02
12.73 0.1641E-02 0.1458E-02 0.1688E-02 0.6943E-03 0.2094E-02
12.92 0.1710E-02 0.1630E-02 0.1593E-02 0.8856E-03 0.2080E-02
13.11 0.1792E-02 0.1832E-02 0.1502E-02 0.8798E-03 0.2055E-02
13.30 0.1887E-02 0.2068E-02 0.1416E-02 0.8764E-03 0.2022E-02
13.49 0.1997E-02 0.2334E-02 0.1337E-02 0.8750E-03 0.1983E-02
13.68 0.2121E-02 0.2643E-02 0.1264E-02 0.8751E-03 0.1940E-02

SRNEW: 0.2091E-01 0.2104E-01 0.6148E-01 0.4130E-01 0.1196E+00
SREW : 0.2613E+00 0.3012E+00 0.1962E+00 0.2069E+00 0.3915E+00

The table above contains RPA strength functions for different angular momentum transfers
A. The energy is that of the residual nucleus, and 0 corresponds to the end of the emission
spectrum. Non-energy-weighted and energy-weighted sum rules are printed at the bottom
of the table for each multi-polarity.

A n g 1 e s

Energy 0.0 10.0 20.0 30.0 40.0 50.0 60.0 70.0
0.000 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.00Q00E+00 0.0000E+00 0.0000E+00
0.190 0.1783E+01 0.9923E+00 0.7844E+00 0.8024E+00 0.9537E+00 0.1040E+01 0.1285E+01 0.1315E+01
0.380 0.1428E+01 0.1002E+01 0.8241E+00 0.8174E+00 0.9447E+00 0.1025E+01 0.1239E+01 0.1242E+01
0.570 0.1308E+01 0.1044E+01 0.8743E+00 0.8400E+00 0.9448E+00 0.1028E+01 0.1215E+01 0.1198E+01
0.760 0.1274E+01 0.1107E+01 0.9339E+00 0.8694E+00 0.9518E+00 0.1045E+01 0.1208E+01 0.1175E+01
0.950 0.1330E+01 0.1199E+01 0.1006E+01 0.9066E+00 0.9668E+00 0.1074E+01 0.1213E+01 0.1189E+01
1.140 0.1432E+01 0.1313E+01 0.1090E+01 0.9509E+00 0.9832E+00 0.1113E+01 0.1229E+01 0.1175E+01
1.330 0.1585E+01 0.1458E+01 0.1188E+01 0.1002E+01 0.1016E+01 0.1180E+01 0.1252E+01 0.1192E+01

————————— cut ----------
12.347 0.1370E+02 0.1198E+02 0.1006E+02 0.9834E+01 0.8753E+01 0.883bE+01 0.5880E+01 0.5116E+01
12.537 0.1728E+02 0.1533E+02 0.1310E+02 0.1247E+02 0.1089E+02 0.8588E+01 0.7131E+01 0.5885E+01
12.727 0.2346E+02 0.2149E+02 0.1912E+02 0.1789E+02 0.1553E+02 0.1238E+02 0.9384E+01 0.6998E+01
12.918 0.4275E+02 0.4057E+02 0.3773E+02 0.3458E+02 0.2939E+02 0.2364E+02 0.1699E+02 0.1178E+02
13.108 0.6667E+02 0.6295E+02 0.5802E+02 0.5074E+02 0.3904E+02 0.3060E+02 0.2384E+02 0.1770E+02
13.296 0.5139E+02 0.4798E+02 0.4353E+02 0.3685E+02 0.2604E+02 0.1984E+02 0.1688E+02 0.1339E+02
13.486 0.1759E+02 0.1831E+02 0.1474E+02 0.1254E+02 0.8924E+01 0.8851E+01 0.5818E+01 0.4580E+01
13.676 0.4024E+01 0.3713E+01 0.3342E+01 0.2874E+01 0.2086E+01 0.1620E+01 0.1354E+01 0.1039E+01

————————— cut ----------

Neutron MSD cross section = 395.467796

Proton MSD cross section = 0.

Double-differential cross sections for inelastic scattering to continuum and discrete level
region are printed above. These cross sections result purely from the MSD mechanism.
The energy and angle integrated MSD cross section is printed at the bottom.
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Compound nucleus 101-Mo spin distribution

1/2 35.000 -1/2 33.867

3/2 69.066 -3/2 67.7356

5/2 103.60 -5/2 96.515

7/2 123.11 -7/2 128.69

9/2 153.89 -9/2 127.29
11/2 91.986 -11/2 152.75
13/2 107.32 -13/2 36.526
15/2 7.4157 -16/2 41.744
17/2 8.3427 -17/2 0.95672
19/2 0.92250E-01 -19/2 1.08630
21/2 0.10148 -21/2 0.71698E-02
23/2 0.46790E-03 -23/2 0.78217E-02
25/2 0.50689E-03 -25/2 0.26311E-04
Fusion cross section = 1782.5 mb

Spin and parity distribution of the fusion cross section are printed above. The part related

to the decay of the Compound Nucleus begins:

Gamma transitions parameters

TE
CE
El
Wi
D1
E2
w2
D2

El

0.00
0.010
12.80
2.568
136.11
17.14
5.26
128.96

(1-TE)*#Weiss.

E2

1.00
0.100
13.53
4.90
2.12

+ TE*GMR

o 00Ok

M1

.00
.100
.81
.00
.00

and lists parameters for the Giant Multipole Resonances. E, W, and D are the energy,
width, and peak cross section, respectively. GDR (E1) is split into two components, and

CF is a scaling factor applied to the Weisskopf estimates.

Parameters and options used in the MSC calculations are listed below. Note that
EMPIRE-II has decided to follow the MSC calculations with Hauser-Feshbach calculations.

Options in Heidelberg M.S.C.

Transmission coeff.

calculated using matrix elements determined in the incident channel

Gamma down calculated using matrix element determined from the optical model imaginary part
using full spreading width of the GDR

Single particle state density set intermally to A/13.0 in HMS

M.5.C. calculations of the C.N. decay will be followed by the Hauser-Feshbach approach

Spreading/total GDR width = 0.80000
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Initial particle type number of excitons for neutrons= 1.20 for protons= 0.80 total number of excitons= 3

Ratio of unbound-bound to unbound-unbound matrix elements 1.00
Relative population of subsequent MSC classes from the open space

0.1593E+00 0.2675E+00 0.2983E+00
———————— cut --------

The last three numbers are those parts of the fusion cross section entering the first, second,
and third MSC classes, respectively, directly from the incident channel (known also as the
gradual absorption). Histograms of preequilibrium spectra follow these data but are not
reproduced here.

Discrete level population

1 0.0000 1 0.5 0.831020E-04
2 0.0140 1 1.5 0.237065E-03
3 0.0570 1 2.5 0.452711E-03
4 0.1710 1 2.5 0.2387b2E-03
5 0.2380 1 1.5 0.709769E-04
6 0.2410 1 3.5  0.484111E-03
7 0.2710 -1 5.5  0.199587E-02

The above table lists the populations of discrete levels in the Compound Nucleus after +-
cascade in the continuum but before their further de-excitation through discrete transitions.
The columns are: running index of the level, level energy, parity, spin, and the population
cross section.

3 ok ok sk o ok ok ok ook ok ok ok ok ok skokok ok sk okokok ok ok

Discrete gamma transitions
sk koo ok ok ok koo ok ok ok sk ok ok skok ok

Decay of 0.4550 MeV 2.5 level with final population  0.57405E-04 mb

Level populated E.gamma Intensity mb
0.0000 0.5 0.4550 0.63145E-05
0.0140 1.5 0.4410 0.35017E-04
0.0570 2.5 0.3980 0.28702E-05
0.1710 2.5 0.2840 0.74626E-05
0.2900 1.5 0.1650 0.17221E-05
0.2380 1.5 0.2170 0.40183E-05

Level of energy 0.4490 MeV and spin 0.5 with population  0.10846E-04 mb is not depopulated

Decay of 0.3520 MeV 1.5 level with final population  0.40371E-04 mb

Level populated E.gamma Intensity mb
0.0000 0.5 0.3520 0.13322E-04
0.0140 1.5 0.3380 0.80742E-06
0.0570 2.5 0.2950 0.24626E-04
0.1710 2.5 0.1810 0.12111E-05
0.3150 3.5 0.0370 0.40371E-06
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The detailed y-cascade between discrete levels is printed as shown above. Decay starts
from the highest level and ends with the first excited state. For each level the population
is given, including the complete feeding from the levels above, thus defining the population
of a meta-stable state. ~-lines originating from the level are printed. Each line of the
output corresponds to a single «-transition identified by the energy and spin of the final
level, and the energy and intensity of the y-transition. If the branching ratios for the
de-population of a given level are not known, an appropriate message is printed, and the
cross section is trapped at the level and not distributed further.

The total production cross section of the residue is printed (obtained by summing
population of the ground state after the y-cascade is completed, with the cross sections
trapped at levels with no branching ratios). In this particular case, the production cross
section corresponds to the '®Mo(n,y)'" Mo reaction:

42-Mo-101 production cross section 0.41639E-02 mb

Average total life-time 0.21356E-18 s
Average total width 0.57826E-06 MeV

Fission cross section 0.0000 mb

and a typical spectrum histogram is reproduced below. This spectrum contains contribu-
tions from MSD, MSC and from the Compound Nucleus mechanisms. Transitions between
discrete levels are also included in the -y listings. Such spectra are produced for all ejectiles
considered in the calculations, although only the neutron spectrum is listed below.

ok ok ok ok o ok ok sk ok ok ok skok ok kok sk ok okok sk ok ok sk skok sk ok skokokok sk ok skok sk k ok Rk ok okkkk ok ok k neutron Spectrum Fe ke ok ok o obe ok ok o obe ok ok o ke ok ok o ke ok ok ok ke ok ok ok

Ener. Spectr. .1E+01 .1E+02 .1E+03

MeV mb/MeV I I I
0.00 0.2472E-02 I
0.19 0.2154E+03 I skkskkorskorskorsorsonskokokskokokokokokok ok sk sk ok ook ok ok Aok ok s ok ok ok ook ok ok ok oo ook ook sk ook ok sk ok ook o ok ok ok ok
0.38 0.3155E+03 I skkskkorskorskorskorsonshonskokok ook okokok ok ook ok ok ook sk sk ok ok ook o o ok ok sk sk ook ook ook o ok sk o sk ok ook o sk ook ok ok ok ok ok
0.57 0.3557E+03 I skkokckorskorskorsonskotok ok okokokokokok ok ok sk ok ok ook ook ok ok ok ok ok ok o ook ook o ok sk sk ok ok ok o ok ook o oo sk sk ook o ok ok o ok ok o
0.76 0.3730E+03 I skkskkorskorskorsonskooksokokokokokokokok ok sk ok ok ook ook ok ok ok ok ok ook ook ook o ok sk sk ok oo ok sk ook o ook sk sk ook ok sk ook o ok ok ok ok
0.95 0.3813E+03 I skkskckorskorskorsonshomokokokokokokokokok o sk ok ok ook ook ok ok ok ook ok ok ok ook ook o ok sk ook o ok o o ok ook o oo sk ok sk oo o sk ook o ook ok ok ok
1.14 0.3853E+03 I skkskckorskorskorskonshotokkokoskokokokokokok o sk ok ok ook ook ok ok ok ook ok ok ok ook ook o ok sk ook o ok o ok sk ook o oo sk ok sk o ok ok sk ook o ok ok ok ok
1.33 0.3862E+03 I skkskckorskorskorskonskokokkokokokokokokokok ok sk ok ok ook ook ok ok ok ook ok ok ok ook ook o ok sk sk o ok o ok sk ook o oo sk o sk ook o sk ook o ok ok ok ok
1.52 0.3838E+03 I skkskkorskorskorskonskotokokokskokokokokokok o sk ok ok ook ook ok ok ok ook ok ok ok ook ook o ok sk o sk o ok o ok ok ook o oo sk ok sk ook o sk ook o ok ok ok ok
1.71 0.3779E+03 I skkskckorskorskorsonskotok ok okokokokokokok ok sk ok ok ook ook ok ok ok ook ok ok ok ook ook o ok sk o sk o ok o ok sk ook o oo sk ok sk oo o sk ook o ok ok ok ok
1.90 0.3682E+03 I skkskckorskorskorskonskotokskokskokokokokokok ok sk ok ok ook ook ok ok ok ook ok ok ok ook ook o ok sk sk o ok o ok ok ook o oo sk ok sk oo o sk ook o ok ok ok ok
2.09 0.3551E+03 I skkokckorskorskorskonskotok ok skokokokokokok ok skok ok ook ook ok ok ok ook ok ok ok ook ook o ok sk sk o ok ok o ok ook o ook sk sk ook ok ok ook o ok ok o
2.28 0.3389E+03 I skkskckorskorskorskonskotokskokokokokokokok ok ok sk ok ok ook ook ok ok ok ook ok o o ook ook ok ok sk sk sk o o o ok ok ook o ok sk ko ook ook ook o ok ok
2.47 0.3204E+03 I skokkorskorskorskonskookskokokokokokokokok ok skok ok ook ook ok ok ook ook ok o ok ook ook ok ok sk sk sk oo ok ok ook o ok sk ko ook ook ook ok ok ok
2.66 0.3005E+03 I sk skokok ook okokok ok ook sk ok ook sk sk ok ok ook o ok ok ok ko sk ook ook ook o ok sk o sk ok o ok o sk ook ok ok ok ok ok
2.85 0.2798E+03 I skkskkorkorskorskorskonshonoskokokskokokok ok ok ook ok ok ook ok sk ok ok ook o ok ok ok ko sk oo ook ok o ok sk ok sk ok ook ok sk ok ok ok ook o
3.04 0.2589E+03 I skkskkskkorskorskorsonshokosk ok ook ook ok ok sok sk ok ook ok sk ok ok ook o ok ok ok ko koo ook ok ok ok ok sk ok sk sk ook o ok ok ok ok ok
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10.07
10.26
10.456
10.64
10.83
11.02
11.21
11.40
11.59
11.78
11.97
12.16
12.36
12.54
12.73
12,92
13.11
13.30
13.49
13.88
13.87
14.06
14.25

0.2385E+03
0.2187E+03
0.1999E+03
0.1822E+03
0.1655E+03
0.1501E+03
0.1368E+03
0.1226E+03
0.1105E+03
0.9945E+02
0.8947E+02
0.8066E+02
0.7281E+02
0.6608E+02
0.6010E+02
0.5487TE+02
0.5066E+02
0.4778E+02
0.4614E+02
0.4B548E+02
0.4488E+02
0.4451E+02
0.4B553E+02
0.4590E+02
0.4662E+02
0.4060E+02
0.3214E+02
0.2630E+02
0.2126E+02
0.1897E+02
0.1823E+02
0.1855E+02
0.1786E+02
0.1855E+02
0.1978E+02
0.1890E+02
0.2038E+02
0.2262E+02
0.2265E+02
0.2491E+02
0.2779E+02
0.3188E+02
0.3264E+02
0.2836E+02
0.2869E+02
0.4511E+02
0.5156E+02
0.4874E+02
0.6086E+02
0.73b4E+02
0.9560E+02
0.1705E+03
0.2396E+03
0.1700E+03
0.5817E+02
0.1344E+02
0.5335E-03
0.0000E+Q0
0.0000E+Q0

HHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHKHHAKHHKHHAKAHAEMEMEMEHRHNHNHNHNHKMEBMBMMMHMHKHKHH

2k sk ok 3k ok ok ok 3k o ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok ok ok ok ok ok sk ok ok ok ok ok sk ok ok sk ok ok sk ok ok ok ok sk ok ok sk ok ok sk o ok sk ok ok sk ok skok sk ok sk sk ok k-
2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk sk sk ok ok sk ok sk sk ok sk ok ok sk ok sk ok ok ok ok ok sk sk ok sk ok ok sk ok ok sk ok sk ok ok sk ok ok sk ok ok sk ok ok sk ok skok sk skok sk sk ok
2k sk ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok sk ok sk ok ok sk ok sk sk ok sk ok ok ok ok sk o ok ok sk ok sk koK sk ok ok ok ok sk ok ok sk sk ok sk ok ok sk o ok sk kol ok ok skok sk sk ok ok
2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk ok sk ok ok sk ok sk sk ok 3k ok ok ok ok sk sk ok ok sk ok sk ok sk ok ok sk ok ok sk ok sk ok ok sk ok ok sk o ok sk ok ok sk ok skok sk skok
2k sk ok 3k ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok 3k ok ok ok ok sk sk ok ok sk ok sk ok sk ok ok sk ok ok sk ok sk ok ok sk ok ok sk sk ok sk ook kR skok sk ok
2k sk ok 3k o ke ok 3k ok ok ok sk ok ok ok sk ok sk ok sk sk sk ok ok sk ok ok sk o ok ok ok sk ok sk ok ok sk ok sk ok sk ok ok sk ok ok ok ok sk ok ok sk ok ok sk o ok sk ook sk ok skok

2k sk ok sk ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok ok ok ok ok ok sk ok ok sk ok sk ok sk ok ok sk ok ok ok ok sk ok ok sk ok ok sk ok sk ok ok sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok sk ok ok ok ok sk sk ok ok sk ok sk sk ok 3k ok ok sk ok ok sk ok ok ok ok sk ok sk sk ok sk sk ok sk ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk ok sk ok ok sk ok sk sk ok ok ok sk ok sk o ok ok sk ok sk ook sk ok ok ok ok sk ok ok sk sk ok sk sk ok sk sk ok sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok 3k ok ok ok ok sk ok ok ok ok ok sk ok sk ok ok sk ok ok ok ok sk ok ok sk ok ok sk sk ok sk ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok 3k ok ok sk ok sk ok ok ok sk ok sk sk ok sk ok ok sk ok ok ok ok sk ok ok skook ok sk sk ok ok

2k sk ok 3k o ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk sk sk ok ok sk ok ok sk o ok ok ok sk ok sk o ok ok sk ok sk ok sk ok ok ok ok ok ok ok sk ok ok sk ok ok ok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok ok ok ok ok ok sk ok ok sk ok sk ok sk ok ok ok ok ok ok ok skok sk sk ok ok ok

2k ok ok 3k ok ok ok 3k ok ok ok 3k ok ok ok 3k ok sk ok sk ok sk ok ok sk ok 3k sk ko ok sk sk ok sk o ok ok sk ok sk ook sk ok ok ok ok sk ok ok sk sk okok ok

2k sk ok 3k ok ok ok sk ok ok ok 3k ok ok ok 3k ok sk ok sk ok sk ok ok sk ok sk sk ok ok ok ok sk ok sk ok ok ok sk ok sk skook ok ok ok ok ok kR ok sk sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok sk ok ok ok ok sk ok ok ok sk ok sk koK sk ok ok sk ok ok ok sk sk ok ok

2k sk ok 3k ok ok ok 3k o ok ok sk ok ok ok sk ok ok ok sk ok ok ok ok sk ok sk sk ok sk ok ok ok ok sk ok ok ok sk ok sk koK sk ok ok sk ok sk ok sk ok ok

2k sk ok sk ok ok ok sk o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok ko sk sk sk ok ok 3k ok sk ok 3k ok ok ok sk sk ok sk ok ok sk ok ok sk sk ok

2k sk ok sk ok ok ok sk o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok ko sk sk sk ok ok 3k ok sk ok 3k ok ok ok sk sk ok sk ok ok sk ok ok sk sk ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok ok ok ok sk o ok ok ook sk skok sk sk ok ok ok sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok ok ok ok sk o ok ok ook sk skok sk sk ok ok ok sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok ok ok ok sk o ok ok ook sk skok sk sk ok ok ok sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok ok ok ok sk o ok ok ook sk skok sk sk ok ok ok sk ok ok

2k sk ok sk ok ok ok sk o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok ko sk sk sk ok ok 3k ok sk ok 3k ok ok ok sk sk ok sk ok ok sk ok ok sk sk ok

2k sk ok sk ok ok ok sk o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok ko sk sk sk ok ok 3k ok sk ok 3k ok ok ok sk sk ok sk ok ok sk ok ok sk sk ok

2k ok ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok ok ok ok ok ok sk ok ok ok ook sk skok sk sk ok sk ok ok ok

2k sk ok sk ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok ok sk ok ok ok sk sk ok sk ok ok ok ok sk skok sk sk okok

2k sk ok 3k o ok ok sk ok ok ok sk ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok sk ok ok sk ok ok ok skok sk skok

2k sk ok sk ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk skook sk ok ok ok ok sk ok ok ok ko ok

2k sk ok sk ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok ok ok sk ok ok sk ok ok sk ok ok ok sk skok sk ok okok skok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok ok ok sk ok ok ok sk ok ok sk ok ok sk sk ok ok sk kok sk sk okok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok ok ok sk ok ok ok sk ok ok sk ok ok sk sk ok ok sk kok sk sk okok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok ok ok sk ok ok ok sk ok ok sk ok ok sk sk ok ok sk kok sk sk okok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok ok ok sk ok ok ok sk ok ok sk ok ok sk sk ok ok sk kok sk sk okok ok

2k sk ok sk ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok ok ok sk ok ok sk ok ok sk ok ok ok sk skok sk ok okok skok

2k sk ok sk ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok ok ok sk ok ok sk ok ok sk ok ok ok sk skok sk ok okok skok

2k sk ok sk ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk skook sk ok ok ok ok sk ok ok ok ko ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok ok ok ok sk ok ok ok skok ok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok ok ok ok sk ok ok ok skok ok ok

2k sk ok 3k o ok ok sk ok ok ok sk ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok sk ok ok sk ok ok ok skok sk skok

2k sk ok 3k ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk koK sk ok ok ok ok sk ok ok ok sk ok sk skok ok ok

2k sk ok sk ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok ok sk ok ok ok sk sk ok sk ok ok ok ok sk skok sk sk okok

2k sk ok sk ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok ok sk ok ok ok sk sk ok sk ok ok ok ok sk skok sk sk okok

2k sk ok 3k ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk koK sk ok ok ok ok sk ok ok ok sk ok sk skok ok ok

2k sk ok 3k ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk koK sk ok ok ok ok sk ok ok ok sk ok sk skok ok ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok sk ok sk ok ok sk ok ok sk ok ok ok ok ok ok sk o ok ok ook sk skok sk sk ok ok ok sk ok ok

2k sk ok 3k ok ok ok 3k o ok ok sk ok ok ok sk ok ok ok sk ok ok ok ok sk ok sk sk ok sk ok ok ok ok sk ok ok ok sk ok sk koK sk ok ok sk ok sk ok sk ok ok

2k sk ok sk ok ok ok sk o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok ko sk sk sk ok ok 3k ok sk ok 3k ok ok ok sk sk ok sk ok ok sk ok ok sk sk ok

2k sk ok 3k ok ok ok sk ok ok ok 3k ok ok ok 3k ok sk ok sk ok sk ok ok sk ok sk sk ok ok ok ok sk ok sk ok ok ok sk ok sk skook ok ok ok ok ok kR ok sk sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok ok ok ok ok ok sk ok ok sk ok sk ok sk ok ok ok ok ok ok ok skok sk sk ok ok ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok 3k ok ok sk ok sk ok ok ok sk ok sk sk ok sk ok ok sk ok ok ok ok sk ok ok skook ok sk sk ok ok

2k sk ok 3k ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok 3k ok ok ok ok sk sk ok ok sk ok sk ok sk ok ok sk ok ok sk ok sk ok ok sk ok ok sk sk ok sk ook kR skok sk ok
2k sk ok 3k ok ok ok 3k o ok ok sk ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok ok ok ok ok ok sk ok ok ok ok ok sk ok ok sk ok ok sk ok ok ok ok sk ok ok sk ok ok sk o ok sk ok ok sk ok skok sk ok sk sk ok k-
2k sk ok 3k ok ok ok 3k o ok ok 3k ok ok ok sk ok ok ok sk ok sk ok ok sk ok sk sk ok 3k ok ok ok ok sk sk ok ok sk ok sk ok sk ok ok sk ok ok sk ok sk ok ok sk ok ok sk sk ok sk ook kR skok sk ok
2k sk ok 3k ok ok ok sk ok ok ok 3k ok ok ok 3k ok sk ok sk ok sk ok ok sk ok sk sk ok ok ok ok sk ok sk ok ok ok sk ok sk skook ok ok ok ok ok kR ok sk sk ok ok

2k sk ok 3k ok ok ok 3k ok ok ok 3k ok ok ok sk ok sk ok ok ok sk ok ok sk ok ok sk ok ok ok sk k ok ok

Integrated spectrum

1781.21843 mb

n emission cross section 1781.2 mb
cut ---------m—e o
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Part of the output related to the decay of the first residue is given below, and is repeated
for each decaying nucleus.

ATTENTION!!: BRANCHING RATIOS FOR LEVEL 1 IN NUCLEUS A= 100. Z= 42.
ARE MISSING
Gamma transitions parameters

E1l E2 M1
TE 0.00 1.00 1.00
CE 0.010 0.100 0.100
El 13.64 13.58 8.83
Wi 2.99 4.91 4.00
D1 116.68 2.14 1.00
E2 17.18
w2 5.43
D2 123.32

(1-TE)*#Weiss. + TE*GMR

Note the message below. When the ENDF option is used, the population of discrete
levels due to inelastic scattering (to discrete levels) is shifted to the ground state because
ENDF format requires that ~y-transitions following inelastic scattering (e.g., MT=51, 52,

.) are counted separately from the continuum ~y-cascade that belongs to MT=91. These
cross sections are not lost - within the ENDF format they are treated in a special file
with branching ratios together with their cross sections in MT=51, 52, ... However, this
feature will cause serious problems when calculating isomeric state populations
in the (n,n’), (n,p), and (n,«) reactions. The isomeric cross section will be 0 immediately
above the threshold until the continuum starts to be populated. In such a case, one needs
to turn off the ENDF option (setting ENDF=0) in order to model the population of discrete
levels properly.

Discrete level population
NOTE: due to ENDF option direct particle contribution was shifted to the g.s.

1 0.0000 1 0.0 207.063
2 0.5360 1 2.0 46.9998
3 0.6950 1 0.0 5.99200
4 1.0640 1 2.0 18.7834
5 1.1360 1 4.0 56.6486
6 1.4640 1 2.0 8.44069
7 1.5050 1 0.0 1.47572
8 1.6070 1 3.0 11.3267
9 1.7660 1 0.0 0.908138
10 1.7710 1 4.0 10.1520
11 1.8470 1 6.0 49.1093
12 1.9080 -1 3.0 14.3362
13 1.9770 1 1.0 5.72301
14 2.0370 1 0.0 0.554358
15 2.0430 1 2.0 2.47126
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3 ok ok sk o ok ok ok ook ok ok ok ok ok skokok ok sk okokok ok ok

Discrete gamma transitions
sk koo ok ok ok koo ok ok ok sk ok ok skok ok

Decay of 2.0430 MeV 2.0 level with final population 2.4713

Level populated E.gamma Intensity mb
0.0000 0.0 2.0430 0.59310
0.5360 2.0 1.5070 0.24713
1.0640 2.0 0.9790 0.59310
1.4640 2.0 0.5790 0.84023
1.6070 3.0 0.4360 0.19770

Decay of 2.0370 MeV 0.0 level with final population  0.55436

Level populated E.gamma Intensity mb
0.5360 2.0 1.5010 0.516556
1.4640 2.0 0.5730 0.38805E-01
————————— cut -------
42-Mo-100 production cross section  439.98 mb

3.10.3 *.out (OUTPUT.DAT; short output)

mb

mb

The short version of EMPIRE-II output is provided to facilitate reading of essential results.
No warning messages or details are given. An example of the short output (with ENDF

option set to 0) is reproduced below.

REACTION 6-C - 12 + 13-Al- 27 INCIDENT ENERGY 50.1 MeV
COMPUOUND NUCLEUS ENERGY  51.295 MeV
FUSION CROSS SECTION =  1285.1 mb
19-K - 39 production cross section 0.566424E-08 mb
fission cross section (.0000 mb
g emission cross section 0.15879 mb
n emission cross section 250.52 mb
p emission cross section 247.58 mb
He emission cross section 786.84 mb
REACTION 6-C - 12 + 13-Al- 27 INCIDENT ENERGY  100. MeV
COMPUOUND NUCLEUS ENERGY  85.841 MeV
FUSION CROSS SECTION =  1653.8 mb
19-K - 39 production cross section 0.558363E-11 mb
fission cross section (.0000 mb
g emission cross section 0.14045 mb
n emission cross section 195.79 mb
p emission cross section 186.42 mb
He emission cross section 1271.4 mb

When the ENDF option is activated this file serves to transmit the results along with
all necessary data to the EMPEND code. Under such circumstances the file becomes

extremely lengthy and is not suitable as a quick reference.
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3.10.4 *.fus (FUSION)

This file is used to input arbitrary fusion cross sections, overriding any other options
regarding fusion determination that might be contained in the input. The file is a simple
column of fusion cross sections for subsequent partial waves starting with { = 0 (one cross
section per line in a free format). Cross sections for any number of partial waves can be
introduced but the code will consider only those below the actual value of NDLW (see
Section 3.3). Other limitations on the number of partial waves can be set in the input or
internally by the code (e.g., stability of a liquid drop against rotation or disappearance of
the fission barrier, see Section 3.10.1).

3.10.5 *.lev (LEVELS)

File *.lev contains discrete levels for all nuclei involved in a given calculation. This file
is produced by EMPIRE-IT during the first run by extracting relevant information from
the RIPL-2 library (files empire/RIPL-2/levels/z*.dat) retaining the original format (see
Section 3.4.2)

File *.lev most probably requires modification. For certain applications, missing branch-
ing ratios, uncertain spins, parities and levels may have to be supplied or modified. How-
ever, most likely some levels may need to be cut-off in order to make the scheme consistent
with the level density parameterization. The user has to set Ny, (6™ item in the first line
of the isotope section) to the required value. Contrary to previous versions of EMPIRE,
excess levels must not be removed.

3.10.6 *-lev.col (TARGET COLL.DAT)

The first run with the DIRECT option different from zero results in EMPIRE creating a file
that contains collective levels to be used in the Coupled-Channels or DWBA calculations.
Whenever possible the data is taken from the optical segment of the RIPL library (note
that CC potentials in RIPL contain the necessary information on the levels to be coupled).
If the necessary information is not available in RIPL (spherical optical potential is being
used), the code tries to identify collective levels internally among those available in *.lev
file. In such circumstances, the g.s. deformation is assigned to the g.s. rotational band,
and default dynamic deformations are ascribed to each collective level (note that band
deformation is used in the rotational model and dynamic deformations are used in the
vibrational model). The format of the *-lev.col file is analogous to the one used in the
optical segment of the RIPL library (see Section 3.4.3). An example, containing 4 collective
levels in 28Si is reproduced below.

Collective levels selected automatically from available target levels
Dyn.deformations are not used in symm.rot.model
14 28 nucleus is treated as deformed

Ncoll Lmax IDef Kgs (Def(1,j),j=2,IDef,2)
4 4 4 0.0 0.478E+00 0.000E+00
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N E[Mevl] K pi Iph Dyn.Def.
1 0.0000 0.0 1. 0 0.100E-01
2 1.7790 2.0 1. 0 0.100E-01
3 4.6179 4.0 1. 0 0.100E-01
186 8.54386 6.0 1. 0 0.100E-01

The sequential number N corresponds to the position of each level in the *lev file. The
remaining symbols are explained below:

Ncoll number of collective states in the coupled-channel rotational model for a par-
ticular iz, ia

Lmax maximum [ value for multipole expansion

IDef largest order of deformation

Kgs k for the rotational band

Def deformation parameters, [=2,4.6,...through Lmax
E level excitation energy (MeV)

K level spin

ip level parity

Iph 1 for pure 1-phonon state

2 for pure 2-phonon state
3 for mixture of 1- and 2-phonon states

Dyn.Def. vibrational model deformation parameter

Users may choose to modify the *-lev.col file to fit experimental data. In fact, such modi-
fications are expected to be necessary if the file was created internally rather then copied
from the RIPL library. In particular, deformation parameters should be given appropriate
attention since cross sections are very sensitive to their values.

3.10.7 *-omp.int (OMPAR.INT)

Set of optical model parameters for all nucleus-ejectile combinations involved in the cal-
culations. This file is produced from built-in systematics during the first run of a given
case, and is used as the input for subsequent runs. The structure of the file is shown in
the example below.

38-K + 1-n 19038 + 1
Emin, Emax 0.0000  15.0000 1.0000 0.0000 1.2600
real vol 54.1900  -0.3300 0.0000 0.0000 1.1980 0.6630
imag vol 0.0000 0.0000 0.0000 0.0000 1.2950 0.5900
imag surf 4.2800 0.4000 0.0000 0.0000 1.2950 0.5900
real SO 6.2000 0.0000 0.0000 0.0000 1.0100 0.7500
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38-K + 1-n 19038 + 1
Emin, Emax  15.0000 1000.0000 1.0000 0.0000 1.2600
real vol 54.1900  -0.3300 0.0000 0.0000 1.1980 0.6630
imag vol -4.3000 0.3800 0.0000 0.0000 1.2950 0.5900
imag surf 14.0000  -0.3900 0.0000 0.0000 1.2950 0.5900
real SO 6.2000 0.0000 0.0000 0.0000 1.0100 0.7500
35-C1 + 4-He 17036 + 2004
Emin, Emax 0.0000 1000.0000 1.0000 0.0000 1.3000
real vol 185.0000 0.0000 0.0000 0.0000 1.4000 0.5200
imag vol 25.0000 0.0000 0.0000 0.0000 1.4000 0.5200
imag surf 0.0000 0.0000 0.0000 0.0000 1.4000 0.5200
real SO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

The file is divided into sections that refer to a given nucleus-ejectile combination and a
given energy range. An arbitrary number of sections with different energy ranges can be
defined for each nucleus-ejectile combination. If the appropriate section is not present in
the .omp file, EMPIRE-IT will resort to the default systematics built into the code and
observe the preference specified by the input with the OMPOT card.

Each section of the file begins with the specification of the nucleus-ejectile combination.
The first two numbers in the second line specify the energy range of the potential. The
remaining three numbers are SFIOM | non-locality range, and reduced Coulomb radius
respectively. SFIOM is positive for the Woods-Saxon derivative form of the imaginary
surface potential and negative for the Gaussian form. The lines 3 through 6 define indicated
potentials and all have the same structure (cg, ¢1, ca, c3, 19, @). The latter two parameters
are the reduced radius and diffuseness of the respective optical model potential. The ¢
coeflicients determine the energy dependence of the potential depth

V(E)=cy+ 1 E+ cE* + c31n(FE)

Modification of the *-omp.int file is the only way of introducing individual optical model
parameters into the calculations.

3.10.8 *-omp.ripl (OMPAR.RIPL)

Set of optical model parameters for all nucleus-ejectile combinations involved in the calcu-
lations extracted from the RIPL library. This file is created by EMPIRE if RIPL potential
is requested in the input and the *-omp.ripl file does not already exist (typically during the
first run). The format is identical to the RIPL optical segment (see Section 3.4.3). Optical
model parameters contained in the *-omp.ripl file can be modified manually if desired.

3.10.9 *-omp.dir (OMPAR.DIR)

Used to store optical model parameters that are input to ECIS for Coupled-Channels or
DWBA calculations. The format is the same as that of the *-omp.ripl file described above,
and coincides with the RIPL format (see Section 3.4.3) used to represent optical model
parameters. The reason for creating *-omp.dir file, in addition to the *-omp.ripl and *-
omp.int, is in order to use the Coupled-Channels optical model potential for the incident
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channel in which CC or DWBA calculations are performed, and the spherical potential
for the calculation of transmission coefficients when DIRECT=1, or 2 options are used.
Depending on the combination of input options, *-omp.dir can be empty. Optical model
parameters contained in the *~omp.dir file can be modified manually if desired.

3.10.10 *.endf (OUTPUT.ENDF)

EMPIRE-II results (in ENDF format) from processing with the EMPEND code. The file
contains ENDF Files=3, 4, and 6.

3.10.11 *-s.endf

EMPIRE-II results (in ENDF format) after processing with FIXUP, LEGEND and SIXTAB.
Intermediate files produced by FIXUP and LEGEND are removed by the script.

3.10.12 *.exf (EXFOR.DAT)

This file contains all relevant experimental data retrieved from the EXFOR library. The
format is ’human readable’, and provides the user with sufficient information about the
experiment. A typical excerpt is given below

SUBENT 10827001 861124

BIB 13 46

INSTITUTE (1USALRL)

REFERENCE (J,PR/C,19,2127,7906)
(C,80BNL,1,245,8007) UPDATED VALUES.

AUTHOR (S.M.GRIMES,R.C.HAIGHT ,K.R.ALVAR,H.H.BARSCHALL,
R.R.BORCHERS)
TITLE CHARGED PARTICLE EMISSION IN REACTIONS OF 15-MEV
NEUTRONS WITH ISOTOPES OF CHROMIUM, IRON, NICKEL, AND
COPPER.
INC-SOURCE (D-T) 400-KEV DEUTERONS ON ROTATING TITANIUM TRITIDE
TARGET

SAMPLE  2.5-CM DIAMETER FOIL WITH DIAPHRAGM TO AVOID CONTAMIN-
ANTS FROM FOIL HOLDERS.
DETECTOR  (SOLST) PAIR OF SILICON SURFACE BARRIER DETECTORS, 15
AND 1500 MICRO-METERS THICK, SPACED 19-MM APART.
METHOD TRIPLE LENS MAGNETIC QUADRAPOLE SPECTROMETER USED.
DIFFERENT REACTION ANGLES OBTAINED BY MOVING TRANSPORT
SYSTEM ALONG ITS AXIS. NINE DIFFERENT CURRENT SETTINGS
USED FOR MAGNETS TO COVER ENERGY RANGE OF EMITTED
PARTICLES
MONITOR (1-H-1(N,EL)1-H-1,,SIG)
(1-H-2(N,EL)1-H-2,,SIG)
CORRECTION ENERGY SPECTRA CORRECTED FOR ENERGY LOSS IN TARGET
ERR-ANALYS ERRORS IN PRODUCT OF SPECTROMETER SOLID ANGLE AND
ABSOLUTE NEUTRON FLUX DUE TO-
-ERRORS IN POLYETHYLENE STOPPING POWER, LESS THAN
3-PERCENT
-ERRORS IN ELASTIC CROSS SECTIONS FROM HYDROGEN, LESS
THAN 1-PERCENT
-ERRORS IN ELASTIC CROSS SECTIONS FROM DEUTERIUM, LESS
THAN 10-PERCENT
-ERROR IN SOLID ANGLE OF TARGET TO NEUTRON SOURCE
RATIO FOR CH(2) OR CD(2) COMPARED TO THAT OF SAMPLE
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STATUS

HISTORY

ENDBIB
COMMON
EN
MEV

14.8
ENDCOMMON
SUBENT
BIB
REACTION
SAMPLE

MONITOR

ERR-ANALYS
ENDBIB
NOCOMMONusu
DATA

E-MIN

MEV

o W W NN
O o0 o000 oo

3.10.13 *.c

FOILS, 8-PERCENT

OTHER ERRORS DUE TO-

-TARGET FOIL THICKNESS ERRORS, 2.5-PERCENT

-EFFECT OF STATISTICS AND THE LEGENDRE POLYNOMIAL FIT,
7-PERCENT (FOR PROTONS, ALPHAS) TO 15-PERCENT (DEUT-
ERONS)

(APRVD) APPROVED BY S.M.GRIMES, 86/11/21.

PARTIAL CROSS SECTIONS TAKEN FROM PRIVATE COMM.,
GRIMES, 79/5.

(790605C)

(820819A) REFERENCE UPDATE, BIB CORRECTIONS.

(8308304) BIB CORRECTIONS.

(8604224) BIB UPDATES.

(860709A) BIB UPDATED, SUBENTS 71-103 ADDED.

46
1 3

3
10827012 790716
4 6

(24-CR-52(N,D)23-V-51,PAR,SIG)

SAMPLE IS 2.1 MILLI-GMS/SQ-CM THICK, ENRICHED TO
99.9-PERCENT CR-52

(1-H-2(N,EL)1-H-2,,SIG) NEUTRONS ON THICK CD(2) RAD-

IATOR
COMBINED ERROR IS 20-30 PERCENT
6
ally
4 11
E-MAX DATA DATA-ERR
MEV MB MB
2.0 0.2 0.15
2.5 0.5 0.2
3.0 0.7 0.25
3.5 0.6 0.2
4.0 1.0 0.3
4.5 0.3 0.15
5.0 0.9 0.3

4 (empire/util /x4toc4/c4.dat)

This file contains relevant EXFOR data translated into computational format by the
X4TOC4 code. An excerpt from the .c4 file of experimental data for the (n,2n) reaction
on **Sn is shown below.

240562
240562
240562
240562
240562
240562
240562

e

3 16 1.2722+7 8000.000 0.038800 1.5000-3
3 16 1.2744+7 8000.000 0.041200 1.6000-3
3 16 1.3261+7 10000.00 0.121900 5.0000-3
3 16 1.3271+7 10000.00 0.123700 5.1000-3
3 16 1.3888+7 9000.000 0.240600 9.7000-3
3 16 1.3902+7 9000.000 0.250600 0.010100
3 16 1.4261+7 8000.000 0.322000 0.012500

The original file also contains information on the EXFOR sub-entry number, the first
author and the year of publication. These data are placed far to the right and are not
displayed here. The user may wish to modify this file by deleting or adding some lines. A
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detailed description of the format is given in the source of the X4TOC4 code, while we list
only the most important columns (fields).

Field # Contents
2 Z*1000+A
ENDF File (3-cross sections)
ENDF MT number (here MT=16 stands for (n,2n)
incident energy (in eV)
incident energy resolution (in eV)
cross section (in b)
cross section error (in b)

0o =~ & U = W

3.10.14 *.ps (empire//util /plotc4/plot.ps)

PostScript plots compare calculations with experimental data produced by the PLOTC4
code. Note that the results must be ENDF formatted for graphical plots.

3.10.15 *-cum.ps

PostScript plots compare cumulative number of discrete levels and level densities fitted
to reproduce the last level. Plots are only produced for Gilbert-Cameron or EMPIRE-
specific level densities when FITLEV >0 is specified in the input. All nuclei involved in a
calculation and with at least 3 known discrete levels are included.

3.10.16 empend.log

The empend.log file is produced by the EMPEND code and serves to control translation of
the EMPIRE-IT output into the ENDF format. A typical example of the empend.log file
is given below.

EMPEND - Convert EMPIRE output to ENDF

Source EMPIRE output filename . OUTPUT.DAT
ENDF-6 formatted output filename . OUTPUT.ENDF
Number of x-s fine mesh subintervals -1
Interp. thinning tolerance limit [%] : 0.1000
Processed reaction cross sections : 34
Number of input energy points : 7

Processed angular distrib. for MT : 51
Processed angular distrib. for MT : 52
Processed angular distrib. for NT : 53
————————— cut ----------

Processed angular distrib. for MT : 613
Processed angular distrib. for NT : 614
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EMPEND WARNING - MT 16 E 2.000E+07eV Expected x.s. 1.661E+00b Dif. 7.8%
Processed energ./ang. distrib. for MT: 16

Number of outgoing particles : 3

Processed energ./ang. distrib. for MT: 28

Number of outgoing particles : 4

3.10.17 *.x42c4 Ist (empire/util /x4toc4 /x4toc4.Ist)

Output of the X4TOC4 code for the last run. Provides a log of the translation from
EXFOR to computational format.

3.10.18 *.x42c4 errs (empire/util /x4toc4 /errors)

List of EXFOR entries not translated by the X4TOC4 code to the computational format,
for example, when X4TOC4 is not able to resolve the reaction string.

3.11 Plotting capabilities

All pertinent experimental data in EXFOR are retrieved during the first run of the code
and plotted against the ENDF-formatted file using a chain of ENDF Pre-Processing codes
(PREPRO [12]) and X4TOC4 [13] and PLOTC4 [13]. These codes are called by EMPIRE
in a transparent way by bash scripts. Fig. 3.2 shows typical example of such a plot. High
quality plots can be produced interactively using the ZVView package of Zerkin [14].

3.11.1 PLOTC4

The X4TOC4 and PLOTC4 codes have been extended and incorporated into the ENDF
Data Verification Package (ENDVER) by Trkov and Cullen to plot angular distributions
and double-differential cross sections [13]. A typical example of such a plot is shown in
Fig. 3.3. If experimental data exist, appropriate plots are automatically generated at the
end of each run. The layout and contents of the plots can be customized by editing the

PLOTCA4 input file available through the Graphic User Interface (GUI).

3.11.2 ZVView

The plotting capabilities of EMPIRE have been greatly enhanced by incorporating the
graphic package ZVView of Zerkin [14]. This software is operated from the EMPIRE GUI
and produces publication quality plots. The scale can be changed, selected data sets can
be excluded from the plot, and data points values displayed; changes can also be made to
the plot title, subtitle, symbols and colors, data fitting, smoothing and others. Plots can
be exported to the PostScript or encapsulated PostScript format for inclusion in the IXTEX
document.
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Figure 3.2: Comparison of the experimental data extracted from the EXFOR library with
the results of EMPIRE-II calculations using default parameters. This plot
is produced automatically when running EMPIRE-IT with the run script or
clicking the Run+Format-+Plot button in GUI mode.
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Figure 3.3: Calculated neutron emission spectrum from **Nb at 90° and incident energy of

14.1 MeV compared with the experimental data using PLOTC4. The Ko-Be-Go
set of input parameters has been used in the calculations (see p. 143).
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Contrary to PLOTC4, ZVV plots are not generated automatically. The user has to
select a desired reaction from the EMPIRE GUI ([Select MT and > | button) and click

on the button. Internal scripts and components of the ZVView package process
the ENDF and *.¢/ files to produce the *MT.zvd file, which is then displayed with the
ZVView.

ZVV plots can also be combined to include different reactions on the same graph.
Clicking on the button will open the terminal with a list of all ZVV plots
available in the work directory. The user may select any number of them to be included in
a single plot. Usually, the plot title has to be set within the ZVView environment before
saving.

Additional functionality is offered by the ZVView GUI (see Fig. 3.4), which permits
comparison of up to three calculations (or ENDF files), and experimental data (see Fig.
4.3, 4.4 and 4.5). Tt is primarily intended as a tool for checking the effect of different
options used in the calculations or comparing the results with other evaluations. Usually,
one would undertake a set of calculations and use the script store to move (or copy) all
the relevant files to a specified directory. For example, to store the project with root-name
“feb6” in a casel directory, one should type:

store casel feb6

inside the work directory (note that case! will be a subdirectory of work). Thus, the
working directory is free to run new calculations with the modified input. These results
can again be stored in another subdirectory (e.g., case2) and the third set of calculations
executed in the work directory. If experimental data are to be plotted, the *.¢/ file with the
same root-name should be present in the first directory, which is ensured if EXFOR data
were extracted by EMPIRE. Clicking the ‘Compare ENDF ﬁle‘ button of the EMPIRE
GUI launches ZVV GUI, as shown in Fig. 3.4. Note that the root-name of the project
and work directory are by default transferred to ZVV GUIL Comparisons can be made by
pointing the "File 2:" and "File 3:" fields to other files containing ENDF formatted data
(e.g., stored in casel and case2 directories). We stress that while the first set is referenced
through its directory and default names *-s.endf and *.c4 the other two are identified by
respective arbitrary file names. An arbitrary suffix identifying the comparison plots and
labels for each curve should be entered in the respective fields. At this stage the system
is ready to create the requested plots (‘ Create selected‘ button). One can also choose to
create all plots at once ( button), although they can be viewed one by one or
merged together. ZVV GUI can also be used to create simple ZVV plots by replacing the
EMPIRE GUI function. Leaving labels related to "File 2:" and "File 3:" fields and suffix
blank, simple ZVV plots can be created for all the reactions with just one mouse click.
Setting the project field to "*" (without " ") creates plots for all reactions and targets for
which *-s.endf files exist in the work directory. This comparison capability is not limited
to the EMPIRE results; any evaluated file in the ENDF format can be compared with
another ENDF file or with EMPIRE calculations, providing that the first file is named (or
linked) as *-s.endf and placed in the work directory.
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CrenteShow VY Plots

Figure 3.4: Graphic User Interface to ZVView to compare up to three calculations (or
ENDF files) and merge different reactions on a single ZVV plot.

In the current implementation only cross sections (MF=3) can be plotted with the
ZVView package. Work is in progress to include angular distributions and double-differential
cross sections.

As a rule, only the ENDF-formatted files can be plotted with PLOTC4 or ZVView.
This choice is not only a matter of convenience but was deliberately selected to validate
the final (ENDF-formatted) product. The only exception to this rule is provided by the

Create ZVV | GUI button, which allows the user to construct and plot any excitation
function directly from the EMPIRE-II output. Hence, the user has to supply a string

which unambiguously identifies the cross section. The gawk script scans EMPIRE output
(*.Ist) for the lines containing the specified string and extracts a number (cross section)
followed by the "mb" string along with the respective incident energy value. The results
are sent to ZVView for plotting.

3.12 Plans for further development

Following extensions are foreseen in future releases of the EMPIRE-IT code:
1. improvement of the fission channel (under way),
2. more options for y-ray strength functions (under way),
3. preequilibrium emission of clusters,

4. provision for photo-nuclear reactions,

5. automatic adjustment of y-strength functions to the observed T,
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10.
11.
12.

inclusion of isospin,

reactions on excited targets,

. microscopic p-h level densities for MSC (routine exists),

. re-fit of level density systematics to the data recommended by RIPL-2,

Moldauer method for widths fluctuation correction,
improved parametrization of the elastic enhancement factor,

further integration with the RIPL-2 library.
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4 Working notes

4.1 Avoiding problems

Consideration and observation of the following remarks will help to avoid problems when
running the EMPIRE-II code:

e Each modification of the EMPIRE-II input file (*.inp) that involves a change of pro-
jectile, target, or the number of emitted particles must be followed by the execution
of the clean script in order to remove input/output files that do not match the new
case. One should keep in mind that clean will also remove all the files that might have
been modified manually (such as *lev, *-omp.dir, etc.). If these files are compatible
with the new input and are to be preserved they have to be renamed by adding a
prefix before executing the clean script.

e Any serious calculations should be preceded by a test run using FITLEV set to a
positive value in order to check the completeness of the discrete level schemes and
their consistency with the level densities. Such calculations should be repeated after
each change of the input file (*.inp) that requires running the clean script (see above).
Calculation times for such runs are very short.

e If the ENDF option is selected, the incident energies should be in increasing order.

e Log files *.war, *.x42c{ errs and empend.log should be checked for possible warnings
and error messages.

e The MSD=2 option must be used with care. EMPIRE-IT does not check whether
the existing output of ORION (TAPFE15) is compatible with the currently executed
case.

e Irregularities in the excitation functions such as (n,2n) or (n,p) are usually due to
improper level density parametrization (check cumulative plots of discrete levels) or
to the overestimated MSD contribution (check response functions and ensure that
the levels to which they are adjusted are actually the collective ones).

e Irregularities in the increasing part of the excitation function for inelastic scattering
are usually due to insufficiently dense mesh of incident energies.
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Cumulative plot for 46-Pd- 96
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Figure 4.1: Cumulative plot of 10 discrete levels in “*Pd which could not be reproduced
by the level density calculations (EMPIRE-specific level densities with default
parametrization were used).

4.2 Fitting discrete levels

Running EMPIRE-IT with the FITLEV option is strongly recommended before any cross
section calculations are attempted. This allows a check of whether the discrete level
schemes for the involved nuclei are complete and consistent with the level density parametriza-
tion. If the whole package is properly installed, plots of cumulative number of levels will be
stored in the *-cum.ps file and can be inspected in the PostScript viewer (ghostview) by
clicking on the button in the "Plots:" section of the GUIL. Two somewhat extreme
examples of such plots are shown in Fig. 4.1 and 4.2. Fig. 4.1 demonstrates 10 levels in
%Pd, which could not be matched with the level densities, which usually happens when the
levels are over extend. Then, levels that were not detected experimentally are missing in
the spectrum, and the resulting high energy end of the cumulative plot is too low. Missing
levels are more likely in the high-energy region of the spectrum and reducing the number
of levels considered may restore agreement; neglecting the highest 4 levels in *Pd leads to
a reasonable fit, as shown in the Fig. 4.2. Graphical representation helps to identify the
level at which cumulative plot starts to bend, and levels lying above this point should be
excluded from consideration. One should edit .lev file and decrease N, parameters (6th
entry in the first line of a given isotope section) to remove levels in excess. The next step
after the modified *.[ev file is saved is to rerun the code and check whether the applied cuts
are sufficient. If this is not the case, the whole procedure should be repeated and further
levels removed. Note, levels are only removed from the local file of the specific case being
calculated, and that Zzzz.dat files in the parameter library are not affected.
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Cumulative plot for 46-Pd- 96
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Figure 4.2: Same as Fig. 4.1 but after restricting the fit to the first 6 levels only. Note the
difference of two orders of magnitude in the level densities around 6 MeV.

There are no restrictions on the contents of the input file (*.inp) used for displaying
the cumulative plots except that the FITLEV record must be included with VAL different
from 0. Dispositions that do not consider level densities are ignored as the code exits after
the plots are completed without performing any cross section calculations.

4.3 Handling OM potentials

Interface to the RIPL-2 optical model segment has been developed by Capote. This inter-
face allows the use of any type of Optical Model Potential (OMP) contained in the library
(including dispersive ones) by specifying the OMP catalog number in the optional input
(list of available OMPs can be accessed from the EMPIRE GUIT through the menu
= )) The OMPOT record contains two numerical values in addition to the
usual keyword. The first value is the OMP catalog number entered with a negative sign,
which indicates that the potential is going to be taken from RIPL rather than from the
internal sets coded in EMPIRE. The second value defines the type of particle. For example,

OMPOT -401. 1 selects RIPL-2 Wilmore-Hodgson global potential (RIPL-2 num-
ber 401) for neutrons,

OMPOT -4004. 2 selects RIPL-2 CC potential for protons (to be used for *TAu
only).

When RIPL OMP is requested the code will create *-omp.ripl file, which corresponds to
the *-omp.int file for internal potentials. This file can be edited in order to adjust OMP

137



4.3. HANDLING OM POTENTIALS CHAPTER 4. WORKING NOTES

parameters extracted from RIPL. RIPL Coupled-Channels Optical Model Potentials (CC-
OMP) include collective discrete levels and related deformations, and thus the *-omp.ripl
contains all information needed to run Coupled-Channel (CC) calculations. Usually both
*_omp.ripl and *-omp.int files will exist for a given problem, because not all potentials are
taken from RIPL.

The ECIS module, along with the RIPL interface, bring into EMPIRE an entirely
new complexity of optical model potentials. In particular, all related input keywords
(DIRECT, DIRPOT and OMPOT) must be used with considerable care. In the following,
we will explain different combinations of these keywords, focusing on the use of optical
model parameters within EMPIRE. To this end we will discuss several examples of neutron
induced reactions on a spherical nucleus (**Fe) with dynamic deformation (vibrational
case), and on a deformed one ('**Eu) with static deformation (rotational case). The general
input file may contain the following lines:

OMPOT X. y internal OMP for particle y

DIRECT X. call ECIS for CC, CC full or DWBA
DIRPOT -XX. RIPL OMP for direct (inelastic) channel
OMPOT -XX. z  RIPL OMP for particle z

In the following examples we use case-specific file names as created when script or GUI
modes are used to run the code. We recall that the correspondence between the case
specific names and those generated by the code is the following:

*omp.int <= OMPAR.INT
*omp.dir <= OMPAR.DIR
*omp.ripl <= OMPAR.RIPL

*lev.col <= TARGET COLL.DAT
with "*" standing for the actual root-name of the file.

4.3.1 DWBA with default internal OMP

Consider the DWBA model with internal Spherical Optical Model Potential (S-OMP) on a
spherical, vibrational nucleus **Fe. Our goal is to use default internal EMPIRE potentials
for all the channels and to calculate inelastic scattering with ECIS using the DWBA option
and the same internal S-OMP. The input file must contain the line:

DIRECT 3.

Resulting OMP files:

*omp.int default internal S-OMP used for all the channels in the HF calculations.
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*omp.dir OMP employed in the DWBA calculations of the inelastic scattering
to collective discrete levels. This potential is the same as that in the
*_omp.int file (default S-OMP, since DIRPOT was not invoked).

Users can adjust the inelastic scattering cross sections in subsequent runs by changing
S-OMP inside the *-omp.dir file, or by changing dynamic deformations inside the *-lev.col
file (initial deformation values are 0.15 for quadrupole and 0.05 for octupole vibrations)

4.3.2 DWBA with RIPL OMP

Apply the DWBA model to the spherical vibrational nucleus **Fe. Our goal is to perform
calculations using internal EMPIRE potentials for all channels, but including inelastic
scattering calculated by ECIS with the DWBA option and using RIPL S-OMP catalog
number 10. The input file must contain two lines:

DIRECT 3.
DIRPOT -10.
Resulting OMP files:

*omp.int default internal S-OMP used for all the channels in the HF calculations.

*omp.dir S-OMP employed in the DWBA calculations of the inelastic scattering to col-
lective discrete levels, in this case RIPL. S-OMP potential number 10.

We can adjust the inelastic scattering cross sections in subsequent runs by changing S-OMP
inside the -omp.dir file and/or by changing dynamic deformations inside the *-lev.col file
(initial deformation values are 0.15 for quadrupole and 0.05 for octupole vibrations).

4.3.3 Coupled-Channels with RIPL spherical OMP

Our goal is to perform calculations for *Fe using internal EMPIRE potentials for all the
channels, but including inelastic scattering calculated by the ECIS CC option using RIPL
S-OMP potential catalog number 10. The input file must contain 2 lines:

DIRECT 1.
DIRPOT - 10.
Resulting OMP files:

*_omp.int internal SS-OMP used for all the channels in the HF calculations.

*omp.dir S-OMP employed for the CC calculations of the inelastic scattering to collective
discrete levels, in this case RIPL S-OMP number 10.

We can adjust the inelastic scattering cross sections in subsequent runs by changing S-
OMP inside the *-omp.dir file or by changing dynamic deformations inside the *-lev.col
file.
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4.3.4 Coupled-Channels with RIPL Coupled-Channels OMP for
inelastic scattering

We intend to perform calculations for **Eu using internal EMPIRE potentials for all
charged particle channels. Neutron calculations involve the RIPL S-OMP number 221
(local potential for 1**Eu) for all except the inelastic channel (for which we are going to
calculate cross sections with the CC method using the RIPL. CC-OMP potential catalog
number 2004). The input file must contain 3 lines:

DIRECT 1.
DIRPOT -2004.
OMPOT -221. 1

Resulting OMP files:

*_omp.int internal S-OMP used for all charged particle channels in the HF calculations.

*omp.dir deformed CC-OMP employed for the CC calculations of the inelastic chan-
nel, (RIPL potential number 2004 in this case (contains collective levels and
respective deformations)).

*omp.ripl RIPL S-OMP number 221 used in the HF calculations of neutron channels.

The inelastic scattering cross sections can be adjusted in subsequent runs by changing
OMP inside the *-omp.dir file or by changing the static deformation of the ground state
band inside the same file. We are using a true CC-OMP from RIPL and collective levels
are stored together with the potential parameters inside the *-omp.dir file.

4.3.5 Complete Coupled-Channels with RIPL CC OMP for
inelastic scattering

Our aim is to performing exact calculations for »*Eu using internal EMPIRE potential for
all charged particle channels and the RIPL S-OMP number 221 (local potential for 1**Eu)
for all neutron channels except the inelastic ones (for which we are going to calculate cross
sections and transmission coefficients consistently using the CC method and the RIPL
CC-OMP catalog number 2004). The input file must contain three lines:

DIRECT 2.
DIRPOT -2004.
OMPOT -221. 1

Resulting OMP files are:
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*omp.int  internal S-OMP for all charged particle channels used in the HF calculation

*omp.ripl  CC-OMP employed for the CC calculations of the fusion and inelastic chan-
nels (RIPL CC-OMP number 2004 (contains collective levels and respective
deformations)). In addition, the file contains RIPL, S-OMP number 221 em-
ployed for all other neutron channels except inelastic.

*omp.dir  is not created since a true CC-OMP is used consistently and all relevant
parameters are contained in the *-omp.ripl file.

The inelastic scattering cross sections can be adjusted in subsequent runs by changing
either S-OMP inside the *-omp.ripl file or the static deformation of the ground state band
inside the *-lev.col file (initial value is the experimental g.s. quadrupole deformation).
Note that the CC-OMP and the CC method are also used for the calculation of the fusion
cross section.

4.4 Use of level densities

The variety of nuclear level densities available in EMPIRE-II calls for additional guidance
on their use. Only three options are recommended: Empire-specific, Gilbert-Cameron
(GC) and HF-BCS; all remaining options (such as ROCOL with level density parameter
a=A/8) are included for comparison but their accuracy is much lower than the three
recommendations. The GC level densities, especially when adjusted to known experimental
data, may be the most accurate at excitation energies up to the neutron binding and
slightly above. However, GC level densities do not lend themselves to extrapolation to
higher excitation energies and to nuclei far from the stability line. Energy extrapolation
in GC might be dangerous because of the collective effects which are implicitly contained
in the level density parameter a. While this can be an acceptable approximation at low
excitation energies for which level densities are fixed by fitting experimental data (discrete
levels and neutron resonance spacings), there is no physical justification for extending
such a treatment to higher energies. In fact, collective effects, as implicitly accounted for
in the GC approach, increase exponentially with excitation energy instead of decreasing
and eventually disappearing. In this respect, EMPIRE-specific and microscopic HF-BCS
densities behave properly and should be preferred at excitation energies well above neutron
binding.

EMPIRE-specific level densities, in addition to explicit treatment of the collective effects
and their damping, also include the effects of dynamic deformation, which is induced by
the rotation of a nucleus at high spin. This deformation affects level densities through the
modification of nuclear moments of inertia. The yrast line is taken into account by setting
level densities to zero whenever the thermal energy available for single particle motion is
negative. Thermal energy is calculated as the difference between the total excitation energy
and the energy needed for rotation. Spin and energy ranges are also formally unlimited
in the EMPIRE-specific level densities. These features make the approach particularly

141



4.5. PARAMETER TUNING CHAPTER 4. WORKING NOTES

suited for the Heavy Ton and high-energy nucleon-induced reactions. On the other hand,
EMPIRE-specific level densities are fitted to the experimental data in a manner similar to
the GC, suggesting that their predictions at low energies should be comparable to those
of GC or even better due to the use of the BCS model below critical energy. Therefore,
EMPIRE-specific level densities are generally recommended, and are used as a default in
the EMPIRE-II.

However, EMPIRE-specific level densities suffer the same uncertainty as GC when
extrapolating from the stability line, because both relay on experimental parameterization
of the level density parameter a, which is only possible for stable or close to stable nuclei.
For nuclei far from the stability line, the HF-BCS densities based on realistic schemes of
single particle levels offer higher reliability. The physics involved in this approach is clearly
superior to the treatment used in the two models discussed above, which makes HF-BCS
densities more suitable for extrapolation. In addition, the tabulated values provided by
Goriely for RIPL-2 and available in EMPIRE-II were adjusted to the same experimental
data as the other two phenomenological approaches. Therefore, results of the HF-BCS
model at low energies should not differ significantly from those provided by the GC or
EMPIRE-specific models. Comparisons of cross section calculations for about 300 reactions
on targets from °Ca to 2"®Pb show that microscopic level densities can compete with the
phenomenological ones to the extent that makes them the preferred choice far from the
stability line. On the other hand, one should keep in mind that tables of level densities are
limited to excitation energies below 150 MeV and spins up to 30A, which prevents their
use for the Heavy Ion induced reactions well above the Coulomb barrier.

4.5 Parameter tuning

The parameter libraries and internal systematics contained in the EMPIRE code perform
reasonably well in reproducing cross sections for major neutron induced reactions up to 20
MeV. However, one can not expect that global parametrization will provide perfect fits to
all channels and at all incident energies. Weak reaction channels may differ substantially
from the experimental data. In view of the uncertainties associated with the model param-
eters, certain adjustments were made in order to fit measured cross sections. Guidance is
given below on parameter tuning, indicating the most sensitive methods and, if possible,
describing the effect of their modification.

It is strongly recommended that various available options in the code are exploited
before any attempt is made to change the parameters. This guarantees that physically
meaningful parameters are used. For example, the user may try different optical model
potentials, various formulations and/or parametrizations of level densities and eventually
different preequilibrium models. These attempts should, at least, provide the user with the
best starting point for parameter adjustment. We note that various options may provide
very different results as illustrated by the following three sets of calculations:
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Figure 4.3: Comparison of experimental data with results calculated using three sets of
parameters for the ®?Cr(n,2n) reaction (see text).

standard  Wilmore-Hodgson S-OMP for neutrons and Becchetti-Greenlees for protons,
EMPIRE-specific level densities with internal systematics, and discrete levels
up to Njpee = 10,

Ko-Be Koning’s S-OMP for neutrons and protons, discrete levels up to the N, rec-
ommended by RIPL-2 (limited to 40 by the ENDF-6 format), and EMPIRE-
specific level densities,

Ko-Be-Go as above but using HF-BCS microscopic level densities|54] instead of the EMPIRE-
specific ones.

Fig. 4.3, 4.4 and 4.5 show comparison of the results obtained using the above sets of
parameters in three sample cases. Differences of a factor of 2 are observed, and therefore
changing the default options may considerably improve the comparison with experimen-
tal data. However, this approach may still not be sufficient in some cases, and the next step
would be to determine which reaction mechanism is most likely to be responsible for the
disagreement, remembering that neutron capture below 10 MeV and the low energy part
of the particle spectra are essentially due to Compound Nucleus decay. The high energy
part of particle spectra is dominated by the preequilibrium emission, and population of
the collective discrete levels in inelastic scattering arises mainly from the direct reactions.
We also note that at incident energies below 50 MeV the multiple-chance preequilibrium
emission is rather small and multiple particle emission is governed by the statistical decay.
The list below should help pinpoint the mechanism that might be causing a problem:
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Figure 4.4: Comparison of experimental data with results calculated using three sets of
parameters for the °>Cr(n,p) reaction (see text).
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Figure 4.5: Comparison of experimental data with results calculated using three sets of
parameters for the *Ni(n,p) reaction (see text).
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e Nucleon spectra at high ejectile energies underestimated (overestimated) -
these are usually related to the underestimated (overestimated) preequilibrium emis-
sion.

e Tails of the inelastic scattering cross sections underestimated (overesti-
mated) - again caused by too low (too high) preequilibrium contribution.

e Inelastic cross sections to discrete levels underestimated (overestimated) -
lack of or too low (too high) contribution from the direct reactions is the most likely
reason. In case of under-estimation, user should ensure that Coupled-Channel or
DWBA option is turned on (DIRECT=1, 2, or 3). Generally, the Coupled-Channel
option will provide higher cross sections than DWBA.

e Capture cross sections below 10 MeV underestimated (overestimated) - as
mentioned before, the Compound Nucleus is responsible. The discrepancy might be
traced to y-ray strength function being too low being too low (too high) or to the ratio
of level densities in the daughter nuclei and the Compound Nucleus being too low
(too high) (pn/pcn - note that the neutron channel is usually the main competitor).

e Capture cross sections above 10 MeV underestimated - be sure that the
exciton model DEGAS is turned on. The preequilibrium emission of s (or the
Direct-Semidirect mechanism) is responsible for more than 90% of the capture cross
section in this energy range.

e Cross sections underestimated (overestimated) in all channels - can be traced
to an inadequate optical potential that provides too low (too high) absorption cross
section.

e Wrong total cross section - obviously an inadequate optical potential.

e Wrong angular distributions for elastic scattering - again would assume an in-
adequate optical potential to be the main reason. At low energies where few inelastic
channels are open, there might be a non-negligible contribution from the symmetric
compound elastic, which could be affected by the wrong p,,/pcn ratio.

e Cross sections for the a-channel underestimated - for nuclei with masses larger
than about 100, the discrepancy is not due to wrong parameters but to the lack of
a preequilibrium emission of clusters in the present version of EMPIRE. One may
compensate for this deficiency by increasing level densities in the residue after o
emission or by increasing the diffuseness of the optical model potential for a-particles.
However, the resulting parameters will be unphysical. Such an intervention may
only be justified for lighter nuclei, for which preequilibrium emission of a-particles is
relatively unimportant.

e Fission cross sections underestimated (overestimated) - for neutron induced
fission, the current fission model coded in EMPIRE is too crude. One may try to cure
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the problem by decreasing (increasing) the fission barrier or increasing (decreasing)
level densities at the saddle point, but this should be considered as an arbitrary
fitting exercise without much physical meaning. Tuning fission cross sections in the
HI induced reactions will be discussed later on.

Excitation functions shifted in energy - for nuclei far from the stability line
(typical for HI induced reactions), this effect can be traced to incorrect binding
energies (masses). A modest change of binding energies (of the order of 0.5 MeV)
can be justified as being within the uncertainty of the theoretical masses. However,
this argument does not hold for nuclei close to the stability valley since experimental
nuclear masses are known with a rather high accuracy.

Structure in the continuum part of the inelastic scattering spectrum "out
of phase" - this structure originates from the MSD contribution. When the spectrum
does not match experiment, the user may attempt to tune calculations by changing
the positions of collective levels to which the response functions are fitted.

Double-differential spectra for inelastic scattering to continuum at small
angles (<40°) underestimated - MSD mechanism is responsible for the major part
of the cross section in this range. Choosing the compressional form factor for the [ =0
transfer (default is the surface form factor) should bring substantial improvement.
In fact, from the physical standpoint this is the factor that should be used for the
[ = 0 transfer. The different default is being used due to the numerical instabilities
that happen occasionally when this physically-correct option is selected.

Wrong ratio between two competing channels (e.g., c(n,n) /o(n,p)) - at low
incident energies this ratio is governed by the Compound Nucleus decay and may be
distorted by an inappropriate ratio of level densities in the two competing channels.
Actually, the cross section ratio is approximately proportional to the level density
ratio in the respective residual nuclei. Also, the optical model potential may have a
significant effect. At higher incident energies, the preequilibrium contribution starts
to play a role, and a reference for one of the preequilibrium channels may provide a
solution.

Wrong slope of the increasing part of the excitation function - a crucial role
is played by the discrete levels in the residual nucleus and the optical model potential
(transmission coefficients), of which the discrete levels are easier to control. Changing
the number of accepted levels may effectively increase or decrease the available phase
space for the particular decay mode.

Production of residues in HI induced reaction underestimated (overesti-
mated) - for lighter nuclei in which the fission channel is not dominant, the fusion
cross section might be too small (or too big). Competition between fission and parti-
cle emission may constitute an additional source of error for the highly fissile (heavy)
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nuclei. In such a case, decreasing (increasing) strength of the fission channel is usually
an effective way of increasing (decreasing) residue production.

The mechanisms and parameters that are expected to be the most important and effective
in solving a particular problem have been noted in the above discussion. However, we
are always dealing with a complicate interplay of different factors and in some cases the
major sources of error may differ from those indicated. However, the user should be able
to identify the most critical reaction mechanism or a key input quantity in most cases, and
be able to avoid a random search for optimal parameters.

So far we have discussed the symptoms and possible reasons for operational problems.
Knowing the disease, we should now look for the most appropriate treatment. We will
indicate those input parameters to which particular models or input quantities (such as
fusion, level densities and, y-ray strength functions) are most sensitive. However, param-
eters not mentioned below may also influence the results. Generally, their effect should be
less pronounced but they might become one of the key players in particular situations. In
addition, these assessments are complicated and most of the parameters are correlated; for
example, deficiencies in one parameter can be compensated by a change in another leading
to unrealistic values. Therefore, it is important to understand the physical reason for a dis-
crepancy and proceed accordingly, and to fit all available observables rather than a single
cross section. Such an approach increases the user’s confidence in the final results. Finally,
fitting a single experimental point that differs dramatically from the calculated value can
be dangerous, especially when the exercise involves a strong channel. The experimental
point might simply be wrong. Such cases are known in the EXFOR library, either because
of an erroneous experiment or a compilation error. In particular, if the experimental data
fall well below the calculated cross section, the user should check whether the measure-
ment concerned the total cross section for the reaction channel or the cross section to the
isomeric or ground state.

In the discussion that follows, we group parameters according to the reaction mechanism
or input quantity to which they are relevant, and refer to them by keywords defined in the
input description (see Section 3.10.1).

Fusion

We have to distinguish between Heavy Ton and Light Ton (A<5) of nucleon induced reac-
tions. Heavy Ion induced reactions:

FUSRED scales calculated fusion cross section with an arbitrary factor to set the pa-
rameter directly to the desired value, but lacks any physical significance and
predictive power. Should be used as the last resource unless the fusion cross
section is known from a more microscopic model or experiment.

BFUS Fusion barrier height in the distributed barrier model By, (Eq. 2.2) is by
default calculated by the CCFUS and used for the HI induced reactions only.
Even a slight decrease of the barrier height can produce a considerable increase
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of the fusion cross section (and vice versa) when the incident energy (in CM)
is close to the barrier height. This effect tends to disappear at higher incident
energies.

SIG SIGMA in the distributed barrier model (Eq. 2.2) is by default set to 0.05B .
Increase of SIGMA will also increase the fusion cross section. Similarly to
BFUS, the effect is most pronounced at low energies and tends to disappear at
higher values.

EXPUSH Extra-push energy (default value is 0) is very effective at decreasing the HI
fusion cross section when increased. Physically justified for a fusion of massive
systems.

CRL Critical [-value for the HI fusion (Eq. 2.5) sets fusion cross section to the
required value - much like FUSRED.

DFUS Diffuseness in the transmission coefficients of HI fusion (Eq. 2.5) does not
change the fusion cross section, but defines the spin distribution. Larger DFUS,
the higher the spins populated, and this effect may contribute to an increase
of the fission cross section and resulting reduction in the evaporation residues.

Most of the parameters discussed above concern HI induced reactions. There are fewer
possibilities for nucleons as the fusion (or absorption) cross section is calculated using the
optical model. Users may try different parametrizations available in the RIPL library or
internal OMP systematics. If this fails, increasing the imaginary part of the OMP will
increase the absorption cross section. However, users are advised that blind modification
of the OMP can easily produce physically unrealistic results.

Coupled-Channels (ECIS)

CC calculations are most sensitive to the deformations of collective levels, which can be
adjusted by editing the *-lev.coll file (see Section 3.10.6). Actually, if the collective levels
are selected internally rather than taken from the RIPL library along with the CC optical
model potential, these deformations should be adjusted. The code sets them by default
to the g.s. deformation for the rotational model and to the arbitrarily fixed values for the
vibrational model. These values can only be considered as a first guess. Increasing the
band deformation for the rotational model or dynamic deformations for the vibrational
model results in an increase of the calculated direct cross sections (opposite is true if the
deformations are decreased).

Adding more collective levels to the *-lev.coll file will generally increase the total direct
cross section, and may result in a substantial increase of the cross section to the introduced
levels. Generally, the overall effect is not very significant as high energy levels are usually
only weakly coupled. Substantial increase of the direct cross section, especially for the
highly deformed nuclei, can be achieved by using the CC approach instead of DWBA. As
a rule, CC model should be the preferred choice in such cases.
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Obviously, the cross sections calculated with the CC model are sensitive to the OMP.
The effect might be considerable but is difficult to predict due to the large number of pa-
rameters involved. Generally, deeper imaginary part of the OMP (especially the imaginary
surface component) will result in the higher cross sections.

Multi-step Direct

The microscopic character of the MSD model limits the possibilities of influencing the
results compared with the classical models (such as the exciton model). A certain degree
of flexibility is provided by the pairing gap parameters (GAPP for protons and GAPN for
neutrons). The dependence is non-linear, and it is difficult to predict the impact of any
change. MSD results are slightly more sensitive to the EFIT parameters, which define the
energies of the collective levels to which response functions for different multipolarities are
fitted. Again, due to the non-linearity, the results of the change are hard to predict, the
effect has an oscillating character. However, on average, decreasing the EFIT value for a
given multi-polarity results in an increase in strength for the /-transfer under consideration
and a higher MSD cross section. We stress again that EMPIRE sets EFIT values internally
to the energy of the lowest discrete level which can be coupled to the ground state with
a given [ transfer (except | = 0 transfer for which the self-consistent value is taken by
default). This assignment might be erroneous if there happens to be a non-collective and
low energy level with a suitable spin. In such a case, the EFIT value should be corrected
manually by entering the EFIT keyword with the proper energy of the true collective level.
Modifications in the EFIT values will generally affect the structure observed in the MSD
spectra by shifting maxima to different energies, and the user is advised to try first the
self-consistent values for EFIT before attempting any arbitrary modifications.

Substantial increases in the MSD contribution at forward angles can be obtained by
switching to the compressional form factor for the [ = 0 transfer (COMPFF=1). As already
mentioned before, this option is physically sound and strongly recommended.

The last resource involves multiplying the response function by an arbitrary factor
through the RESNOR, entry. Factors larger than 1 will increase MSD cross sections, and
values smaller than 1 will reduce it. This procedure has no physical meaning and may
eventually lead to the MSD emission being larger than the absorption cross section.

Multi-step Compound

The most significant MSC contribution to the nucleon spectra is located between the
Compound Nucleus (low energies) and the MSD contributions (middle-high energies). MSC
mechanism accounts for about 20-30% of the total emission at incident energies close to 10
MeV and decreases with the increasing incident energy. Therefore, one should not expect
too much from tuning this mechanism. Similarly to MSD, the user’s freedom to modify
MSC is rather limited. The parameters that have the largest effect are as follows:

GDIV Single particle level densities defining particle-hole level densities in MSC set to
A/13 by default. Increasing (decreasing) GDIV will result in a higher (lower)
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MSC cross section. Note that increasing GDIV is justified for nuclei close to
the magic numbers, as their level densities are significantly lower.

TORY Ratio of the cross sections for unlike and like nucleon-nucleon interaction (e.g.,
Onp/Onn)- Can be used for adjusting the relative share between neutron and
proton emission. The default value of 4, as derived from the free nucleon
scattering, is generally accepted, although some doubts have been expressed as
to whether the free scattering value should be applied to the scattering inside
nuclear matter. Increasing (decreasing) this parameters will favor (suppress)
the charge exchange channel.

DIFRA  Ratio of the GDR spreading width to the total GDR width (default: 0.8)
is relevant to ~y-emission only. While there is not much room for increase,
decreasing the ratio will also reduce the already low ~y-emission through the
MSC mechanism.

Exciton model (DEGAS)

The above discussion of the GDIV parameter also applies to the exciton model calcula-
tions in the neutron channel. DEGAS also offers the possibility to vary independently
the single particle level density in the proton channel, which allows modifications to the
neutron/proton emission ratio. By default, both single particle densities are taken to be
equal.

Level densities

The Hauser-Feshbach results are very sensitive to the level densities, and more precisely
to their ratio in the neighboring nuclei. Generally, changing level densities is the most
effective way of adjusting cross sections. As mentioned at the beginning of this Section,
various formulations of the level densities provided in EMPIRE should be considered with
their default parameterization first. Only if this exercise does not produce sensible results
should the user attempt to vary the model parameters. The three recommended and
most accurate models are (i) EMPIRE-specific, (ii) Gilbert-Cameron, and (iii) HF-BCS.
All of them are fitted to match the discrete levels. While the pre-calculated HF-BCS
level densities can not be modified, EMPIRE and Gilbert-Cameron offer more significant
flexibility. First of all, they are affected by the number of discrete levels in the calculations
(it is assumed that cumulative plots had already been checked for consistency using the
FITLEV option). Generally, adopting fewer levels increases the level densities between the
last discrete level and neutron binding energy, and considering more levels tends to decrease
level densities in the same region (see Fig. 4.1 and 4.2). However, this general statement
may not hold in cases with strong irregularities in the cumulative plots. Extending the
discrete level scheme too far involves a risk of including the region with missing levels
which would lead to an unphysical reduction of level densities. The new RIPL-2 library
of discrete levels contains estimates of the completeness of the scheme (N,,,,), which is
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used by EMPIRE as a default. These values have been compared with the EMPIRE level
densities (i) and (ii) and were found to be compatible in about 75% of cases. The user
should decrease N,,,, in the remaining 25%. If this reduction is insufficient the discrete
level region may extend too far. Another extreme involves too few levels, in which there
is a risk of fitting level densities to a bunch of collective levels that are shifted toward
lower energies because of their collective nature. The resulting level densities might be
considerably overestimated.

Changing the level density models and the number of discrete levels may fail, and
the user may be forced to adjust the level density parameters themselves. Depending on
the model there are different possibilities for explicit adjustment of level density parame-
ters. EMPIRE-specific level densities: a-parameter is energy and spin dependent, and can
not be read as a single input entry. However, there is a possibility of applying a factor
(ATTILNO) to the asymptotic value of the a-parameter, which is equivalent to multiplying
each a-parameter (larger a values correspond to larger level densities). There are no other
parameters in the EMPIRE-specific level densities that can be controlled from the input.
The Gilbert-Cameron level densities offer more flexibility: all of the parameters can be
specified in the input file. However, it is a responsibility of the user to ensure that these
parameters are internally consistent (i.e., fulfill matching conditions and fit discrete levels).
A much safer approach involves the introduction of the a-parameter and one other (U, E,,
and T'), and allows the code to take care of the internal consistency. As usual, level densi-
ties increase with a-parameter. The constant temperature component (low energy) of the
level densities increases with decreasing T and F,, and higher values of U, correspond to
higher level densities. Finally, within the Gilbert-Cameron approach coded in EMPIRE,
there are three built in systematics for a, that can be selected with the GCROA keyword:

GCROA = 0 Ignatyuk systematics,
= -1 Arthur systematics,
= -2 Tlijnov systematics (default).

Fission

Fission can be scaled quite effectively with a number of parameters, especially in the HI
induced reactions. The reduced dissipation coefficient 3, is controlled by the keyword
BETAV, and decreases the fission channel when moved further out from the 3.2 value
(corresponding to 3, = 3.2 - 1072 s71), separating the under-damped and over-damped
motion. All remaining input parameters affect directly (e.g., QFIS) or indirectly the height
of the fission barrier, and can be divided into those that control shell correction damping
with spin and temperature and those that modify the fission barrier by adding a Gaussian
centered at a certain spin. All of them are listed below:

QFIS Liquid drop fission barrier multiplier. QFIS>1 decreases fission channel.

SHR/J Shell correction to fission barrier is damped to 1/2 (Eq. 2.152) at the spin
defined by SHRJ. For negative shell corrections, lowering SHRJ will increase
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the fission channel, at least at sufficiently high incident energies. Opposite is
true for positive shell corrections.

SHRD Diffuseness of the shell correction damping (Eq. 2.152). The size and sign of
the effect depend on the actual spin population of the fissioning nucleus.

TEMP0O  Temperature at which temperature-damping of the shell correction (Eq. 2.151)
starts to be effective. Increasing (decreasing) this value will decrease (increase)
fission above the temperature defined as min(TEMPO, 1.65) (1.65 is the default
value) and will have no effect on the fission cross sections at incident energies
corresponding to lower temperatures.

SHRT Multiplier in the exponent of the temperature-damping of the shell correction
(Eq. 2.151). Increasing this parameter will increase fission above the temper-
ature selected with TEMPO (no change below).

DEFGA  Amplitude of the Gaussian term defined by Eq. 2.152. Setting to a positive
value will increase fission barrier and therefore decrease fission channel, but only
if the states with spins within the range defined below by DEFGW and DE-
FGP are populated. On the contrary, a negative value will increase the fission
cross section. The Gaussian term is used to simulate irregularities in the shell
correction related to the incidental bunching or de-bunching of single particle
levels due to the rotation-induced change in nuclear deformation. Generally,
the effect will only be observed in the limited range of incident energies.

DEFGW AlJ; (width in spin) in the Gaussian (term of Eq. 2.152). Increasing DE-
FGW will magnify the effect described above and enlarge the range of incident
energies being affected.

DEFGP  Jg (spin position) of the Gaussian (term Eq. 2.152). The value of DEFGP
defines the mean value of the incident energy range affected by the Gaussian
term, which increases with DEFGP. Setting this parameter above the maximum
spin for nucleus stability reduces or even eliminates the effect.

GDR parameters (v-ray strength functions)

The EMPIRE input file provides the user with a full control of the GDR parameters.
This possibility might be worth trying as the present version of the code makes use of the
built-in systematics by default. This systematic approach is usually reasonable for nuclei
with A>100, but for lighter nuclei the experimental data show less regular behavior. GDR,
widths are particularly widely scattered and their deviation from systematics may reach
3 MeV. Also, peak cross sections for nuclei with A>225 can differ from the systematics
by as much as 100 mb. The experimental values for the GDR, parameters can be found
in RIPL-2. Other multipolarities can also be modified by entering them explicitly in the
input file but their effect on the cross sections is rather small.
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The overall increase of the y-ray strength function can be obtained by increasing the
GDR peak cross sections (CSGDR1 and CSGDR2). Increase of the low energy part of the
strength function (usually most important for the capture cross sections) can be attained
by lowering the positions of the GDR peaks (EGDR1 and EGDR2), especially the lower
one (EGDR1). Another effective method leading to a similar result involves increasing the
GDR widths (again the lower one is more significant). Opposite actions will reduce the
v-ray strength function. If the dynamic option is selected (i.e., GDR parameters depend
on angular momentum and temperature), shifts with respect to the calculated values can
be introduced in place of the explicit values of the parameters. These shifts are coded in
the input file under keywords: GDRWA1, GDRWA2, GDRESH, GDRSPL, GDRST1, and
GDRSTI.

Drastic changes of the default GDR parameters are likely to be unphysical. Thus, the
product of the peak cross section and GDR width is constrained by the sum rule, and users
should ensure that the inputted values respect this limitation.

4.6 Sample inputs

Some typical examples of EMPIRE-II input files are presented below for illustrative pur-
pose only. No attempt was made to ensure that the choice of parameters is suitable for
reproducing the experimental data.

4.6.1 Neutron capture

Input is simplest if all defaults are accepted, and the .inp file consists only of the mandatory
part end two closing records: GO for the optional input, and -1 for the list of incident
energies. Since we are not interested in the production of residues after particle emission
in the case of a capture reaction, the number of particle emissions can be set to 0. This
setting does not mean that all particle channels will be closed, for they will compete with
~v-emission from the Compound Nucleus. However, once the particles are emitted from
the Compound Nucleus, their fate will not be considered any further. Therefore, particle
emission spectra will only arise from the decay of the Compound Nucleus.

The input file contains an incident energy and specification of a target and projectile:

1.9 ; INCIDENT ENERGY (IN LAB)

100. 42. ;TARGET A , Z

1 0. ;PROJECTILE A, Z

0 ;NUMBER OF NEUTRONS TO BE EMITTED

0 ;NUMBER OF PROTONS TO BE EMITTED

0 ;NUMBER OF ALPHAS TO BE EMITTED

0 0. O. ;NUMBER OF L.I. TO BE EMITTED AND ITS A AND Z
GO

This input file can be extended to multiple-energy calculations by including more incident
energies (between GO and -1 record), as in the Section 4.6.3. Also particle channels can
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be easily included by replacing zeros in lines 4 through 7 by the requested number of
emissions. Memory requirements increase rapidly with the number of requested particle
emissions, and the user is advised to avoid asking for residues which can not be reached
with the highest incident energy to be considered in the calculations. As these nuclei
are not populated in the de-excitation chain, they hardly impinged on the CPU time but
occupy the same amount of memory as all the others.

4.6.2 Heavy ion induced reaction

Default input for Heavy Ton calculations is no more complicated than that described above
(the incident neutron is simply replaced by the Heavy Ion). The code will automatically
change the default for calculating the fusion cross section from the optical model to the
simplified Coupled-Channels method (CCFUS [7]). As listed in the example given below,
we present a more complicated input file in which several options are set explicitly in the
input for the *Ca + 2*Cm reaction leading to the super-heavy element Z=116:

240.0 ;INCIDENT ENERGY (IN LAB)

248. 96. ;TARGET A , Z, Spin , parity (integer!!)
48.  20. :PROJECTILE A, Z, SPIN

6 ;NUMBER OF NEUTRONS TO BE EMITTED

0 ;NUMBER OF PROTONS TO BE EMITTED

0 ;NUMBER OF ALPHAS TO BE EMITTED

0 0. 0. ;NUMBER OF LI TO BE EMITTED AND ITS A AND Z
I0UT 3.

NEX 100.

BETAV 8.6

SHRJ 20.

SHRD 3.

NIXSH
LTURBO
DEFPAR
GO

-1.

e

IOUT=3 is used to print more detailed output with respect to the default option. NEX=100
increases the number of energy bins in discretization of the continuum (default is 50). The
viscosity parameter BETAV in the fission channel is set to 8.6 - 1072! s~!. The shell-
correction to the fission barrier is assumed to decrease to half at spin J=20 A, with dif-
fuseness of 3 £, as specified by SHRJ and SHRD, respectively. Nix-Moller shell corrections
are selected [52] with LTURBO is set to 3. This latter option has been used to speed up
the calculations, and is particularly useful for Heavy Ion induced reactions which often
involve high angular momenta. Calculations will be performed for each second spin only,
which should make the study 4 times faster. However, in reality the increased speed of
manipulation is smaller but still sufficient to justify usage of the LTURBO option. If the
number of partial waves is large (say 50) the loss of accuracy introduced by the LTURBO
option is of the order of a few percent . The last parameter DEFPAR (coefficient b in Eq.
2.136) is set to 1, which is actually the default value. The only advantage of specifying
this parameter in the optional input is that the value will be printed at the beginning of
the output, and might turn out to be convenient for tracking different calculations if the
parameter is to be varied.
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4.6.3 MSD+MSC+HHF calculation

The following example illustrates an input file (.inp) that could be used to run first shot
calculations when evaluating '®Mo isotope. All the reactions of the type '®Mo(n, zn yp
za) with =0, 1, 2, y= 0, 1 and 2=0, 1 are considered. The energy range is between
0.1 and 20 MeV. The Multi-step Direct and Multi-step Compound mechanisms are taken
into account. The optical model parameters of Rapaport are selected (note the use of the
positional parameter - 1, which refers to neutrons). The ENDF option is set to allow for
processing the .out file with EMPEND code. The results for the '%Mo(n,2n) Mo reaction
obtained using this input file are shown in Fig. 3.2.

0.1 ; INCIDENT ENERGY (IN LAB)
100. 42. ;TARGET A , Z

1. 0. ;PROJECTILE A, Z
2 ;NUMBER OF NEUTRONS TO BE EMITTED
1 ;NUMBER OF PROTONS TO BE EMITTED
1 ;NUMBER OF ALPHAS TO BE EMITTED
0 0. 0. ;NUMBER OF L.I. TO BE EMITTED AND ITS A AND Z
10UT
LEVDEN
NEX 100.
MSD
MSC
ENDF
OMPOT
G0
0.5

D PR P20 O W

e
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Appendix
Changelog

Changes in version 2.18 with respect to 2.17.1
(Vienna, September 2002)

1.
2.

10.
11.

12.

Bug fixed in reading levels file when preparing collective levels for ECIS (R. Capote).

Bug fixed in reading Coulomb parameters of o.m.p. from the RIPL-2 file (affects
charged particle channels) (R. Capote).

Relativistic correction in tl.f removed (y=1). It is not needed since SCAT2 and ECIS
take care of it (R. Capote).

. Bug in EMPEND, which caused skipping the last but one energy point fixed (A.

Trkov).
EMPEND formats branching ratios in the ENDF file (A. Trkov).

. xterm closes when calculations are done as it was in versions 2.17 and earlier (p.3.iii

below removed) since it was inconvenient for running piece-wise and multiple calcu-
lations (M. Herman).

. gamma-strength function uses a temperature consistent with the current level den-

sities for the final state (not for the initial one as erroneously coded before) (M.
Herman).

Beta version of the new GUI (Xrun.tcl) added (M. Herman).

. Corrected renormalization of the absorption cross section in DEGAS (E. Betak).

Corrected way of restricting exciton configurations used in DEGAS (E. Betak).

Maximum number of excitons used in DEGAS set to 5 (3 configurations) (M. Her-
man).

PLOTC4 updated to produce 7-spectra (continuum contribution from the capture
reaction has not yet been included) (A. Trkov).
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13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Bugs in PLOTC4 fixed. PLOTC4 tested on Linux with g77 and Absoft90 ver. 7.0
compilers and on Ms Windows with Lahey 75 (A. Trkov).

If discrete levels are inconsistent with Gilbert-Cameron level densities and LEVFIT
is non-negative calculations are continued using nuclear temperature taken from the
systematics. Appropriate massage is printed and cumulative plot displayed (without
blocking further calculations) (M. Herman).

Bug in empire-specific level densities at very high energies (close to 200 MeV) when
level density exceeds capacity of the 32-bit word has been fixed by ignoring fit to the
discrete levels (unfortunately in all nuclei) (M. Herman).

File Ko in tl.f is rewound to avoid messages that particular omp is not found in the
local file (M. Herman).

Number of iterations when fitting discrete levels with Gilbert-Cameron level densities
limited to 300 to avoid the possibility of infinite loop (M. Herman).

Z=105 name changed to 'Db’; thanks to Erik Strub for pointing it out (M. Herman).

Problem with the discontinuity of neutron capture cross section when incident energy
becomes lower than the integration bin width has been solved. Capture cross sections,
even at very low energies (<10 keV) can now be calculated even with as few as 50
energy bins (tested on 193-Ir) (M. Herman).

All collective levels are used in ECIS calculations with DIRECT=1,2, even if they
can not be excited because of the too low incident energy. In the previous versions
only open channels were taken into consideration and coupling to the closed ones was
ignored (R. Capote).

Minor corrections of nuclear masses in EMPEND (avoid potentially infinite loop while
the ENDF formatted file is processed by SIXTAB) (A. Trkov).

Thresholds for particle emission channels corrected in EMPEND (A. Trkov).

Discrete level library updated to the RIPL-2 version of September 24, 2002 (M.
Herman).

LSTTAB corrected to allow for plotting spectra at 90° with ZVView (A.Trkov).

Changes in version 2.17.1 with respect to 2.17
(Vienna, April 2002)

1.

Bug in reading RIPL discrete levels fixed by R. Capote.
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2. All scripts modified: (i) all links made symbolic to allow for using network drives, (ii)
./ added in front of calls (thus ./ is no longer needed in the PATH), (iii) xterm remains
open after calculations are completed so that runtime messages can be inspected (M.
Herman).

3. GUI background color changed to gray (M. Herman).

4. guizvv.tcl for graphical comparison of up to three calculations/evaluations (already
present in 2.17) modified (nonstandard Tel/Tk widget replaced) (M. Herman).

Changes in version 2.17 with respect to 2.17beta
(Vienna, February 2002)

1. Bug corrected: adding CN contribution to angular distributions for discrete levels.
Gammas were added to CSAlev(.,.,0) in HFcomp.f with 0 being out of dimension.
Adding of gammas is now blocked. Thanks to V. Plujko for pointing this out.

2. PLOTC4 updated by A. Trkov to produce spectra (including double-differential) for
outgoing protons and alphas. Structure of the PostScript files improved.

3. RIPL files placed in the empire/RIPL-2 directory following RIPL-2 structure and
naming convention (compatibility with the RIPL-2 CD-ROM).

4. Optical model database updated to the preliminary RIPL-2 version.

5. EXFOR library updated to version of 18.05.2001 (NOTE: previous EXFOR database
will NOT work with EMPIRE-2.17 due to a different directory structure).

6. Case specific file with extracted discrete levels (file 14) closed at the end of calcula-
tions.

7. The new script “setup-emp” assists installation procedure and allows to use EXFOR,
library and/or HF-BCS level densities directly from the installation CD-ROM with-
out copying them onto hard disk.

Changes in version 2.17beta with respect to 2.16.2
(Vienna, November 2001)

1. Dispersive optical model potential implemented (SCAT2, ECIS, ORION3) (R. Capote)

2. Optical model database updated to the preliminary version from RIPL2 (including
4 dispersive omp) (R. Capote)

3. Discrete levels database updated to the preliminary version of RIPL2 (R. Capote)
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10.

11.

Number of discrete levels constituting a complete scheme taken from the preliminary
version of RIPL2 (R. Capote)

Elastic is calculated in all cases on the 2.5° grid, while all the rest are on the 10° grid.
Previous inconsistency removed (transfer of elastic when DIRECT >0 was used) (M.
Herman)

. GUI starts with gvim editor selected by default (M. Herman)
. Two compilation warnings in tl.f fixed (M. Herman)

. Cumulative plots of discrete levels created as a PostScript file rather than being

dumped onto the screen. The file is stored as *cum.ps and available through GUI
(M. Herman)

Damping of the rotational level density enhancement below BCS critical energy made
consistent with the one above critical energy. Removes discontinuity at critical energy
for perfectly spherical nuclei (8=0) (M. Herman)

List of warnings available through the GUI (M. Herman)

Tabulated HFBCS levels densities, as provided to RIPL-2 by S. Goriely, included as
additional level density option (M. Herman)

Changes in version 2.16.2 with respect to 2.16
(Vienna, 21 August 2001)

1.

2.

Implementation of the HMS model completed

New version of V. Zerkin viewer (zvv94l.exe) provides eps format and interaction
with plot titles (use A + right shift)

Duplicate use of file 33 removed (36 used in levdens.f)

Changes in version 2.16 with respect to 2.15
(Vienna, July 2001)

1

2

W

EXFOR retrieval using FORTRAN instead of UNIX ’grep’.
Fission barrier set to 1000 MeV for Z<19.
GDR second peak energy set to 0 for spherical nuclei.

Temperature in the generalized Lorentzian protected against 0 excitation energy.
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5. Plotcd.f improved (A. Trkov) to allow for up to 23 data sets to be drawn on a single
plot. Plotc4 input modified to include whole energy range.

6. Orion calculations performed up to 99% of the maximum energy loss (instead of 90%
that cause problems with extrapolation to low outgoing energies).

7. Plotc4.f improved (A. Trkov) to allow for energy spectra and angular distributions
plots.

8. Legend and lsttab added for future improvements but not fully implemented yet.

9. ENDF=2 option added (lumped channel representation MT=10 or 5). SO FAR DDX
ARE NOT SUPPORTED BY EMPEND!!!!

10. Exact treatment of recoil spectra with ENDF=2 option.

11. Call to Monte Carlo preequilibrium model HMS coded by M.B. Chadwick. NO
TRANSFER OF THE RESULTS!!

12. Exciton model code DEGAS implemented by P. Oblozinsky

13. Fixed bug in flux conservation when GST option selected but MSC gamma channel
closed.

14. New version of SCAT?2 introduced by R. Capote

15. Link to ECIS for calculation of the elastic, absorption and cross sections to discrete
collective levels within rotational and vibrational CC model. Includes automatic
selection of collective levels (R. Capote).

16. Link to the omp segment of RIPL introduced by R. Capote. NOTE: change in the
format and name of the local file with internal omp. New name is ¥*omp.int and two
columns are added in definition of om potentials (just before radii). RIPL potentials
are stored in the file *omp.ripl.

17. New version of V. Zerkin viewer (zvv93l.exe)

18. List of RIPL omp added to the GUI under Help menu

19. DWBA option with ECIS added by R. Capote

20. pol20, pol21 and pol22 variables in SCAT?2 initialized with 0.

21. Bug fixed in ACCUMSD when MSD transitions to continuum were energetically
closed (seems to have had no effect on the results).

22. Total cross section added to EXFOR retrieval, and together with fission to the MT

list for ZVView plotting.
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23.

24.

25.
26.

27.

28.
29.

30.

31.

32.

“zvpl” script added for plotting excitation function for any cross section from the
main EMPIRE output (*.1st).

“runpiecewise” script added for running up to 3 different inputs for the same case in
the 3 non-overlapping energy ranges (incident energies inside and among the 3 ranges
must increase monotonically).

Division by 0 in fitting field parameters in MSD tristan.f protected.
GUT modified to include 'zvpl’ script and allow for merging ZVV plots.

Form factor for the 1=0 transitions in MSD controlled from the optional input (de-
fault: standard surface form factor).

Provision for use of combined preequilibrium models in a single run.
“zvcomb” script added to combine various existing ZVView plots.

Utility code manuals and Frequently Asked Questions (FAQ) added to the GUT under
Help menu.

Utility code inputs accessible from the GUI Options menu.

Utility code cdsort added to sort *.c4 file in ascending energy. Actually, disabled
(commented) in run and runk scripts as sorting takes too long for large files.

Changes in version 2.15 with respect to 2.14.1
(Vienna, November 2000)

1.

Adding of plotting of double differential cross sections for neutron production using
PLOTC4 (modified by A. Trkov). This involves modification of EXFOR retrieval
(new REAC\ _SIG.TXT file, changes in the ’sel’ script and input.f), as well as mod-
ifications in the util /x4toc4/reaction file.

. Activated printout of total and shape elastic cross sections, shape elastic angular

distributions, strength functions, and scattering radius from SCAT2.

Minimum T1 set to 1.0E10 to avoid underflow in the calculations. This limit might
be changed in line 761 of tl.f

Changes in version 2.14.1 with respect to 2.14
(Vienna, October 2000)

1.

Bugs fixed:
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a) flux conservation at very low incident energies (in HRT'W),

¢) division by zero 1p0Oh level density in MSC gamma emission,

d) undefined variables in MSC NVWY.f and MSD tristan.f defined (KASE in MSD
orion.f still remains undefined, Z1 and Z2 are not problems since they are un-
used).

)

b) mismatch of elastic channels for negative parity targets (in HRTW),
)
)

2. MATIN1 replaced by MTXINV in MSC gamma emission.
3. VMS specific statements marked with *IF VMS in input.f and io.h

4. Print of C.M. incident energy to standard output added in main.f

Changes in version 2.14 with respect to 2.13
(Vienna, September 2000)

1. Second chance preequilibrium emission applying Chadwick model to the result of the
MSD.

2. Bug fixed in clearing the population of discrete levels when using ENDF option.

w

Bug fixed in writing optical model parameters for the incident channel on the ompar
file.

SHC(2)=SHC(1) bug fixed in main.f

Misprint for 95Zr in data/ldp.dat(7676) fixed by setting the value to 0.
Removed redundant FLOAT in ORION2.

Collective level densities with a=A /LEVDEN used whenever LEVDEN.GT.2.0

Star format for recoil mass replaced by fixed format.

N S A

Alphanumeric branching ratios in orsi.liv replaced by numbers and input.f changed
appropriately (BCDNUM removed).

10. HRTW formulation of the statistical model included (width fluctuation correction).

11. Bug fixed that caused use of Weisskopf estimates for gamma strength at all incident
energies except the first one.

12. Bug removed in passing GDR parameters through input.
13. Zerkin’s zvd plotting capability added (through zvd script and tcl/tk GUT).

14. EXFOR entries for neutron capture coded as SIG,AV (averaged cross sections) in-
cluded in plots.
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Changes in version 2.13 with respect to 2.12.2
(Vienna, March 2000 )

1

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

General cleanup of the FORTRAN source.
New organization of modules that reflects physical contents.
Check whether MSD cross section is not larger than the fusion cross section.

Gamma cascade in the first CN is default if CN excitation energy is below 20 MeV
and can be controlled with GCASC in optional input.

. 1=0 transfer strength in MSD-orion set to the self-consistent value by default (rather

than to GMR energy as before).

Fusion cross sections read from the file name.fus are treated as fusion cross sections
at subsequent 1 values (starting with 1=0) rather than fusion cross sections to a given
spin of CN. Transmission coefficients are calculated from the read values and a proper
angular momentum and parity coupling is performed to obtain Compound Nucleus
spin distribution.

Error removed in BCS blocking in TRISTAN.

BCS blocking in TRISTAN made automatic (no input required).

. pipe.c replaced with coding by Capote.

Automatic retrieval of EXFOR data.

Link to EMPEND to create ENDF formatted file.

Link to X4TOC4 and PLOTCA4 to produce plots at the end of the run.

Fission barriers for Z>102 according to Myers&Swiatecki, Phys. Rev. C60 1999.
FITLEV creates a whole set of cumulative plots without interaction.

Fusion barrier can be read from input (BFUS).

Bass option for fusion disabled.

Distributed fusion barrier mode now relies on the CCFUS fusion barrier.

OMPAR (.omp) file with optical model parameters produced and used for input.
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Appendix
ChangelL.og

Changes in version 2.12.2 with respect to 2.12.1
(Vienna, 11 April 1999)

1. Energy shift used to fit low-energy discrete levels gradually decreased between Ecut
and neutron binding to recover agreement with Dobs.

2. Entire code checked with FTNCHEK and some errors corrected (undefined variables,
unreferenced variables removed).

3. All DO loops given separate endings (END DO, no labels).

4. Entire code consistently indented.

Changes in version 2.12.1 with respect to 2.12
(Vienna, 07 Dec. 1998)

1. Dsource directory added with explicit double precision source (no compiler -r8 option
required).

2. roign.f routine replaced by roemp.f. Fits dynamic level densities (BCS approach
below critical energy) to discrete levels by applying an energy shift. ATTENTION:
these shifts destroy agreement with Dobs at neutron binding.

Changes in version 2.12 with respect to 2.11
(Vienna, 15 Sept. 1998)

1. Error removed in the determination of pairing corrections in readnix.f (for Gilbert-
Cameron).

2. Errors removed in coding of the dynamic level densities.

3. New, EMPIRE-specific systematics of level density parameter a for dynamic level
densities introduced and set as default if dynamic level density chosen. This sys-
tematics fits Ilijnov-Mebel D, using EMPIRE formulae for level densities. If an
experimental value for a given nucleus is present in the [dp.dat file, this value is
adopted. The average normalization factor is calculated from these cases and ap-
plied to those for which there are no experimental data. All nuclei are treated as
deformed as far as collective enhancement is concerned. Damping of the collective
effects has been temporarily removed, i.e. level densities are calculated by means of
an adiabatic approach.
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