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Ovetrview

1. Designing effective visualizations

2. Visualization design basics
2.1 Requirement analysis
2.2 Visual perception and cognitive processing
2.3 Visual mappings (slide 51)

2.4 Interaction design Schedule
5/17,15:30-16:30
3. Visualization of 5/18, 15:30-16:30

3.1 Small networks 5/19, 17:00-20:00
Hands-on visualization design

3.2 Medium size networks
Hands-on visualization design
3.3 Large networks

4. Challenges and opportunities

Nemork Visnalization, Katy Borner, Indiana University
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Preview: Hands-on visualization design

Datasets & tasks
(I) Network of highly frequent and bursty words in PNAS

ajek newinput.txt

iv.slis.indiana.edu/Im

(IT) Network of papers that follow up on Milgram’s 76 work.

ella.slis.indiana.edu/~katy/outgoing

Programs

» IVCand Pajek for word c-occurrence network

» HistCite for papet citation network

»  Pajek and VxInsight for research collaboration network

Nemork Visnalization, Katy Borner, Indiana University 3

- 1. Designing effective visualizations
o S

"The success of a visualization is based on deep
knowledge and care abont the substance, and the

quality, relevance and integrity of the content."

(Tufte, 1983)
Principle of Graphical Excellence

» Well-designed presentation of interesting data: substance, statistics, design.
» Complex ideas communicated with clarity, precision, and efficiency.

» Conveying the most knowledge in the shortest time with the least ink in the smallest
space.

» It requires telling the truth about the data.

» Itis neatly always multivatiate.

(Tufre, 1983)

Nemork Visnalization, Katy Borner, Indiana University 4
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Five Principles in the Theory of Graphic Display
» Above all else show the data.

» Maximize the data-ink ratio, within reason.

» FErase non-data ink, within reason.

» Erase redundant data-ink.

» Revise and edit.

Visualizations should strive towards the following goals
» Focus on content of data not the visualization technique.
» Strive for integrity.

» Utilize classic designs and concepts proven by time.
» Comparative rather than descriptive visualizations.
» High resolution.

(Tufte, 1983)

w

Network Visualization, Katy Birner, Indiana University
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Aesthetics

»  Propetly choose format and design

»  Use wotds, numbers, drawings in close proximity

Use lines of different weights as an attractive and compact way to display data.
Reflect a balance, a proportion, a sense of relevant scale.

Display an accessible complexity of detail.

Let the graphics tell a story about the data.

Avoid content-free decoration.

VVVVYVY

Make use of symmetry to add beauty (although someone once said that "all true beauty
requires some degree of asymmetry").

\4

Draw graphics an a professional manner, with the technical details of production down
with care.

(Tufte, 1983)

Network Visualization, Katy Birner, Indiana University 6
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Labehng
Words spelled out.

Y

\4

Words run left to right.

\4

Little messages explain data.

\4

Labels on the graphic; no legend needed.

\4

Graphic provokes curiosity.

Blue contrasted with others.

\4

\4

Clear, precise, modest type.

\4

Type is mixed case, with serifs

(Tufte, 1983)

Network Visualization, Katy Birner, Indiana University 7

Food Webs

Food Web of Smallmouth Bass
Leech Little Rock Lake (Cannibal)
L ]

1st Tropic Level .-—-V.
Mostly Phytoplankton 2nd Trophic Level
Many Zooplankton
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The Dow Jones Travel Index
Lowest Round-Trip Airfares Next Week
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General Philosophy for Increasing Data Comprehension

» High density is good: the human eye/brain can select, filter, edit, group, structure,
highlight, focus, blend, outline, cluster, itemize, winnow, sort, abstract, smooth, isolate,
idealize, summarize, etc. Give people the data so they can exercise their full powers —
don't limit them.

» Clutter/confusion are failures of design and not complexity.

» Information consists of differences that make a difference: "hide" that data which does
not make a difference in what you are trying to depict.

» In showing parallels, only the relevant differences should appear.

» Value and power of parallelism: once you have seen one element all the others are
accessible.

» Separate figure and background (for example, a blurry background often brings the
foreground into sharper focus), layering & separation, use of white space.

» Graphics should emphasize the horizontal direction.

(Tufte, 1983)

Nemork Visnalization, Katy Borner, Indiana University 12
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Compare and Contrast

Yook, Jeong, & Barabasi, 2001
Router | i B 5 b Geographic distribution of Internet routers

density | it e (top) vs. global distribution of population
) (bottom).

Population |
density

George Chaplin
Map of human skin colors based on

global ultraviolet radiation intensity and
precipitation levels.

Map Attribute Overlays

K. Borner
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How to achieve excellence?
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Designing good visualizations requires a deep understanding of
» Users, their data, and their tasks. HCI

» Available hardware (displays, interaction technology) & software (applicability, scalability,
etc.) CG, IV, UID

Human perception and cognition. Psychology
(Artistic) Visual representation criteria. Arts
Usability studies and evaluation. HCI

Work domain analysis. HCI

VvV V Vv

Nemork Visnalization, Katy Borner, Indiana University 16
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? 2. Visualization design basics
gl &

2.1 Requirement analysis — What users really want
2.2 Visual perception and cognitive processing — The only constant in this job
2.3 Visual mappings — How to visually encode what information

2.4 Interaction design — How do show all data using a limited number of pixels

Nemork Visnalization, Katy Borner, Indiana University 17

o g 2.1 Requirement analysis

First, you need to define your users and their tasks.

Then you can select appropriate datasets, algorithms, visualization metaphors.

Acquire info on users and their tasks using
» Interviews

» Questionnaires

» Observation

» Document analysis

Nemork Visnalization, Katy Borner, Indiana University 18
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3 Defining your users and their tasks

» Who ate your users (profession, location, gender, age, or lifestyle preferences)? Thete might be
different user groups.

>  What s their level of technical & subject expertise? Visual language used has to match the user's
understanding of its function and /or content.

» Do users have information preferences? Which pieces of information do users want first, second,
third, and so on?

» What are the user's information needs/tasks? Describe scenarios of use, or those situations or
circumstances under which the IV may be used.

> What s their conceptualization of their tasks?

> What do your usets need to understand, discover and communicate, etc. and at what point in time?

> When do they get promoted/fired?

» What is the visualization context? Desctibe your users' physical and social envitonments. Note any
environmental challenges such as poor lighting or noise, and any technical challenges such as screen
size and number of colors. Determine what hardware and browser software, monitors and screen
resolutions your audience uses. In which work context will the IV be used?

Network Visualization, Katy Birner, Indiana University 19

- Task analysis
o N

Existing System
» What problems exist with the cutrent interfaces (tasks, information objects, actions)?
Prepare scenarios for each problem (use user terms not machine terms).

>
» Which problems ate significant? Rank problems.
» How do users judge the result of their work?

>

How is the system embedded in the work context?

New System

» Research how the potential users curtently do their work.

» Determine a set of goals belonging to the target user through observation and interviews.
» Determine set of tasks that support these goals. Draw a diagtam of the workflow.
'

Prioritize tasks based on criteria such as the importance of the goal to the organization
and the frequency of task performance.

Network Visualization, Katy Birner, Indiana University 20
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3 General tasks

Should visualization help to identify
» 'Trends in the data.

» Outliers.

> Jumps in the data (gaps).

» Maxima and minima like largest, smallest, most recent, oldest, etc.
» Boundaries (not the same as maxima ot jumps).

» Clusters in the data.

» Structure in heterogeneous information.

>

A particular item of interest within the context of an enormous amount of contextual
data.

Each of these tasks requires a different visualization design!

Network Visualization, Katy Birner, Indiana University 21

2%

In the context of network visualizations

What data entities should be represented as nodes?
What nodes are important?
What relationships are important and should be represented as edges?

What node/edge attributes ate important and need to be encoded?

YV V V V

What subset of nodes, edges, subgraphs need to be labeled and how?

\4

Is there a temporal, geospatial, or semantic substrate that should augment the layout of
nodes?

» Are there any existing metaphors that can guide the visual

encoding of nodes, edges, and their attributes?

» How large is the network? What data can be omitted to provide users with a meaningful
overview of the dataset?

Network Visualization, Katy Birner, Indiana University 22
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o . 2.2 Visual perception and cognitive processing
o S

Our visual perception and cognitive processing (and body) are optimized for
» Finding food and prey in natural habitats.
» Mating.

» Avoiding and/or escaping predators.

It is not optimized for extended keyboard,

mouse, and screen usage.

Nemork Visnalization, Katy Borner, Indiana University 23
ey ;
b e Human visual information processing
g [
Stage
Stage 1:
Parallel processing to o
. 1
extract low level properties g e
1% £t identification,

of the visual scene. LE:

. Long-term storage,

. memory of obects,

" scenes, efc

Figure 1.711 chematic diagram presents an ov y of a two-stag:
N . . of human visual information pre q
» Rapid parallel processing.
» Extractions of features, otientation, colot, texture, and movement patterns.
» Transitory nature of information, which is briefly held in an iconic store.
» Bottom-up, data-dtiven model of processing.
24

Nemork Visnalization, Katy Borner, Indiana University
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Figure 1313 New
In

iris

retina

lens
cornea

‘}’( light
pupil

Stage 2: fovea. {

Sequential goal-directed processing.

ciliary

. los Queous
optic _ muscles “{imor
erve vitreous
humor
» Slow setial processing.
» Involvement of both working memory and long-term memoty.
» Mote emphasis on arbitrary aspects of symbols.
» Top-down processing.
» Different pathways for object recognition and visually guided motion.
Network Visualization, Katy Birner, Indiana University 26
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Receptors

» 100 million rods - extremely sensitive to low light levels.

» 6 million cones - sensitive under normal working levels.

» Netve cells situated eatly

in the visual pathway do not 5t b
. s \
respond to absolute signals P g N
. . ’ Fovea gpop N\
but space and time differences. ¥ | N
o4
. E 150,000
» Later stages take into account E Rods
. . 2 100,000
position of light, shadows, B ‘=000 &
. . . 8 X ones
orientation of an object. T 10—
& 80 60 40 20 O 20 40 60 80

Visual Angle (degrees from fovea)

Figure 1.3.9 Distribution of rods (solid curve and cones
shaded region) in the human retina. Notice that the fovea is
populated almost exclusively by cones and that rads are muc h
maore plentiful than cones in the periphery.
Network Visualization, Katy Birner, Indiana University 27
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» 5-10% of people ate color blind to some degtee (ted-green is the most common type
followed by blue-yellow, which usually includes blue-green). Mostly men (10%) are color
blind. Female 1%.

»  Many people never find out that they are color blind.

» Color does not help to determine the layout of objects in space, how they ate moving, or
what their shapes are.

Nemork Visnalization, Katy Borner, Indiana University 29

The individual with normal color vision will see a 5 revealed in the dot pattern.
An individual with Red/Green (the most common) color blindness will see a 2 revealed in
the dots.

bttp:/ | www.visibone.com/ colorblind,

Network Visualization, Katy Birner, Indiana University 30
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Protanope

(one out of 100 males, red weakness)

Deuteranope Tritanope

(five out of 100 males, green weak) (blue weak)

http:/ [ colorvisiontesting.com,

Nemork Visnalization, Katy Borner, Indiana University 31

:"?&j E}:’é . Color does help

Break camouflage.
It tells us about material properties (condition of food, tools).

Layering with colors is often effective.

YV V V V

Color grids are a form of layer which provides context but which should be unobtrusive
and muted.

Y

Pure bright colors should be reserved for small highlight areas and almost never used as
backgrounds.

Y

Colors can be used as labels, as measures, and to imitate reality (e.g., blue lakes in maps).

» Note that surrounding colors can make two different colors look alike, and two similar
colors look very different.

> Subtle shades of color ot gray scale are best if they ate delimited with fine contout lines.

Nemork Visnalization, Katy Borner, Indiana University 32
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NG ;£ ol <3 Hue, Saturation, and Brightness

e
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Hue Changes

Hue (tint) is most closely related —
to the wavelength of the stimulus. -

Saturation is related to how much

white content is in the stimulus. Saturation Changes
Monochromatic hues are very highly

saturated. The least saturated color is

white.

) . Brightness Changes
Brightness (luminance) relates to the
amount of light coming from a source _
or being reflected from an object.

(Sonrce: bttp:/ [ www.yorkn.ca/ eye/ glossary.bim)

Nemork Visnalization, Katy Borner, Indiana University
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ss cultural color naming

;

r
T e A5 o
—

-~

)

o

Colors like red, green, yellow, and blue are most valuable in coding data.

— 5| pink
bilue brown purple =
| orange
o gray

Figure 4.11 This is the order of appearance of color names in languages
around the world, according to the research of Berlin and Kay
(1969). The order is fixed, with the exception that sometimes
yellow is present before green and sometimes the reverse is
the case.

People are excellent in generating pure yellow (2nm accuracy).

Most people see unique green at 514 nm, a third sees it at 525 nm.

Unique hues do not change with different overall luminance levels.

This supports that chromatic perception and luminance perception are independent.

Nemork Visnalization, Katy Borner, Indiana University
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Chromatic Abberation

> Different wavelengths of light are focused at different distances within the eye. Short-
wavelength blue is refracted more than long-wavelength red light.

> Blue text on black background can be almost unreadable if there is white or red text
nearby to attract focusing mechanism.

Demo

» Chromostereopsis - for most people red advances, blue recedes. 30% see reverse, 10% see
both colors in same plane.

Network Visualization, Katy Birner, Indiana University 35
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ol N Edge enhancement

Cornsweet effect (Cornsweet, 1970)

Two areas that have the same lightness can be made to look different by having an edge
between them that shades of gradually the two sides.

Technique can be used to adjust the background of a sophisticated data visualization to

enhance key parts of the image.

Nemork Visnalization, Katy Borner, Indiana University
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Georges Seurat. Bathing at Asnieres, 1883-84
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= Color opponent theory

» Cone signals are transformed by neural mechanisms into three colot opponent channels: a
luminance black-white and two color red-green, and yellow-blue channels.

» Luminance channel dominates our petception of shape, space, and motion. Good
luminance contrast in image is essential to perceive shape, space, and motion, especially
when interpreting detailed information, small text, etc.

» Chromatic channels have much lower spatial tesolution - tell us about sutfaces of objects.

Network Visualization, Katy Birner, Indiana University 39

2%

Think of color as attribute not as primary characteristic.
» Colot is excellent for labeling and categorization.
(However, only small number of colors can be used effectively.

» Simultaneous contrast with background colots can dramatically alter colot appearance,
making color look like another.

» Never use just chromatic differences. Always have a significant luminance difference in
addition to color difference.

» Poor for displaying shape, detail or space.

» High saturation colors should be used for labeling small objects.

» Low saturation colors should be used for labeling large areas.

Network Visualization, Katy Birner, Indiana University 40
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3 Iconic buffer
o N

Is a short lived visual buffer that holds images for a second or two while we read symbols
into short term memory.

Capacity of 7 items because of image decay, reading rate from iconic buffer, capacity of
short-tem working memory.

Experiment: How many of the objects can you remember after a glimpse of one-tenth of a
second long?

Nemork Visnalization, Katy Borner, Indiana University
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¢ 7 Pre-attentive processing

Tasks can be performed on large multi-element displays in less than

200-250 msec. (Eye movements take at least 200 msec to initiate)

Count the 4’s in the table.

12342564738290298376534267389
48732652431452637849409837362
52435747584737236254647844894

12342564738290298376534267389
48732652431452637849409837362
52435747584737236254647844894

Lightness is pre-attentively processed.

Nemork Visnalization, Katy Borner, Indiana University 43
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As well as ...

Form

» Line orientation
» Line length

» Line width

Color
» Hue

> Intensity

Spatial position
» 2D position

Curvature Spatial grouping
Size Added marks

Line collinearity Numerosity

Motion
- Flicker/blinking

- Detection of motion

» Stereoscopic depth

» Convex/concave shape from shading

Nemork Visnalization, Katy Borner, Indiana University 44
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Orientation Curved/straight Shape
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Properties of sensory and arbitrary representations

Sensory representations

» Understanding without training (visual system is build to petceive shapes of 3D surfaces).
> Resistance to instructional bias (illusions).

» Sensory immediacy - hard wired and fast info processing.

» Cross cultural validity.

LT AR e ¢ Xo¢ 6% 4 < O 00Q0Y
T A a0
Example: Segmentation 1I 1{.11 T .L -L .I.«.(f/;;( {(<< LIP2% <¢<Q0 OO
. T J_ A *Q'Q KK KKL<O0 o.8J¢
of the visual world. s 'Tl' .t'_til {,"f «< ¢ < OO OC
oS {¢¢ X
"‘f ”i « 3’«‘:‘((«((( s <c?oo =
TI’TTT 200388656200
rTTrT TTT71111111 'lll)’ 3 AP35 ,<<<<O @) OCSJ
Figure 1.8 Five regions of texture. Some are easier to visually distinguish
than others. Adapted from Beck (1966).
Network Visualization, Katy Birner, Indiana University 46
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Arbitrary representations
» Arbitrary conventional representations.
» Hard to learn (alphabet, to read and to write).

Easy to forget.

>
» Embedded in culture and applications (green=dead, red=luck/good fortune in China).
» Formally powetful (mathematic notations).

>

Capable of rapid change.

Network Visualization, Katy Birner, Indiana University 47

P e

Eye movements

» Saccadic movements: Eye makes 2-5 jetky
movements, called saccades, per second.
Dwell period is generally between 200 and
600 msec. Saccade takes 20-100 msec.
Peak velocity of a saccade can be 900 deg/sec (Hallett, 1986; Batfield et al., 1995).

All men are mortal. Socrates is a man.

» Smooth-pursuit movements: Track moving object in visual field.

» Convergent movements: Saccadic or smooth eye movements when objects move away ot
towards us.

Be aware of saccadic suppression: Certain kinds of events can be

missed when they occur while eyes are moving,

Network Visualization, Katy Birner, Indiana University 48
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Gestalt laws ' |
A.._ ® ® 8 ® ® @& @ | NoGrouping

B | se ee oo oe Proximity

[ |_. L] e o | Similarity of Golor
Gestalt School of Psychology pfF e E 9e S | Sowyeamn
was founded 1912 by Max E - ] = -__l_l_j Similarity of Orientation

Westheimer, Kert Koffka, " 3

; ]
and Wolfgang Kohler to F|: : el ol R S

3 B

investigate the way we

R

Symmetry Parallelism
Gestalt = pattern in German : T —
I DC d EXE
Continuity Closure
Figure 6.1.2 Classical principles of grouping. Gestalt psychol-
wgists identibied many different factors that govern which visual
clements are perceived as going together in larger groups. (Sce

text for details

25 o

Priming effects

... occur even if information is not consciously perceived.
(Example: smiling face proceeds ambiguous face)
Might be useful in helping people search for particular patterns in data.

Prior exposure increases retrieval accuracy -> Provide sample images of the kind of pattern
being looked for. Repeat samples at frequent intervals during search process.

(Example: Collecting mushrooms)

Nemork Visnalization, Katy Borner, Indiana University 50
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Brain is powerful pattern matching engine.

Vv V Vv

\4

Gestalt laws of pattern perception important for visual design.

Y

Patterns of moving points can be perceived easily and rapidly.

Y

Effective use of motion is suggested as fertile area for investigation.

Network Visualization, Katy Birner, Indiana University

Structures, groups, trends can be discovered among hundreds of data values.

Brain is especially good in discovering linear features and distinct objects.

g 2.3 Visual mappings

» Visual layers

» Visual gtammar of diagram/map elements.
» Images and words.

» The importance of reference systems.

» Using appropriate metaphorts.

Network Visualization, Katy Birner, Indiana University

What helps people to understand and navigate abstract, alien information spaces?

K. Borner
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- sialiihe Visual layers

Browser Icons Categories Rating

Nemork Visnalization, Katy Borner, Indiana University 53
-t Visual grammar of diagram elements
X A
f;% -
Graphical Cote Visusl nstantiation Semantics
1. Cloed contens o Entity, object, note
| 2. Shape of chased region 2 o Entity rype
3. Colcr of enchoned region oCe Enity type
4. Siem of enchosnd region Exmity value
0@ i
Ersity pasttions are
crealed, o.g. Treohtaps
Contaned entities
A sequence
Resationitip brtmeen
erities
10. Linking e ity Type of relationship
et mnites.
11, Linking- e thicke Strengsh of resationtup
Eesvree enites
12. Tab connector BE] At batween companents
13, Prowbity, . 32 Croups of comgonents
Figure 6.29  The visual grammar of diagram elerments (nade-ink
dingrams),
Nemork Visnalization, Katy Borner, Indiana University 54

K. Borner
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Graphical Code Vil Instantistion Semantics

Nemork Visnalization, Katy Borner, Indiana University 55
- Visual grammar of map elements
Visual ==
Geographic region
Geographic region
4. Line.
5. Do &
6. Dc
-
>
=
9. Line exits clo
Figure 6.30
56

Nemork Visnalization, Katy Borner, Indiana University

K. Borner
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Graphical Code Visual Instantiation Semantics
1. Closed contoy eographic region
2. Colored region Grographic region
3, Textured region Geagraphic region.
4. Ling,
Dot =
& Doton
-
7. Dot d .
.
B, Line s Closed s =
COntour region \\
Y. Line esots closed-contour
region R
10. Owveriay “.‘
-

regions

Nemork Visnalization, Katy Borner, Indiana University

Images and words

» Words (mathematical symbols, natural language, music) are better for representing

procedural information, logical conditions, abstract verbal concepts (freedom).

detail.

'Sorting out Sorting’, disassembly).

Nemork Visnalization, Katy Borner, Indiana University

» Images (graphics, abstract & figurative imagery) are better for spatial structures, location,

» Animation brings graphics closer to words in expressive capacity (pushing, causality,

29
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Images and words can be linked via
» Proximity

» Continuity/connectedness

» Common region

Combinations thereof

Rules of thumb to integrate words and images:
» In written text - give text first then link to image.
» Highlight relevant part of info just before the start of relevant speech segment.

» Move viewpoint in visualization to draw attention to different features. Cinematography:
Static scenes 'go dead' visually after a few glances.

Nemork Visnalization, Katy Borner, Indiana University 59

T gﬁ S Cognitive map development or the importance of landmarks

24 &
=5 B

Lynch’s Types Examples Functions
Paths Street, canal, transit line Channel for navigator
movement
Edges Fence, riverbank Indicates district limits
| Districts Neighborhood Reference region
Nodes Town square, public Focal point for travel
building
Landmarks Statue Reference point into which
we cannot enter

Figure 10.6 The functions of different kinds of landmarks in a virtual
environment. Adapted from Vinson (1999).
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» Landmark knowledge is the basis of a cognitive map.

» Navigational/wayfinding knowledge starts with highly salient visual landmarks. Locations
in the environment are associated with reference to these landmarks.

» Route knowledge uses landmark knowledge to make decisions when to take turns. It does
not provide info on how to optimize a route.

> Sutvey knowledge completes a cognitive map. Intensive use of maps increases survey
knowledge in relatively short time (LLokuge et al., 1996).

Three major paradigms (Dourish and Chalmers, 1994)
» Spatial navigation: mimics our expetiences in physical world
» Semantic navigation: driven by semantic relationships ot undetlying logic.

» Social navigation: takes advantage of the behavior of like-minded people.

Network Visualization, Katy Birner, Indiana University 61
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Navigation/Wayfinding aids

» Provide overview maps if space is large

Track-up display (fewer errors) (Eley, 1988)

North-up display - provides common frame of reference for communication
» Indicate user location and direction of view in map.
» Provide imagery of key landmarks.

> Vetbal or written set of procedural instructions enhanced with landmark imagery can be
more useful than map.

> Sparsely populate with discrete but separately identifiable objects-there must be enough
landmarks that several are always visible at any instant.

Network Visualization, Katy Birner, Indiana University 62
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Implications for map design

» Provide overview maps if space is large
Track-up display (fewer errors) (Eley, 1988)
North-up display - provides common frame of reference for communication
» Indicate user location and direction of view in map.
» Provide imagery of key landmarks.
» Vetbal or written set of procedural instructions enhanced with landmark imagery can be
more useful than map.
> Sparsely populate with discrete but separately identifiable objects-there must be enough
landmarks that several are always visible at any instant.
» Strong visual cues indicating paths and regions can help users to understand structure of a
space (Darken & Sibert, 1996). Borders, boundaries and gridlines significantly improves
navigation performance (Darken & Silbert, CHI 96).

» People like to point and talk when discussing maps. (Oviatt et al., 1997) — Provide
opportunities to talk.

Nemork Visnalization, Katy Borner, Indiana University 63

Reference systems & base maps

K. Borner
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Base map distortion

2004 Presidential Election Results by County

wquiat el rves for v fnnef aren

Gastner, Shalr lewman, 2004

@ mnge ¥ 9y
Metaphors that help ‘spatialize’ abstract spaces

! 1 ﬂr:’;ﬁ_}iq
gl ey
g 1t e T
%ow [ e e
L
L e e W7l
l’ r
o e b

Lareus Lergm o stay = |[Fus inilve Resp

=] Loaten
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’ S_‘: f‘i‘f e Composing the final visualization

(Distorted) Base map
2. Information ovetlay
3. Labels

4. Legend design
Title
Short explanation of unique features (if space permits)
All visual encodings (i.c., what do nodes, edges, colors, etc. represent?)

Credibility: Name of map maker, information on dataset, dataset preparation, date.

Network Visualization, Katy Birner, Indiana University 67
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2.4 Interaction design

Principles of interaction design

» Mapping between data and their visual representation should be fluid and dynamic. ->
Principle of transparency - 'the tools itself disappear' (Rutkowsky, 1982).

» User obtains illusion of direct control.

Provide visual feedback within 1/10 seconds (Shneiderman, 1987).

» Object constancy - use animation
between displays instead of jumps. ((\p“""

Anxiety f

w

Q

o

=

2

©

=

(]
Boredom

Skills

Jip:/ ] fip.cs.umd.edu) pub/ heiFigure 1: Balancing challenge and skills is key to flow
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’ -;\25 gl e Ways to decrease information density

e

3

v

Generalization of Line Features
Change of line
features using elementary

geometric operations

(Sonrce: Mark Monmonier, H. .
De Blij (1996) How to Lie With
Maps. University of Chicago
Press.)

Nemork Visnalization, Katy Borner, Indiana University

Seldection
-

Simplificatian

Displacement

NS N

Smoothing

Enhamcement

~—" VNS

FIGURE 3.1, Elementary geomeiric operations in the generalization of line

But: Don’t Lie With Maps

Helter, Skelter & Northern
Railway

Route of the Flying Squireel

Khan Junction

L Pas
N

/

T
|
|
!
|'l
P4
‘i.'?/'
.
P
Bowie *F‘i‘!l'r Yalley Ehan Junction
o b 8
Silliman + @Omwinburg
£ P R
o - T o
™ -:1..;--‘) \0’.; u -.f:'q_?,:_ ‘I
Paris -
e MAP OF THE
Hislter m—— = .
- = Helter, Skelter & Northern Railway

FIGURE 5.0 Advertising and timetable map of the Helter, Skelter and
Northern Railway

Nemork Visnalization, Katy Borner, Indiana University

FIGUKRE 5.1, Engineering department’s map of the Helter, Skelter and
Morthern Railway

(Sonrce: Mark Monmonier, H. |. De Blij (1996) How to Lie With Maps. University of Chicago Press.)
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’ {;5: S Alternative: Concrete Maps vs. Informative Maps

Za -

e
-~

Nemork Visnalization, Katy Borner, Indiana University

Summary

»  Bandwidth from computer to human is much higher than other way round.

»  Design cognitive support systems that are semiautomatic, requiring occasional steering
from users in desired direction.

»  Use high bandwidth visualization channel to deliver results.
Attention is captured by motion!
Curiosity is an important aspect that can be supported in an interface that allows for

discoverability of function. This is often suppressed in systems because of the fear of

irrevocably screwing up. Systems should implement universal undo.
(Source: Robertson, Info Vis 1998)

Nemork Visnalization, Katy Borner, Indiana University
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3. Visualization of Networks

3.0 Networks and their representations
3.1 Small networks

3.2 Medium size networks
3.3 Large networks

Network Visualization, Katy Birner, Indiana University
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o

3.0 Networks and their representations

Trees vs. graphs

Directed vs. undirected

Weighted vs. unweighted

One vs. multiple node & edge types

Y V V VYV V

Network type (random, small world,

scale free, hierarchical networks)

\4

Additional node and edge attributes

General visualization objectives:

/ designated root node

/- _

™~

leaf nodes

parent of A

sibling of A

leaf nodes

» Representing structural information & content information

» Efficient space utilization

» Easy comprehension

» Esthetics

» Supportt of interactive exploration

Network Visualization, Katy Birner, Indiana University
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Symmetric.

\4

Evenly distributed nodes.

\4

Uniform edge lengths.

\4

Minimized edge crossings.

\4

Orthogonal drawings.

\4

Minimize area / bends / slopes / angles

Optimization criteria may be relaxed to speed up layout process.

(Sonrce: Fruchterman & R. alg p. 76, see Table & discussion Hearst, p 88)

Nemork Visnalization, Katy Borner, Indiana University

b

= < General network representations
gt B
e N
Matrices Structure Plots
Equivalenced
1 o ] 6 o i
o 10.5 o o o representauon
a [u] .015 [u] [u]
o 250.5 o —-280 33.32 OfUS POWCI'
= o 0 o 12 network

Lists of nodes & links

*ertices 3
1"Doc1"0.00.00.0ic Green be Brown

2"Doc2"0.00.00.0ic Green bc Brown ;o

3 "Doc3" 0.00.000ic Green be Brown

*Arcs [
123 ¢ Green = I
235 c Black o -,
"Edges / .
134 c Green -

When to use what kind of representation?

Nemork Visnalization, Katy Borner, Indiana University

76

38



L697: Information Visualization

e 3.1 Small networks

> Up to 100 nodes

» All nodes and edges and most of their attributes can be shown.

General mappings for
nodes

» # -> (area) size

\4

Intensity (secondary value) -> color

» Type -> shape

edges
» # -> thickness

Intensity, age, etc. -> color

\4

» Type -> style

Nemork Visnalization, Katy Borner, Indiana University
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Tree visualization: Traditional methods

S5H Secure Shell

Eile Edit ¥ew Window Help
H SR M2 280 # S0 % @
1 Quick Connect | Profiles
Biuniverse.slis.indiana.edu: ed IVC s
Biuniverse.slis.indiana.edu: ls
config.ini error.log. lck menu. ini user. log
error. log ive.jar plugins user.log. 1l
error.log.l lib gampledata user.log.l. lck
error.log.l.lck license skins uzer.log. 1ck
Biuniverse.slis.indiana. edu: I
v
(Connected ko iuni S5HZ - aes128-cbe - hmac-mdS - none | 67x7 i EI Z
Address Ci\Documents and Settingsikaty . ADS|DeskkoptIve|
: A Mame Size
File and Folder Tasks & b
= : Chilicense
Em Rename this file Saplugins
S Mave this File

Iysampledata

) Copy this file
&N Publish this file to the 1KB
ek 1KE

() E-mail this file i

W Delete this file 0 KB
OkKB

7 KB

Other Places 2 KB
(@ Desktop o
i 2KB

53 My Documents e
% My Computer user log.lck 0KB

&) My Metwark Places

Type
File Folder

File Folder

File Folder

Filz Folder

File Folder
Configuration Settings
Text Document
SEUFFIE Compressed..,,
LCK File

LCK File:

Executable Jar File
Configuration Settings
Texk Document
SEUFFTE Compressed...
LEK File

LCK File:

= =

Date Modified
2{23(2005 10:40 AM
2{23(2005 10:40 AM
2{23(2005 10:40 AM
2J23j2005 10:40 AM
2{23(2005 10:40 AM
3{10f2005 6:30 PM
3{4/2005 4:30 PM
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3{/2005 5:57 PM
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Nemork Visnalization, Katy Borner, Indiana University

78

K. Borner

39



L697: Information Visualization

K. Borner

’ _ﬁ ;;gé“‘i!‘ﬁ Tree layouts

Nemork Visnalization, Katy Borner, Indiana University
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"l%%?f A5 Hand

- s-on visualization design
o SO
Zab -

Datasets & tasks
(I) Network of highly frequent and bursty words in PNAS

iv.slis.indiana.edu/Im

ajek newinput.txt
(IT) Network of papers that follow up on Milgram’s 76 work.

ella.slis.indiana.edu/~katy/outgoing

Programs

» Pajek and IVC for word c-occurrence network

» HistCite for papet citation network

»  Pajek and VxInsight for research collaboration network

Nemork Visnalization, Katy Borner, Indiana University
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«\A%?f%‘g Pajek 1.05

= = /

Available at http://vlado.fmf.uni-lj.si/pub/networks/pajek

Pajek Reference Manual

1

hierarchy

global

reduction

cut-out context

http://vlado.fmfiuni-lj.si/pub/networks/pajek/doc/PajekMan.pdf

Figure 2: Approaches to deal with large networks Figure 16: Example picture
7 Colors in Pajek
Creenelow Fuchsia JungleGreen
Goldenrod 1 Thistle ] aGreen
Dandelion [ orehid ] ForestGreen
Apricat B DarkOrchid T FineGraen
Peach B Purple [ 1 timeGreen
Welon B Fum [ velowcreen
YellowOranae N vicist [ ] springGreen
] ocrange N RovalPurple N ciiveCreen
[ 1 surmomnge I :rueviclet N Rovsienna
I Gitersweet ] Periwinkle | R
B Redorange T cadetgue I o
I 11anoaany [ ] comflowerBlue L 1 1an
N arcon I MidnichiBlue ] Gray
I GrickRed N HawElue | EEE
N Red | RovalBiue Wwhite
B crangered I - Lighty ellow
T RubineRed [ 1 cerulean LightCyan
T wildstrawberry Cyan Lighthagenta
[ ] samon ProcessBlue LightPurple
[ 1 camationPink SkyBlue LightGreen
I wagenta Turquoise LightOrange
] vicletRed TealBlue Canary
[ 1 Rhodamine Aquamarine LFadedSreen
B wuberry BlueGreen Pirk
| [ 1 Emerad LskyBlue
L1 L | ocaye Grayls
1 1 crayes Gray3o
| — L | cawo L ] caws
| B oo B oo
[ [ ReRva [ Eepe
- | e s
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InfoVis Cyberinfrastructure
bttp:/ [ ive.sourceforge.net & hitp:

sve.sourceforge.net/ developer/ api

The Infolis i provides access to data, soft de and bearning
modules as well { i support of the lysi deli
and visualization of diverse data sets.

DATABASES
A Ol alabase o dcen
otk ol graris and granl
—— L
cumtnnanly aed sctissials. oy vpdad
C a

STV
At e scuuroe VT Frarmsewoes mars desgeed i

= el visssisasbon kg hera. e ot daia

LEARNING MODULES
At it bt e 3 b ey
Soarives vith a prsctcal ol a6t by erovabeng code

ey bt et b i et vl s are
I ——
i rvopir )

@
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Using the IVC
» Download from s wgul |
htt : IVC.S()UI'CCf()I' c.net/1ve.zi| eduiu rguimessagehandler b fecone odu iy ivpersistence
»  Double click IVC’ —"I o apaene hicane
o org eclipse.core.runtme
> Select Help>Update o atlinse.heln app e | Persister Plugrins
eip
> Select ‘Search for new features to install’, click crsolosspuielo L
opgi  Eclings cong
c > ]
Next ong aciipse i foms
arg HElpse ul workbench
N B B T - Sve’ arg eclipse u
»  Click ‘New remote site’, enter Name: Gvc’, S e s oo
URL: ‘http://ive.sourceforge.net/update’, e L
C]jCk ‘Ok’ arg aclipze update
> Open directory WC Plugins
»  Check sample data and plugins Proprosesang] [ motans [ anates [ wiswsmaton ][ teracbon
Network Visualization, Katy Birner, Indiana University 84

K. Borner

42



L697: Information Visualization

K. Borner

§~ = “_“%Ag Run the IVC Software Framework

File Preprocessing Modeling  Analysis ¥isualization Tools Converters Help

0| ClpataModels — O

http:/ fiv.slis.indiana.edu

Use menu system to

» Load or simulate a data set.

» Analyze, visualize, or interact with a data set.
» 'To start a tool.

To access code reference pages, learning modules, javadoc, get updates, etc.

Nemork Visnalization, Katy Borner, Indiana University 85

2ES &
=5 B

Whenever an algorithm is selected, the user receives feedback on what algorithm was run, what parameters were
used, any textual results, who developed this algorithm, etc.

The amount of feedback can be customized.
In addition, a log file is generated as a permanent track of all user actions.

File Preprocessing Modeling Analysis Visualization Tools Converters Help

=S

] Data Madels =0

", >Barabasi Albert Scale-Free Network Madel, 1

iarabasi Albert Scale-Free Network Generator was selected.

uthor: Shashikank Penumarthy

itation: "f.-L, Barsbasi and R, Albert, Emergence of scaling in randam networks,
cience 266, 1999."

Each loaded/simulated data set is internally stored as a data model. All data models of a session are listed on the
right hand side. Right click a model to rename it.

Nemork Visnalization, Katy Borner, Indiana University 86
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Only algorithms that can be used with a selected data model are selectable

(all others are grayed out).*

File Preprocessing  Modeling Visualization Tools Comverters Help

[ console ; =0
Search 3
itation: "f.-L, Barabasi and R, g msrgersrmmgnd0m networks, ~

cience 286, 1999,"

reates a tres representation of a directory hierarchy was selected.
uthor: Shashikant Penumarthy (ported to RCP by Bruce Herr)
acumentation URL: http://ivc.sourceforge.net

taph visualization using the Prefuse APT was selected.
uthor: Jeffrey Heer

itation: "Prefuse Yisualization Toolkit, UC Berkeley"
Fucumentatlun URL: http://prefuse.sourceforge.net

* The “Visualization’ plugins shown in black are prefuse and other demo’s that do not (yet)
use the IVC data modules but require their own data format.

Nemork Visnalization, Katy Borner, Indiana University 87
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Currently Available Algorithms

Data Modeling

> General network models (Barabasi, Watts, Random)

> P2P network modeling and search algorithms
- Structured P2P Systems (Content-Addressable Network Model (CAN) , Chord Model)
- Unstructured P2P System (PRU Model, Hypergrid Model)

> TARL model for the co-evolution of author-paper networks

Data Analysis

> Search Algorithms (Breadth First Search, k-Random Walk Search, CAN, Chord)
»  Timeseries analysis (Burst)

»  Network analysis

> Clustering

Visualization

> JUNG network layout algorithms
> Prefuse demos

Interaction
»  Prefuse demos

Toolkits
»  Active Worlds Toolkit
> Network Analysis Toolkit

Converters
Graph <> Matrix

Nemork Visnalization, Katy Borner, Indiana University 88
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—#%%(I) Network of highly frequent and bursty words in PNAS

Dataset
» The complete set of 47,073 papers published in the Proceedings of the National Academy of
Sciences (PNAS) in the years 1982-2001.

Aims:
> Map the co-word space of the top 50 highly frequent and bursty words used in the top 10% most
highly cited PNAS publications in 1982-2001.

Our goal here:
Application of burst detection algorithm.

Declutter the visual display of the co-word space.

Name of dataset:

/data/pnas-words.net

Nemork Visnalization, Katy Borner, Indiana University 89

Initial visualization

82 - 85 = SpringGreen
86 - 89 = Goldenrod
90 - 93 = Orange

94 - 97 = Mahogamy
98 - 01 = Black
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With node size coding ~ word burst strength

_=nucleic_acid_hybridization

\

inhibition|
4

apoptosis

In_itro

%
e induction
urnor_cells

signal_transduction

antibodies

Reducing clutter by deleting nodes with low degree:
many nodes are missing. ®

82 - 85 = SpringGreen

86 - 89 = Goldenrod

90 - 93 = Orange

94 - 97 = Mahogamy

98 - 01 = Black

| . ® |
Qacﬂvaﬂon » gene_expression gens_expression_regulation
& ch\tured Cgmparatlvefstudy /
rats

transfection

-
kinetics

ma

sl erpression
= molecular_sequence_data
by

messengerigenetics

growt

2 sequence_hormolo
S amino_acid 4 - a

- sequence

\. quemce

genes claning
aminc_acid_sequence
binding

nucleic_acid

antigens

receptors
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Reducing the number of edges by deleting edges with low weight:
many nodes are unconnected. ®

: comparative_study klﬂ.GT\CS
transfection

L
antigens

’ sequence_homology

“mutation

.modela

. ~ amino_acid_sequence —
; structural

restriction_mappin -
=SERIES .swgnaljransducﬁon
Firhibition o sritbodies
antigen .mesﬁengerﬁgene‘rlca

.mductlon

.apoptosws
| . nucleic_acid_hybridization
plasrnids
mutagenesis . blotting nucleic_acid
In_vitro

growthefactor inpreq_strains
wiral polymerase_chain_reaction

[ ]
protein_binding molecular_weight

Reducing the number of edges by applying pathfinder network scaling.

FiMA, CLONING receptars
gene expression regulation
molecular weight

messenger/genetics

153

L ) wansfection
®....r oy

sequence homology

’ models
comparative study 7 signal transduction
INS \u o’
By hucleic acid hybridization antibodies
GENES / " 2000°
5 i fumor cells

gt
plasmids blatting
MOLECULAR SEQUENCE DATA

mutagenesis

nucleic acid

arowth-factor
95" Color Code
base sequence 82 -85
86 - 89
arming acid sequence e o0 - o3
I 04 - 97
teceplor . Cs- 01

zequence circle size ~ burst weight

cicle color ~ burst onset
ring color ~ year of max word count
years of 2nd and 3rd burst are given in color

gene expression
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Reducing the number of edges via pathfinder network scaling.

0. ...

gene expression regulation

messenger/genstics

Co-word space of the " wllu:d_ .
top 50 highly .wwiun . s
frequent and bursty

.receplors

molecular wc'ghl

‘#:L.

PINAS

Mapping Knowledge Domains
e .

kinetics
~ 'hl'ibiim .
- ] '96 .
antigen transfection
; osléqsuem::e homology

. EXPRESSION.
words used in the top 107" 8 94 ding” models
. / -} . /
10% most highly comparalive study 3 .sig’\d ransduction
cited PNAS O \ gr’x‘ym' .
. . . g9 antibodies
publications in 1982- GENES A 2000°
i tumos cells
2001. o~
plasmids Blotting
MOLECULAR SEQUENCE DATA 99"
] frutagenesis
(Mane & Birner, 2004) rucleic acid ) "bhding
ik ation . gronthactor
95 color Code
aerino acid baze sequence B2 - B85S
—— 86 - 89
aming acid sequence 00 - 93
B G4 - 97
. in vitro receptor I 0c - 01
.sequence . circle size ~ burst weaight
Qene Expieshion cicle color ~ burst onset

ring color ~ year of max word count

years of 2nd and 3rd burst are given in color

» Up to 1000 nodes

» Most nodes can be shown but not all their labels.

» Frequently, the number of edges and attributes need to be reduced.

Major design strategies:
Show only important nodes, edges, labels, attributes
Order nodes spatially

o—o
o—=o
o—o

Reduce number of displayed nodes

3 e—e

See examples on subsequent slides.

Nemork Visnalization, Katy Borner, Indiana University
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%%Aé Hands-on visualization design

,f‘ﬁj = (II) Network of papers that follow up on Milgram 76

Dataset:

Papers that cite "Small World Problem" by Milgram S., 1967, PSYCHOL TODAY, or contain "Small
World" in the title.

Aims:

> Plot the citation network of major papers on the small wotld concept.
> Identify major (highly cited) papets.
> Understand the temporal dynamics of citation interlinkages.

Our goal here:
Plot historiograph of papers using Garfield’s HistCite software.
Interact with and interpret the visualization.

Milgrams

t -~ — ﬂ Impat 151 Dt
Name of datasets: I r_‘_ B8 opem s tromne o e s
/data/milgrams.txt (ISI file) 8 v e
/data/milgrams.mdb = 88| ewhimarscasanen

ﬂ [ -

E.J Expons Fues il

Nemork Visnalization, Katy Borner, Indiana University

KEY

4 1. Braconnot 1820 21. Chargaff 1947
2. Mendel 1865 22. Chargaff 1950
*' f‘ 3. Miescher 1871 23, Pauling and Corey 1950-1951
3 4. Flemming 1879 24, Sanger 1951-1953
5. Kossel 1886 25. Hershey and Chase 1952
H 6. Fischer and Piloty 1891 26, Wilkins 1953
H ] 7. DeVries 1900 27, Watson and Crick 1953
§§ 33 8. Fischer 1907 28. DuVigneaud 1953
; o B 9. Levene and Jacobs 1909 29, Todd 1955
H 10. Muller 1926 30. Palade 1954-1956
H 10, Griffith 1928 31, Fraenkel-Conral 1955.1957
H 12. Levene with Mori and London 1929 32. Ochoa 19551956
: 2 : 13. Alloway 1932 33. Kornberg 1956-1957
14. Stanley 1935 34, Hoagland 1957-1958
15. Levencand Tipson 1935 38, Jacob and Monod 1960-1961
16. Bawden and Pirie 1936-1937 36, Hurwitz 1960
17. Caspersson and Schultz 1938-1939 37. Dimzis 1961
18.  Beadle and Tatum 1941 3. Novelli 19611962
19. Martin and Synge 1943-1944 39. Allfrey and Mirsky 1962
20,  Avery, MacLeod, and McCarty 1944 4. Nirenberg and Matthaei 19611962
Historiograph of
DNA Development

(Garfield, Sher, & Torpie, 1964)

Figure 6.3 Historiograph of DNA development.

Direct or strongly implied citation
Indirect citation
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HistCite
_ags B 1967 (4)

This HistCite software is the property of Eugene
Gartfield, who also owns the copyright and controls all

rights to its use and distribution. Contact Eugene 1962.2)
Garfield (garficld@codex.cis.upenn.edu) to use this
software.
1970 (4)
HistCite Guide:
http://garfield library.upenn.edu/histcomp /guide. html l
1973 (5)
7 1967 MILGRAM S, GCS: 47 LCS: 148
91969 TRAVERS J, GCS: 62 LCS: 63
12 1970 KORTE C, GCS: 39 L.CS: 40
21 1973 GRANOVETTER MS, GCS: 1196 LCS: 49 1998 (16)

2221998 Watts DJ, GCS: 260 LCS: 105
246 1999 Newman ME], GCS: 55 LCS: 39

247 1999 Barthelemy M, GCS: 64 LCS: 42 l
250 1999 Newman ME], GCS: 32 LCS: 24

253 1999 Barabasi AL, GCS: 148 LCS: 32

259 2000 Barrat A, GCS: 44 1.CS: 30 1985:30)
294 2000 Amaral LAN, GCS: 68 LCS: 20 l

2000 (45)
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3.3 Large networks

» More than 1000 nodes.

» Neither all nodes nor all edges can be shown at once. Sometimes, there ate more nodes
than pixels.

Examples of large networks
» Communication networks:
Internet, telephone network, wireless network.
» Network applications:
The Wotld Wide Web, Email interactions
» Transportation network/road maps
» Relationships between objects in a data base:
Function/module dependency graphs
Knowledge bases

Nemork Visnalization, Katy Borner, Indiana University 101

Cheswick’s IP Map
Challenges

> Positioning nodes without overlap
De-cluttering links

Labeling

Navigation/interaction

YV V

Major design strategies:
Tight coupling of data analysis and visualization.

Select most important nodes

» Based on node degree, BC value, connectivity (hubs & authorities), frequency of usage, depth in
hierarchy, etc.

Select most important edges

> Based on their BC value, using pathfinder network scaling, flux values, etc. — show strong and weak
links!

» Show ‘backbone’.

Show major network components
> Represent each component as a ‘super node’ in the size of the # of its nodes.

Careful interactivity design
» Overview first, then zoom and filter, then details on demand.
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global

N

hierarchy

J » N
WA @ s

context

Figure 2: Approaches to deal with large nenvorks
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Finding and evaluating
community structure in
networks

(a) Largest component of a network of
coauthorships between physicists
who have published on topics
related to networks.

(b) Communities identified using the
shortest-path betweenness version
of the community structure
algorithm.

(¢) A coarse-graining of the network in
which each community is
redpresented by a single node, with
edges representing collaborations
between communities. The
thickness of the edges is
proportional to the number of pairs
of collaborators between
communities.

(Newman & Girvan, 2004)

K. Borner
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= Direct manipulation

o T,

Modify focusing parameters while continuously provide visual feedback and update

display (fast computer response).

Conditioning: filtering, setting background variables and displaying foreground
parameters.

» Identification: highlight, color, shape

» Linkmap parameter control: line thickness, length, colot legend, time slider, animation

» Bird’s Eye view and zooming

Nemork Visnalization, Katy Borner, Indiana University
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- Hands-on visualization design
o SO
=5 B

VxInsight is a general g éﬁ ;

purpose knowledge & V,(Insight™ Software Capabilities
visualization software o e )
Visualize and navigate

package developed at Sandia ~ '#9efasets 2 .

. . Corfi bl 3
National Laboratories. Getalad info maion
onsingle data objects
Viewfindar
Choi%e of landscape

rendering
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analysts, and decision-makers zam "
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o g 4. Challenges and opportunities

Challenges:
» Utilizing handheld and higher resolution displays

v

Visualizing growing networks

v

Visualizing network activity

» Visualizing very latge scale networks
» Interconnecting network algorithms

developers and their users.
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Amsterdam RealTime project, WIRED Magazine, Issue 11.03
- March 2003
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= 2 Logicaland

[./logicaland] is a project study for visualizing our world’s complex economical, political and social
systems.

[./logicaland] tries to engage people into strategies of raising human sensibility and responsibility within
the global networked society. the challenge is to develop ideas, tools and visualizations that fit the
requirements of complex correlating systems and our wotld's complex participative environment.

bttp:/ [ www.logicaland.net
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S . L
ey - Opportunities

» Information explosion (amount doubles every 18 months).

» Work is becoming more knowledge-otiented’.

» Increasing computing powet (doubles every 18 months - Moote’s Law).

» Decreasing cost of storage.

» Fast graphics processors. Processor Speed

» Latger hard disk sizes -> more information 4

» High resolution color monitors. Human Ability

» Alternative user interfaces Idesk, CAVE (2 hy

» Connectivity between systems is expanding 1 % of Human
Ability Used

» Increasing visual intelligence. time

» 'Thete is a bad mismatch between computer displays and the human perceptual system
and between computer controls and human motor functions.
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A g The power of mapping

Visualizations are not objective, neutral artifacts.
They are created. They include or leave out information.
They communicate particular messages.

Commonly, the messages are those of the powerful who pay for the visualizations.
Deconstruct Visualizations!

by questioning who the visualization was made for, by whom, why, and based on

which data!

Network Visualization, Katy Birner, Indiana University 112
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Further reading

Readings in Information Visualization: Using Vision to Think
by Stuart K. Card, Jock D. MacKinlay, Ben Shneiderman, 1999.

Information Visualization: Perception for Design
by Colin Ware, Dec 1999

Information
Wisualization

Information Visualisation and Virtual Environments 55
Information
by Chaomei Chen, Nov 1999 : E—_ Yeelizerien

Information Visualization

By Robert Spence, Oct 2000, Lizp:/ [ wwmw.booksites.net/ spence

bttp:] [ www.ee.ic.ac.uk/ research/ information/ www/ Bobs.htym!

Mapping Cyberspace
by Martin Dodge and Rob Kitchin, Nov 2000

bttp:] [ www.mappingeyberspace.com,

The Craft of Information Visualization: Readings and Reflections

by Benjamin B. Bederson, Ben Shneiderman
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PE}T &:é Software

. ;*i: B

See position papers and slides linked Workshop on

Information Visualization
Software Infrastructures

from

Workshop on Information

M 1 1 Sat. Oct. 9th, 2004, 10am-Gpm
Visualization Software il D
Infrastructures

at IEEE InfoVis, Austin, Texas, Oct
9, 2004.

bttp:/ [ vw.indiana.edu/ ivsi2004 Duseription

L Hoene page: (Rpsf/ellanlisiidinnasedafo

Infermation visuslization sycteme and toalkits arm bacoming availsbls
for a large range of visushization snd wterection techiegues and are
wrted in divarss application doenaing, This workshop ic simed a1
‘gathering experts involved in building such infrastructures to share
their views, understand the issues involved IM trying to find ways to
avoid ion and Emprave.
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NetWorkBench: A Large-Scale Network Analysis, Modeling and Visualization Toolkit
for Biomedical, Social Science and Physics Research.
Katy Borner, Albert-Laszlo Barabasi, Santiago Schnell, Alessandro Vespignani & Stanley Wasserman

Information\Visualization Cyberin

The InfoVin Cyberinfrastructure provides access to data, software code and learning
modules & well a3 computing resources in support of the analysis, modeling
and visuskzation of dverse data sets.
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