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1 Historical and preliminary remarks

The summary of Hamiltonian formulation of the classical mechanics could be
presented as follows. The state of an isolated physical system is described by its
position q and momentum p. Any physical quantity is represented by a smooth
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function f ∈ C∞(R2N ) of the canonical variables (q1, . . . , qN , p1, . . . , pN ). The
appropriate physical law describing the time evolution of f is expressed by the
ordinary differential equation

d

dt
f = {h, f}, (1.1)

where

{h, f} :=
N∑

k=1

(
∂h

∂qk

∂f

∂pk
− ∂f

∂qk

∂h

∂pk

)
. (1.2)

and h ∈ C∞(R2N ) is Hamiltonian, i.e. the function describing the total energy
of the system. The Poisson bracket defined by (1.2) has the crucial meaning for
the integration of the Hamiltonian equations (1.1). It is bilinear operation on
C∞(R2N ) satisfying Leibniz

{f, gh} = {f, g}h + g{f, h} (1.3)

and Jacobi
{{f, g}, h} + {{h, f}, g} + {{g, h}, f} = 0 (1.4)

identities. Hence, the space I ⊂ C∞(R2N ) of integrals of motion (f ∈ I iff
{h, f} = 0) is closed:

i) with respect to function operations, i.e. if f1, . . . , fK ∈ I and F ∈ C∞(RK)
then F (f1, . . . , fK) ∈ I;

ii) with respect to Poisson bracket, i.e. f, g ∈ I then {f, g} ∈ I.

Such structure was called by Lie [26] (see also [64]) the function group.
Assuming that f1, . . . , fK are functionally independent and I is functionally
generated by them one obtains relation

{fk, fl} = πkl(f1, . . . , fK), (1.5)

where πkl ∈ C∞(RK) for k, l = 1, . . . ,K. The antisymmetry of Poisson bracket
and Jacobi identity imply the following conditions

πkl = −πlk (1.6)

and
πkl

∂πrs

∂fk
+ πks

∂πlr

∂fk
+ πkr

∂πsl

∂fk
= 0 (1.7)

on the smooth functions πkl ∈ C∞(RK). Fixing the generating integrals of
motion f1, . . . , fK one can identify I with C∞(RK). For F,G ∈ C∞(RK) from
Leibniz identity (1.3) one has

{F (f1, . . . , fK), G(f1, . . . , fK)} = πkl(f1, . . . , fK)
∂F

∂fk

∂G

∂fl
. (1.8)
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From the conditions (1.6) and (1.7) it follows that the bilinear operation

[F,G] := πkl
∂F

∂fk

∂G

∂fl
(1.9)

defines a Poisson bracket on C∞(RK). The map J : R2N → RK defined by

J (q, p) :=

⎛
⎜⎝

f1(q, p)
...

fK(q, p)

⎞
⎟⎠ (1.10)

is a Poisson map, i.e.

{F ◦ J , G ◦ J } = [F,G] ◦ J . (1.11)

In the particular case when the Poisson tensor π = (πkl) depends on the
variables f1, . . . , fK linearly

πkl(f1, . . . , fK) = cklmfm, (1.12)

where
cklm = −clkm (1.13)

and
crnmcklr + crlncmkr + crknclmr = 0 (1.14)

the vector subspace of linear functions (RK)∗ ⊂ C∞(RK) is preserved [(RK)∗, (RK)∗] ⊂
(RK)∗ by the Poisson bracket [·, ·] operation. The above explains how Sophus
Lie came to the Lie algebra g = (RK)∗ with the bracket [·, ·] defined by the
structural constants cklm, i.e. one has

[e∗k, e∗l ] = cklme∗m (1.15)

for the basis 〈e∗1, . . . , e∗K〉 = g dual to the canonical basis (e1, . . . , eK) of RK .
The vector space g∗ := RK predual to g with linear Poisson bracket

[F,G] := cklmfm
∂F

∂fk

∂G

∂fl
(1.16)

defined by the Lie algebra structure of g is called Lie-Poisson space. Since in
the finite dimensions the predual g∗ is canonically isomorphic with the dual g∗

of Lie algebra g, one takes g∗ as the Lie-Poisson space related to g.
The integrals motion map J : R2N → g∗ defined by (1.10) in the case of

linear Poisson tensor (1.12) is custommatory called the momentum map, see
[52].

Contemporary Poisson geometry investigates the Lie’s ideas [26] in the con-
text of global differential geometry replacing R2N by the symplectic manifold
and RK by the Poisson manifold. The notions of Lie-Poisson space and momen-
tum map were rediscovered many years later, when the theory of Lie algebras
and Lie groups as well as differential geometry have been already well founded
mathematical disciplines, see [29, 60, 64, 67, 51, 4].
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2 The Banach Lie-Poisson space of trace class
operators

Now, we shall extend Lie ideas to the infinite dimensional case. In the first step
of this effort we replace the elementary phase space R2N by the space CP(H)
of pure states of the quantum physical system. By the definition CP(H) is
infinite dimensional complex projective separable Hilbert space. We fix in H an
orthonormal basis using Dirac notation {|n〉}∞n=0, i.e. 〈n|m〉 = δnm and define
the covering

⋃
k∈N∪{0} Ωk = CP(H) of CP(H) by the open domains

Ωk := {[ψ] : ψk �= 0}, where [ψ] := C|ψ〉 (2.1)

and |ψ〉 =
∑∞

n=0 ψk|n〉. Maps ϕk : Ωk → l2 defined by

ϕk([ψ]) :=
1
ψk

(ψ0, ψ1, . . . , ψk−1, ψk+1, . . .) (2.2)

similarly as in the finite dimensions case give the complex analytic atlas on
CP(H).

The projective space CP(H) is an infinite dimensional Kähler manifold with
Kähler structure given by the Fubini-Study form

ωFS := i∂∂̄ log〈ψ|ψ〉. (2.3)

In the coordinates (z1, z2, . . .) = (ψ1
ψ0

, ψ2
ψ0

, . . .) = ϕ0([ψ]) it is given by

ωFS = i∂∂̄ log(1 + z+z) = i(1 + z+z)−2
∞∑

k,l=1

(
(1 + z+z)δkl − zkz̄l

)
dzl ∧ dz̄k

(2.4)
and the corresponding Poisson bracket for f, g ∈ C∞(CP(H)) by

{f, g}FS = −i(1 + z+z)
∞∑

k,l=1

(δkl + zkzl)
(

∂f

∂zk

∂g

∂zl
− ∂g

∂zk

∂f

∂zl

)
, (2.5)

where we assumed notation

z+z :=
∞∑

k=1

z̄kzk. (2.6)

In order to recognize the Lie Poisson space suitable for the predual space
RK = g∗ of Lie algebra we will consider the functionally independent functions
fnm = fmn defined by

fnm(z) :=
znz̄m

1 + z+z
, m, n ∈ N (2.7)

as an equivalent of the generating functions f1, . . . , fK from the previous section.
The family of functions (2.7) is closed with respect to Poisson bracket (2.5), i.e.

{fkl, fmn}FS = fmlδkn − fknδlm. (2.8)
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Now, let us take the C∗-algebra L∞(H) of the bounded operators acting in H.
It can be considered as the Banach space dual

L∞(H) = (L1(H))∗ (2.9)

to the Banach space of the trace-class operators:

L1(H) :=
{
ρ ∈ L∞(H) : ‖ρ‖1 := Tr

√
ρ∗ρ < ∞

}
. (2.10)

The duality is given by
〈X; ρ〉 := Tr(Xρ), (2.11)

where X ∈ L∞(H) and ρ ∈ L1(H). Let us remark here that L1(H) is an
ideal in L∞(H) but not Banach subspace. The closure of L1(H) in the norm
‖X‖∞ := supψ �=0

‖Xψ‖
‖ψ‖ gives the ideal L0(H) ⊂ L∞(H) of compact operators.

Since L1(H) ⊂ L2(H), where

L2(H) := {ρ ∈ L∞(H) : ‖ρ‖2 :=
√

Tr ρ∗ρ < ∞} (2.12)

is the ideal of Hilbert-Schmidt operators in H, one can consider{
|m〉〈n|

}∞
n,m=0

(2.13)

as Schauder basis [66] of L1(H). The functionals{
Tr(|k〉〈l| · )

}∞
k,l=0

(2.14)

are biorthogonal with respect to the basis (2.13). Thus they form the basis of
L∞(H) in sense of the weak∗-topology on L∞(H).

The associative Banach algebra L∞(H) can be considered as the Banach Lie
algebra of the complex Banach Lie group GL∞(H) of the invertible elements in
L∞(H). The real Banach Lie algebra

U∞(H) := {X ∈ L∞(H) : X∗ + X = 0} (2.15)

of the anti-hermitian operators is related to the real Banach Lie group GU∞(H)
of the unitary operators.

The predual Banach space of U∞(H) is

U1(H) := {ρ ∈ L1(H) : ρ∗ = ρ} (2.16)

and the isomorphism U1(H)∗ ∼= U∞(H) is given by

〈X; ρ〉 := iTr(Xρ). (2.17)

Using (2.17) it is easy to check that

ad∗
X ρ = [ρ,X], (2.18)

5



what shows that Banach subspace U1(H) ⊂ U∞(H)∗ is invariant with respect
to the coadjoint action of U∞(H) on U∞(H)∗. The above allows us to define
Poisson bracket

{F,G}U1(ρ) := iTr
(
ρ[DF (ρ,DG(ρ)]

)
(2.19)

for F,G ∈ C∞(U1(H)), see paper by Bona [7].
From (2.17) we have

XF (G)(ρ) = Tr(ρDF (ρ)DG(ρ) − ρDG(ρ)DF (ρ)) = Tr([ρ,DF (ρ)]DG(ρ)
(2.20)

for any F,G ∈ C∞(U1(H)). So,

XF (ρ) = [ρ,DF (ρ)] = − ad∗
DF (ρ) ρ (2.21)

and then the Hamilton equations with Hamiltonian H ∈ C∞(U1(H)) assume
for all F ∈ C∞(U1(H)) the form

d

dt
F (ρ(t)) = {H, ρ}(ρ(t)) = iTr(ρ(t)[DH(ρ(t)),DF (ρ(t))]) = (2.22)

= iTr([ρ(t),DH(ρ(t)]DF (ρ(t)))

or equivalently

−i
d

dt
ρ(t) = [ρ(t),DH(ρ(t))], (2.23)

where we used the identity

d

dt
F (ρ(t)) = Tr

(
DF (ρ(t))

d

dt
ρ(t)

)
. (2.24)

The equation (2.23) is the non-linear version of the Liouville-von Neumann
equation. One obtains the Liouville-von Neumann equation taking in (2.23) the
Hamiltonian H(ρ) = Tr(ρĤ), where Ĥ ∈ iU∞(H).

The characteristic distribution

Sρ =
{
XF (ρ) : F ∈ C∞(U1(H))

}
ρ ∈ U1(H) (2.25)

for U1(H) is given by

Sρ =
{
[ρ,DF (ρ)] : F ∈ C∞(U1(H))

}
= {[ρ,X] : X ∈ U∞(H)} . (2.26)

Later we shall come back to it and will consider the symplectic leaves for U1(H).
Examples of Casimirs, i.e. the functions

K ∈ C∞(U1(H)) such that {K,F} = 0 ∀F ∈ C∞(U1(H)), (2.27)

one obtains by

Kl(ρ) :=
1

l + 1
Tr ρl+1, l = 0, 1, 2, . . . (2.28)
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and one has

{Kl, F}(ρ) = Tr(ρ[DKl(ρ),DF (ρ)]) = Tr([DKl(ρ), ρ]DF (ρ)) = Tr([ρl, ρ]DF (ρ)) = 0,
(2.29)

where we applied the formula

DKl(ρ) = ρl. (2.30)

For the case l = 1 let us prove (2.30) directly

Tr(ρ + ∆ρ)2 − Tr ρ2 = Tr(2ρ∆ρ) + Tr(∆ρ)2 (2.31)∣∣Tr(∆ρ)2
∣∣

‖∆ρ‖1

� ‖∆ρ‖2
1

‖∆ρ‖1

= ‖∆ρ‖1 → 0, (2.32)

when ‖∆ρ‖1 → 0. Now using the identification U1(H)∗ ∼= U∞(H) by the trace
we obtain (2.30).

Passing to the coordinate description

ρ =
∞∑

n,m=0

ρnm |n〉〈m|, (2.33)

DF (ρ) = i

∞∑
n,m=0

∂F

∂ρnm
(ρ) |n〉〈m|, (2.34)

where ρnm = ρmn, we obtain explicit formulas for:

i) Poisson bracket

{F,G}U1(ρ) =
∞∑

k,l,m=0

ρkl

(
∂F

∂ρlm

∂G

∂ρmk
− ∂G

∂ρlm

∂F

∂ρmk

)
(2.35)

ii) Hamiltonian vector field

XF (ρ) =
∞∑

k,m=0

( ∞∑
l=0

(
ρkl

∂F

∂ρlm
− ∂F

∂ρkl
ρlm

))
|k〉〈m| (2.36)

iii) Hamilton equations

d

dt
ρkm(t) =

∞∑
l=0

(
ρkl(t)

∂H

∂ρlm(t)
− ∂H

∂ρkl(t)
ρlm(t)

)
. (2.37)

From (2.8) and (2.35) we see that the map ι : CP(H) → U1(H) defined by

ι([ψ]) :=
|ψ〉〈ψ|
〈ψ|ψ〉 =

∞∑
k,l=0

1
1 + z+z

zkz̄l|k〉〈l|, (2.38)
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where we assume z0 = z̄0 = 1, preserves Poisson bracket

{F ◦ ι, G ◦ ι}FS = {F,G}U1 ◦ ι (2.39)

and in coordinates (2.33) has form ρkl ◦ ι = fkl.
Therefore, we conclude:

Proposition 2.1. The map ι : CP(H) → U1(H) defined by (2.38) is the mo-
mentum map of the symplectic manifold CP(H) into the Banach Lie-Poisson
space U1(H) predual to the Banach Lie algebra U∞(H).

In order to have a link with some physical models let us present the formulas
given above in the Schrödinger representation.

We assume in that case that H = L2(RN , dNx) and represent ρ ∈ U1(H)

(ρψ)(x) =
∫

ρ(x, y)ψ(y)dNy, (2.40)

where ψ ∈ L2(RN , dNx), by the kernel ρ(x, y) = ρ(y, x), such that its diagonal
ρ(x, x) belongs to L1(RN , dNx). For the derivative DF (ρ) ∈ L∞(H) the kernel is
given by δF

δρ(x,y) , where we assumed the notation of functional derivative δ
δρ(x,y) ,

which is more familiar for physicists. Namely

DF (ρ)ψ(x) =
∫

δF

δρ(x, y)
ψ(y)dNy. (2.41)

Using (2.40) and (2.41) we obtain expressions for:

i) Poisson bracket

{F,G}(ρ) = i

∫∫∫
ρ(x, y)

(
δF

δρ(y, z)
δG

δρ(z, x)
− δG

δρ(y, z)
δF

δρ(z, y)

)
dNxdNydNz

(2.42)

ii) Hamiltonian vector field

XF (ρ) =
∫

dNx

∫
dNy

∫
dNz

(
ρ(x, z)

δF

δρ(z, y)
− δF

δρ(x, z)
ρ(z, y)

)
|ψ(x)〉〈ψ(y)|,

(2.43)
where 〈ψ(y)|ψ(x)〉 = δ(x − y) (Dirac notation for L2(RN , dNx).

iii) Hamilton equations

−i
d

dt
ρt(x, y) =

∫
dNz

(
ρ(x, z)

δH

δρt(z, y)
− δH

δρt(x, z)
ρt(z, y)

)
. (2.44)

In the ”basis” {|ψ(x)〉〈ψ(y)|}x,y∈RN the mixed state ρ ∈ U1(H) is given by

ρ =
∫

dNxdNyρ(x, y)|ψ(x)〉〈ψ(y)| (2.45)

and DH(ρ) ∈ U∞(H) by

DH(ρ) = i

∫
dNxdNy

δH

δρ(x, y)
|ψ(x)〉〈ψ(y)|. (2.46)
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Let us end this section by applying the theory presented here to the cases of
two well known dynamical systems.

Example 2.1 (Unitary Shrödinger).

H(ρ) = Tr(ρĤ), where Ĥ ∈ iU∞(H). (2.47)

In this case one has
DĤ(ρ) = Ĥ, (2.48)

−i
d

dt
ρ(t) = [Ĥ, ρ], (2.49)

This is Liouville-von Neumann equation for the dynamics of mixed states. The
equation generates unitary (anti-unitary) flow, i.e.

ρ(t) = UH(t)ρ0U
∗
H(t), (2.50)

where R � t −→ UH(t) ∈ GU∞(H) is one–parameter unitary group

UH(t) = eitĤ (2.51)

generated by the self-adjoint operator Ĥ.
In general quantum mechanical Hamiltonians Ĥ are unbounded self-adjoint

operators. Hence, for the typical case the Hamilton function (2.47) is defined
only on ρ ∈ U1(H) given by

ρ =
∞∑

k=1

ρkl|ψk〉〈ψl|, (2.52)

where vectors ψk belong to the domain D(Ĥ) of Ĥ . In other words the domain
of ad∗

Ĥ
= [Ĥ, ·] is U1(H) ∩ (D(Ĥ) ⊗ D(Ĥ)∗) ⊂ U1(H). In the following we

will propose the way of avoiding this unpleasant on the first sight situation.
Let us remark however that Hamiltonian (unitary) flow UH(t) generated by
H(ρ) = Tr(ρĤ) is well defined on all U1(H).

Ending the example we observe that unitary flow UH(t) preserves ι(CP(H))
and in H it is given by

|ψ(t)〉 = UH(t)|ψ(0)〉 (2.53)

and |ψ(t)〉 ∈ H fulfill the Schrödinger equation

−i
d

dt
|ψ(t)〉 = Ĥ|ψ(t)〉. (2.54)

♦
Example 2.2 (Non-linear Schrödinger).

For the investigation of that case we will use Schrödinger representation, i.e.
the Hilbert space H will be realized as L2(RN , dx). The non-linear Schrödinger
dynamics is given on U1(H) by the following Hamilton function

H(ρ) := Tr(Ĥρ) +
1
2
κ

∫
RN

(ρ(x, x))2dNx, (2.55)
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where Ĥ is a self-adjoint operator with the kernel H(x, y) and κ > 0 is the
coupling constant.

The functional derivative of (2.55) is

δH

δρ(x, y)
(ρ) = H(x, y) + κδ(x − y)ρ(x, y). (2.56)

Thus and from Hamilton equation in Schrödinger representation (2.44) one finds

−i
d

dt
ρt(x, y) =

∫
dNz (ρt(x, y)H(z, y) − H(x, z)ρ(z, y)) +

+κ

∫
dNz

(
ρt(x, z)δ(z − y)ρt(z, y) − δ(x − z)ρt(x, z)ρt(z, y)

)
= (2.57)

=
∫

dNz (ρt(x, z)H(z, y) − H(x, z)ρt(z, y))+κ(ρt(x, y)ρt(y, y)−ρt(x, x)ρt(x, y)).

For the decomposable kernels

ρt(x, y) = ψt(x)ψt(y) (2.58)

i.e. after restriction to ι(CP(H)) the equation (2.2) reduces to

−i
d

dt
ψt(x) =

∫
RN

H(x, z)ψ(z)dNz + κ |ψt(x)|2 ψt(x) (2.59)

and for
H(x, z) = −∆xδ(x − z) + δ(z − x)V (x) (2.60)

gives the non-linear Schrödinger equation

−i
d

dt
ψt(x) = (−∆ + V (x))ψt(x) + κ |ψt(x)|2 ψt(x). (2.61)

Let us remark that the kernel (2.60) gives unbounded symmetric operator. So
for that case one has Hamiltonian H(ρ) defined on a dense subset of U1(H)
only.

♦

3 Banach Poisson Manifolds

Let us recall that topological space P locally isomorphic to Banach space b with
the fixed maximal smooth atlas is called Banach manifold modelled on b, see
[8]. For any p ∈ P one has canonical isomorphisms TpP ∼= b, T ∗

p P ∼= b∗ and
T ∗∗

p P ∼= b∗∗ of Banach spaces. Since in general case b � b∗∗ the tangent bundle
TP is not isomorphic with twice-dual bundle T ∗∗P . Hence one has only the
canonical inclusion TP ⊂ T ∗∗P isometric on fibers. The isomorphism TP ∼=
T ∗∗P has place only if b is reflexive. Particularly, when b is finite dimensional.
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Like in the finite dimensional case one defines the Poisson bracket on the
space C∞(P ) as a bilinear smooth antisymmetric map

{·, ·} : C∞(P ) × C∞(P ) −→ C∞(P ) (3.1)

satisfying Leibniz and Jacobi identities. Due to the Leibniz property there exists

antisymmetric 2-tensor field π ∈ Γ∞(
2∧

T ∗∗P ) satisfying

{f, g} = π(df, dg) (3.2)

for each f, g ∈ C∞(P ). In addition from Jacobi property and from

{{f, g}, h} + {{h, f}, g} + {{g, h}, f} = [π, π]S(df ∧ dg ∧ dh), (3.3)

see [29], one has that the 3-tensor field [π, π]S ∈ Γ∞(
3∧

T ∗∗P ), called the Skouten
bracket of π, satisfies the condition

[π, π]S = 0. (3.4)

Hence the Poisson bracket can be equivalently described by the antisymmetric
2-tensor field satisfying the differential equation (3.4). One calls π the Poisson
tensor.

Let us define by

df := π(·, df) (3.5)

the map 
 : T ∗P → T ∗∗P covering the identity map id : P → P , for any locally
defined smooth function f . One has 
df ∈ Γ∞(T ∗∗P ), so, opposite to the finite
dimensional case, it is not vector field in general. Thus according to [40] we give
the following definition

Definition 3.1. A Banach Poisson manifold is a pair (P, {·, ·}) consisting of
a smooth Banach manifold and a bilinear operation {·, ·} : C∞(P )×C∞(P ) →
C∞(P ) satisfying the following conditions:

i) (C∞(P ), {·, ·}) is a Lie algebra;

ii) {·, ·} satisfies the Leibniz property on each factor;

iii) the vector bundle map 
 : T ∗P → T ∗∗P covering the identity satisfies

(T ∗P ) ⊂ TP .

As we see, the condition iii) allows one to introduce for any function f ∈
C∞(P ) the Hamiltonian vector field Xf by

Xf := 
df. (3.6)

In consequence after fixing Hamiltonian h ∈ C∞(P ) at the above one can
consider Banach Hamiltonian system (P, {·, ·}, h) with equation of motion

d

dt
f = −Xh(f) = {h, f}. (3.7)
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Definition 3.1 allows us to define the characteristic distribution S ⊂ TP with
fibers Sp ⊂ TpP defined by

Sp := {Xf (p) : f ∈ C∞(P )}. (3.8)

The dependence of the characteristic subspace Sp on p ∈ P is smooth, i.e.
for every vp ∈ Sp ⊂ TpP there is local Hamiltonian vector field Xf such that
vp = Xf (p). The Hamiltonian vector fields Xf and Xg, f, g ∈ C∞(P ), are
smooth sections of the characteristic distribution S :=

⊔
p Sp and [Xf ,Xg] =

X{f,g} also belong to Γ∞(S). So the vector space Γ∞(S) of smooth sections of
S is involutive.

By a leaf L of the characteristic distribution we will mean:

i) a connected Banach manifold L;

ii) a weak injective immersion ι : L ↪→ P , i.e. for every q ∈ L the tangent
map Tqι : TqL → Tι(q)P is injective;

iii) Tqι(TqL) = Sq for each q ∈ L;

iv) L is maximal, i.e. if the ι′ : L′ ↪→ P satisfies the above three conditions
and L ⊂ L′ then L = L′.

Let us remark here that we did not assume in ii) that ι : L ↪→ P is an in-
jective immersion, i.e. for every q ∈ L the tangent mao Tqι : TqL → Tι(q)P is
injective with the closed split range. In the finite dimensional case the concepts
of weak injective immersion and injective immersion coincide. However in gen-
eral Banach Poisson geometry context the weak injective immersion appeared
in the generic case.

The leaf ι : L → P is called symplectic leaf if:

i) there is a weak symplectic form ωL on L;

ii) ωL is consistent with the Poisson structure π of P , i.e.

ωL(vq, uq) = π(ι(q))([
ι(q)]−1 ◦ Tqι(vq), [
ι(q)]−1 ◦ Tqι(uq)), (3.9)

where [
ι(q)]−1 is inverse to the bijective map [
p] : T ∗
p P/ ker 
p → Sp gen-

erated by 
p(df) := π(df, ·).

If ι : L ↪→ P is a symplectic leaf of the characteristic distribution S, then

i) for each f, g ∈ C∞(P ) one has

{f ◦ ι, g ◦ ι}L = {f, g} ◦ ι, (3.10)

where

{f ◦ ι, g ◦ ι}L(q) := ωL(q)((Tqι)−1Xf (ι(q)), (Tqι)−1Xg(ι(q))). (3.11)
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Let us recall that the closed differential 2-form ω is a weak symplectic
form if for each q ∈ L the map �q : TqL � vq → ω(p)(vq, ·) ∈ T ∗

q L is an

injective continuous map of Banach spaces. The 2-form ω ∈ Γ∞(
2∧

T ∗L) is
strong symplectic if the maps �q, q ∈ L, are continuous bijections.

For finite dimensional case the problem of finding symplectic leaves for the
characteristic distribution S (i.e. the integration of S) is solved by the Stefan-
Susman or Viflyantsev theorems (eg. see [60, 63]). For the infinite dimensional
case one has not the corresponding theorems and the problem is open in general
case. The answer is only known for some special subcases, see e.g. for this next
section.

The Banach Poisson manifolds form the category with the morphisms be-
tween (P1, {·, ·}1) and (P2, {·, ·}2) being a smooth map ϕ : P1 → P2 preserving
Poisson structure, i.e.

{f, g}2 ◦ ϕ = {f ◦ ϕ, g ◦ ϕ}1 (3.12)

for locally defined smooth functions f and g on P2. Equivalently X2
f ◦ ϕ =

Tϕ ◦ X1
f◦ϕ, therefore the flow of a Hamiltonian vector field is a Poisson map.

Returning to Definition 3.1, it should be noted that the condition 
(T ∗P ) ⊂
TP is automatically satisfied in certain cases:

• if P is a smooth manifold modelled on a reflexive Banach space, that is
b∗∗ = b, or

• P is a strong symplectic manifold with symplectic form ω.

In particular, the first condition holds if P is a Hilbert (and, in particular,
a finite dimensional) manifold.

Any strong symplectic manifold (P, ω) is a Poisson manifold in the sense of
Definition 3.1. Recall that strong means that for each p ∈ P the map

vp ∈ TpP �→ ω(p)(vp, ·) ∈ T ∗
p P (3.13)

is a bijective continuous linear map. Therefore, given a smooth function f : P →
R there exists a vector field Xf such that df = ω(Xf , ·). The Poisson bracket
is defined by {f, g} = ω(Xf ,Xg) = 〈df,Xg〉, thus 
df = Xf , so 
(T ∗P ) ⊂ TP.

On the other hand, a weak symplectic manifold is not a Poisson manifold in
the sense of Definition 3.1. Recall that weak means that the map defined by
(3.13) is an injective continuous linear map that is, in general, not surjective.
Therefore, one cannot construct the map that associates to every differential df
of a smooth function f : P → R the Hamiltonian vector field Xf . Since the de-
finition of the Poisson bracket should be {f, g} = ω(Xf ,Xg), one cannot define
this operation on functions and hence weak symplectic manifold structures do
not define, in general, Poisson manifold structures in the sense of Definition 3.1.
There are various ways to deal with this problem. One of them is to restrict
the space of functions on which one is working, as is often done in field theory.
Another is to deal with densely defined vector fields and invoke the theory of
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(nonlinear) semigroups; see [9] for this approach. A simple example illustrating
the importance of the underlying topology is given by the canonical symplec-
tic structure on b × b∗, where b is a Banach space. This canonical symplectic
structure is in general weak; if b is reflexive then it is strong.

Similarly to the finite dimensional case (see eg. [60]) the product P1 × P2

of the Banach Poisson manifolds and the reduction in the sense of Marsden-
Ratiu [29] the Poisson structure of P to the submanifolds ι : N ↪→ P have the
functional character.

Theorem 3.2. Given the Banach Poisson manifolds (P1, {·, ·}1) and (P2, {·, ·}2)
there is a unique Banach Poisson structure {·, ·}12 on the product manifold
P1 × P2 such that:

i) the canonical projections π1 : P1 × P2 → P1 and π2 : P1 × P2 → P2 are
Poisson maps;

ii) π∗
1(C∞(P1)) and π∗

2(C∞(P2)) are Poisson commuting subalgebras of C∞(P1×
P2).

This unique Poisson structure on P1 ×P2 is called the product Poisson struc-
ture and its bracket is given by the formula

{f, g}12(p1, p2) = {fp2 , gp2}1(p1) + {fp1 , gp1}2(p2), (3.14)

where fp1 , gp1 ∈ C∞(P2) and fp2 , gp2 ∈ C∞(P1) are the partial functions given
by fp1(p2) = fp2(p1) = f(p1, p2) and similarly for g.

Proof of this theorem one finds in [40]. The functional character of the
product follows from the formula (3.14).

One shall follow [40] to introduce oneself to Poisson reduction for Banach
Poisson manifolds. Let (P, {·, ·}P ) be a real Banach Poisson manifold (in the
sense of Definition 3.1), i : N ↪→ P be a (locally closed) submanifold, and
E ⊂ (TP )|N be a subbundle of the tangent bundle of P restricted to N . For
simplicity we make the following topological regularity assumption throughout
this section: E ∩ TN is the tangent bundle to a foliation F whose leaves are
the fibers of a submersion π : N → M := N/F , that is, one assumes that the
quotient topological space N/F admits the quotient manifold structure. The
subbundle E is said to be compatible with the Poisson structure provided
the following condition holds: if U ⊂ P is any open subset and f, g ∈ C∞(U)
are two arbitrary functions whose differentials df and dg vanish on E, then
d{f, g}P also vanishes on E. The triple (P,N,E) is said to be reducible, if
E is compatible with the Poisson structure on P and the manifold M := N/F
carries a Poisson bracket {·, ·}M (in the sense of Definition 3.1) such that for
any smooth local functions f̄ , ḡ on M and any smooth local extensions f, g of
f̄ ◦ π, ḡ ◦ π respectively, satisfying df |E = 0, dg|E = 0, the following relation on
the common domain of definition of f and g holds:

{f, g}P ◦ i = {f̄ , ḡ}M ◦ π. (3.15)
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If (P,N,E) is a reducible triple then (M = N/F , {·, ·}M ) is called the reduced
manifold of P via (N,E). Note that (3.15) guarantees that if the reduced
Poisson bracket {·, ·}M on M exists, it is necessarily unique.

Given a subbundle E ⊂ TP , its annihilator is defined as the subbundle of
T ∗P given by E◦ := {α ∈ T ∗P | 〈α, v〉 = 0 for all v ∈ E}.

The following statement generalizes the finite dimensional Poisson reduction
theorem of [29].

Theorem 3.3. Let P , N , E be as above and assume that E is compatible with
the Poisson structure on P . The triple (P,N,E) is reducible if and only if

(E◦

n) ⊂ TnN + En for every n ∈ N .

Proof is given in [40]. Also there you find

Theorem 3.4. Let (P1, N1, E1) and (P2, N2, E2) be Poisson reducible triples
and assume that ϕ : P1 → P2 is a Poisson map satisfying ϕ(N1) ⊂ N2 and
Tϕ(E1) ⊂ E2. Let Fi be the regular foliation on Ni defined by the subbundle Ei

and denote by πi : Ni → Mi := Ni/Fi, i = 1, 2, the reduced Poisson manifolds.
Then there is a unique induced Poisson map ϕ : M1 → M2, called the reduction
of ϕ, such that π2 ◦ ϕ = ϕ ◦ π1.

It shows the functional character of the proposed Poisson reduction proce-
dure.

If the Banach Poisson manifold (P, {·, ·}) has an almost complex structure,
that is, there is a smooth vector bundle map I : TP → TP covering the identity
which satisfies I2 = −id. The question then arises what does it mean for the
Poisson and almost complex structures to be compatible. The Poisson structure
π is said to be compatible with the almost complex structure I if the
following diagram commutes:

T ∗P TP
�

��

T ∗P

T ∗P

��

I∗

T ∗P TP
� �� TP

TP

I

��

,

that is,
I ◦ 
 + 
 ◦ I∗ = 0. (3.16)

The decomposition

π = π(2,0) + π(1,1) + π(0,2) (3.17)

induced by the almost complex structure I and the reality of π, implies that the
compatibility condition (3.16) is equivalent to

π(1,1) = 0 and π(2,0) = π(0,2). (3.18)
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In view of (3.18), [π, π]S = 0 is equivalent to

[π(2,0), π(2,0)]S = 0 and [π(2,0), π(2,0)]S = 0. (3.19)

If (3.16) holds, the triple (P, {·, ·}, I) is called an almost complex Banach
Poisson manifold. If I is given by a complex analytic structure PC on P it
will be called a complex Banach Poisson manifold. For finite dimensional
complex manifolds these structures were introduced and studied by [25].

Denote by OΩ(k,0)(PC) and OΩ(k,0)(PC) the space of holomorphic k-forms
and k-vector fields respectively. If



(
OΩ(1,0)(PC)

)
⊂ OΩ(1,0)(PC), (3.20)

that is, the Hamiltonian vector field Xf is holomorphic if f is a holomorphic
function, then, in addition to (3.18) and (3.19), one has π(2,0) ∈ OΩ(2,0)(PC). As
expected, the compatibility condition (3.20) is stronger than (3.16). Note that
(3.20) implies the second condition in (3.19). Thus the compatibility condition
(3.20) induces on the underlying complex Banach manifold PC a holomorphic
Poisson tensor πC := π(2,0). A pair (PC, πC) consisting of an analytic complex
manifold PC and a holomorphic skew symmetric contravariant two-tensor field
πC such that [πC, πC]S = 0 and (3.20) holds will be called a holomorphic
Banach Poisson manifold.

Consider now a holomorphic Poisson manifold (P, π). Denote by PR the un-
derlying real Banach manifold and define the real two-vector field πR := Reπ.
It is easy to see that (PR, πR) is a real Poisson manifold compatible with the
complex Banach manifold structure of P and (πR)C = π. Summarizing, we
have shown that there are two procedures that are inverses of each other: a
holomorphic Poisson manifold corresponds in a bijective manner to a real Pois-
son manifold whose Poisson tensor is compatible with the underlying complex
manifold structure. One can call these constructions the complexification and
realification of Poisson structures on complex manifolds.

4 Banach Lie-Poisson spaces

Now we shall consider a subcategory of Banach Poisson manifolds consisting of
the linear Banach Poisson manifolds, i.e. P = b and the Poisson tensor π is
also linear. In order to give the formal definition let us recall that the Banach
Lie algebra (g, [·, ·]) is a Banach space imposed in the continuous Lie bracket
[·, ·] : g × g → g. For x ∈ g one defines the adjoint adx : g → g, adx g := [x, y],
and coadjoint ad∗

x : g∗ → g∗ map which are also continuous.
According to [40] we assume the following definition, which formalizes the

concept of Lie-Poisson space discussed in the Section 1.

Definition 4.1. A Banach Lie-Poisson space (b, {·, ·}) is a real or complex
Poisson manifold such that b is a Banach space and its dual b∗ ⊂ C∞(b) is a
Banach Lie algebra under the Poisson bracket operation.
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The relation between the category of Banach Lie-Poisson spaces and the
category of Banach Lie algebras is described by

Theorem 4.2. The Banach space b is a Banach Lie-Poisson space (b, {·, ·}) if
and only if it is predual b∗ = g of some Banach Lie algebra (g, [·, ·]) satisfying
ad∗

x b ⊂ b ⊂ g∗ for all x ∈ g. The Poisson bracket of f, g ∈ C∞(b) is given by

{f, g}(b) = 〈[Df(b),Dg(b)]; b〉, (4.1)

where b ∈ b.

For proof of the theorem see [40]. One can see from (4.1) that the Poisson

tensor π ∈ Γ∞(
2∧

T ∗∗b) of Banach Lie-Poisson space is given by

π(b) = 〈[·, ·]; b〉. (4.2)

Here we used identification Tb ∼= b × b, T ∗b ∼= g × b and T ∗∗b ∼= g∗ × b. So
π linearly depends on b ∈ b. Therefore, as a morphism between two Banach
Lie-Poisson spaces b1 and b2 we assume a continuous linear map Φ : b1 → b2

that preserves the linear Poisson structure, i.e.

{f ◦ Φ, g ◦ Φ}1 = {f, g}2 ◦ Φ (4.3)

for any f, g ∈ C∞(b2). It will be called a linear Poisson map. Therefore
Banach Lie-Poisson spaces form a category, which we will denote by P.

Let us denote by L the category of Banach Lie algebras. Let L0 be subcate-
gory of L which consists Banach Lie algebras g admitting preduals b∗ = g, and
ad∗

g b ⊂ b ⊂ g∗. A morphism Ψ : g1 → g2 in the category L0 is a Banach Lie al-
gebras homomorphism such that its dual map Ψ∗ : g∗2 → g∗1 preserves preduals,
i.e. Ψ∗b2 ⊂ b1. In general it could happen that the same Banach algebra g has
more than one non-isomorphic preduals. Therefore, let us define the category
PL0 which has as objects the pairs (b, g) such that b∗ = g and morphisms are
defined as for L0.

Proposition 4.3. The contravariant functor F : P → PL0 defined by F(b) =
(b, b∗) and F(Φ) = Φ∗ gives categories isomorphism. The inverse of F is given
by F−1(b, g) = b and F−1(Ψ) = Ψ∗

|b2
, where Ψ : g1 → g2.

The proof of the theorem is the direct consequence of Theorem 4.2.
The linearity of Poisson tensor π allows us to present Hamilton equation

(3.7) in the form
d

dt
b = − ad∗

dh(b) b, (4.4)

which, as we will see later, is natural generalization on the case of general
Banach Lie-Poisson space of the rigid body equation of motion as well as von
Neumann-Liouville equation.

For the same reasons the fiber Sb of the characteristic distribution at b ∈ b
is given by

Sb = {−ad∗xb : x ∈ g}. (4.5)
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We recall here that Tb ∼= b × b and Tbb ∼= b.
Now, let us discuss the question of integrability of the characteristic distri-

bution S. Following of [40] we shall assume that:

(i) b is a predual g∗ of g which is Banach Lie algebra of a connected Banach
Lie group G;

(ii) the coadjoint action of G on the dual g∗ preserve g∗ ⊂ g∗, i.e. Ad∗
g g∗ ⊂ g∗

for any g ∈ G;

(iii) for any b ∈ b the coadjoint isotropy subgroup Gb := {g ∈ G : Ad∗
g b = b}

is a Lie subgroup of G that is a submanifold of G.

It was shown, see Theorem 7.3 and Theorem 7.4 in [40] that under these as-
sumptions one has:

(i) the quotient space G/Gb is a connected Banach weak symplectic manifold
with the weak symplectic form ωb given by

ωb([g])(Tgπ(TeLgξ), Tgπ(TeLgη)) := 〈b; [ξ, η]〉, (4.6)

where ξ, η ∈ g, g ∈ G, [g] := π(g) and π : G → G/Gb is quotient submer-
sion, Lg : G → G is left action map;

(ii) the map
ιb : [g] ∈ G/Gb −→ Ad∗

g−1 b ∈ g∗ = b (4.7)

is an injective weak immersion of the quotient manifold G/Gb into b;

(iii) T[g]ιb(T[g](G/Gb)) = SAd∗
g−1 b for each [g] ∈ G/Gb;

(iv) the weak immersion bb : G/Gb → b is maximal;

(v) the form ωb is consistent with the Banach Lie-Poisson structure of b defined
by (4.1).

Summing up the above facts we conclude that ιb : G/Gb → b is a symplectic
leaf of the characteristic distribution (3.8).

Endowing the coadjoint orbit

Ob := {Ad∗
g−1 b : g ∈ G} (4.8)

with the smooth manifold structure of the quotient space G/Gb one makes
ιb : G/Gb → Ob into a diffeomorphism. The weak symplectic form (ι−1

b )∗ωb is,
given like in the finite dimensional case, by the Kiryllov formula

(ι−1
b )∗ωb(Ad∗

g−1 b)(ad∗
Adg ξ Ad∗

g−1 b, ad∗
Adg η Ad∗

g−1 b) = 〈b; [ξ, η]〉 (4.9)

for g ∈ G, ξ, η ∈ g and b ∈ b = g∗.
The following theorem gives equivalent conditions on b ∈ b which provided

that ιb : G/Gb → g∗ is an injective immersion.
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Theorem 4.4. Let the Banach Lie group G and b ∈ g∗ be such that Ad∗
g g∗ ⊂ g∗,

for any g ∈ G, and the isotropy subgroup Gb is a Lie subgroup of G. Then the
following conditions are equivalent

(i) ιb : G/Gb → g∗ is an injective immersion;

(ii) the characteristic subspace Sρ = {ad∗
ξ b : ξ ∈ g} is closed in g∗;

(iii) Sρ = g0
ρ, where g0

ρ is the annihilator of gρ in g∗.

Moreover the coadjoint orbit Ob with the manifold structure making ιb : G/Gb →
Ob a diffeomorphism. Then, under any of the hypotesis (i), (ii) and (iii), the
two-form defined by (4.9) is a strong symplectic form.

For proof see Theorem 7.5 in [40].
There is the concept of quasi immersion ι : N → M between the two Banach

manifolds, see [1] and [8] for example. By the definition ι : N → M is quasi
immersion if for every n ∈ N the tangent map Tnι : TnN → Tι(n)M is injective
with the closed range. From Theorem 4.4 we conclude that ιb : G/Gb → g∗ is a
quasi immersion if and only if it is an immersion.

The another important question is which conditions on b ∈ b guarantee that
ιb : G/Gb → g∗ is an embedding, i.e. when Ob is submanifold of the Banach
Lie-Poisson space g∗. Even there are examples of finite dimension of G and
b ∈ g∗ such that ιb : G/Gb → g∗ is not embedding. For the general Banach
case this problem is evidently more complicated. Here, opposite to the finite
dimensional case, we will be looking for the examples of an embedded symplectic
leaves ιb : G/Gb → g∗.

Example 4.1. The Lie algebra (L∞(H), [·, ·]) is the one of the Banach group
GL∞(H) which is open in L∞(H). The same has place for (U∞(H), [·, ·]) which
is Lie algebra of the Banach Lie group GU∞(H) of the unitary operators in H.
So the group GL∞(H) (GU∞(H) respectively) acts on L1(H) (on U1(H)) by
the coadjoint representation

Ad∗
g : L1(H) → L1(H) for g ∈ GL∞(H) (4.10)

Ad∗
g(ρ) = gρg−1. (4.11)

For g ∈ GU∞(H) and ρ ∈ U1(H) one has

Ad∗
g ρ = gρg∗ . (4.12)

In [40] it is proved that orbits

Oρ0 = Ad∗
G ρ0, (4.13)

where G = GL∞(H) or G = GU∞(H), are symplectic leaves. But in general
case the Kiryllov symplectic form ωO is only weak symplectic and in consequence
the quotient manifold G/Gρ is weak symplectic manifold and the map

ι : G/Gρ0 � [g] → Ad∗
g ρ0 ∈ Oρ0 ⊂ g∗ = L1(H) or U1(H) (4.14)
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is an injective weak immersion. The weak symplectic structure ωO is consistent
with Banach Lie–Poisson structure of g∗ It means that

{f, g}g∗ ◦ ι = {f ◦ ι, g ◦ ι}O, (4.15)

where f, g ∈ C∞(g∗) and Poisson bracket {·, ·}O is defined for the function f ◦ ι
and g ◦ ι only. The situation looks better for orbits Oρ0 generated from finite
rank (dim(im ρ0) < ∞) elements ρ0. In that case hermitian element ρ0 = ρ∗0
can be decomposed on the finite sum of orthonormal projectors

ρ0 =
N∑

k=1

λkPk ,

N∑
k=0

Pk = I , PkPl = δklPl, (4.16)

where dim(ker P0)⊥ = ∞, dim(ker Pk)⊥ < ∞ λk �= λl ∈ R and λk �= 0 for
N � k � 1 and λ0 = 0. In that case one has splitting (see [40])

Tρ0U
1(H) =

⎧⎨
⎩

N∑
k �=l=0

PkρPl : ρ ∈ U1(H)

⎫⎬
⎭⊕

{
N∑

k=0

PkρPk : ρ ∈ U1(H)

}
(4.17)

in which the first component is

Sρ0
∼= Tρ0O = i[ρ0, U

∞(H)] (4.18)

and the second one is the intersection

U∞
ρ0

(H) ∩ U1(H) (4.19)

of the stabilizer Lie–Banach subalgebra U∞
ρ0

(H) with U1(H). One can conclude
from this (see [40]) that the map

ι : GU∞(H)/GU∞
ρ0

(H) ∼−−−→ Oρ0 ⊂ U1(H) (4.20)

is an injective smooth immersion and (Oρ0 , ωO) is strong symplectic manifold.
The orbit Oρ0 had two naturally defined topologies:

TR) the relative topology: Ω is open iff there exists Ω̃ open in U1(H) such that
Ω = Ω̃ ∩ Oρ0

TQ) the quotient topology: Ω is open iff (ι ◦ π)−1(Ω) is open in GU∞(H).

The map π is the quotient projection

π : GU∞(H) −→ GU∞(H)/GU∞
ρ0

(H) (4.21)

of the Banach–Lie group GU∞(H) onto the quotient space GU∞(H)/GU∞
ρ0

(H).
The coadjoint action map

Ad∗ : GU∞(H) × U1(H) −→ U1(H) (4.22)
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is continuous and thus the map

Ad∗
ρ0

: GU∞(H) −→ U1(H) (4.23)

defined by Ad∗
ρ0

g = gρ0g
∗ is also continuous. Because of this the set

(
Ad∗

ρ0

)−1 (Ω) = π−1 ◦ ι−1(Ω) = (ι ◦ π)−1(ω) = {g ∈ GU∞(H) : gρ0g
∗ ∈ Ω}

(4.24)
is open in ‖·‖∞ topology of the unitary group GU∞(H) if Oρ0 ⊃ Ω is open in
relative topology TR. The above proves that if Ω ∈ TR than Ω ∈ TQ.

We would have shown that the injective smooth immersion is an embedding
if we have constructed a section

S : Ω −→ GU∞(H) (4.25)

continuous with respect to the relative topology TR.
Indeed, then assuming that ι is continuous in quotient topology we find that

(ι ◦ π)−1(Ω) is open in GU∞(H). Thus S−1
(
(ι ◦ π)−1(Ω)

)
= (ι ◦ π ◦ S)−1 =

id−1(Ω) = Ω is open in topology TR.
In particular we have the above situation if ρ0 has finite rank. Therefore,

for example, the map ι : CP(H) → U1(H) defined by (2.38) is an embedding.

♦

Now, following of [40] we will describe of the internal structure of morphisms
of Banach Lie-Poisson spaces.

Proposition 4.5. Let Φ : b1 → b2 be a linear Poisson map between Banach
Lie-Poisson spaces and assume that im Φ is closed in b2. Then the Banach
space b1/ ker Φ is predual to b∗2/ ker Φ∗, that is (b1/ ker Φ)∗ ∼= b∗2/ ker Φ∗. In
addition, b∗2/ ker Φ∗ is a Banach Lie-Poisson algebra satisfying the condition
ad∗

[x] (b1/ ker Φ) ⊂ b1/ ker Φ for all x ∈ b∗2 and b1/ ker Φ is a Banach Lie-Poisson
space. Moreover, the following properties hold

(i) the quotient map π : b1 → b1/ ker Φ is a surjective linear Poisson map;

(ii) the map ι : b1/ ker Φ → b2 defined by ι([b]) = Φ(b) is an injective linear
Poisson map;

(iii) the decomposition Φ = ι◦π into the surjective and injective linear Poisson
map is valid.

For proof of the proposition see [40].
So, as in linear algebra, one can reduce the investigation of linear Poisson

maps with closed range to the surjective and injective subcases. Since of The-
orem 4.2 and Proposition 4.3 one can characterize linear Poisson maps using
Banach Lie algebraic terminology.

Let us consider firstly the surjective linear continuous map π : b1 → b2 of
a Banach Lie-Poisson space (b1, {·, ·}1) just only on a Banach space. It is easy
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to see that the dual map π∗ : b∗2 → b∗1 is a continuous injective linear map and
im π∗ is closed in b∗1. So, one can identify imπ∗ with the dual b∗2 of Banach
space b2.

Assuming additionally that imπ∗ is Banach Lie subalgebra one shows that
im π∗ ∼= b∗2 satisfies conditions of Theorem 4.2 (see Section 4 of [40]) and thus
conclude that the following proposition is valid.

Proposition 4.6. Let (b1, {·, ·}1) be a Banach Lie-Poisson space and let π :
b1 → b2 be a continuous linear surjective map onto b2. Then b2 carries the
unique Banach Lie-Poisson structure {·, ·}2 if and only if im π∗ ⊂ b∗1 is closed
under the Lie bracket [·, ·]1 of b∗1. The map π∗ : b∗2 → b∗1 is a Banach Lie
algebra morphism whose dual π∗∗ : b∗∗1 → b∗∗2 maps b1 into b2. The uniquely
defined Banach Poisson-Lie structure {·, ·}2 following, e.g. [60] we shall call
coinduced by π from Banach Lie-Poisson space (b1, {·, ·}1).

We shall illustrate the importance of the coinduction procedure presenting
the following example, see [40].

Example 4.2. Let (g, [·, ·]) be a complex Banach Lie algebra admitting a pre-
dual g∗ satisfying ad∗

x g∗ ⊂ g∗ for every x ∈ g. Then, by Theorem 4.2, the
predual g∗ admits a holomorphic Banach Lie-Poisson structure, whose holo-
morphic Poisson tensor π is given by (4.1). We shall work with the realification
(g∗R, πR) of (g∗, π) in the sense of Section 3. We want to construct a real Banach
space gσ

∗ with a real Banach Lie-Poisson structure πσ such that gσ
∗ ⊗ C = g∗

and πσ is coinduced from πR in the sense of Proposition 4.6. To achieve this,
introduce a continuous R-linear map σ : g∗R → g∗R satisfying the properties:

(i) σ2 = id;

(ii) the dual map σ∗ : gR → gR defined by

〈σ∗z, b〉 = 〈z, σb〉 (4.26)

for z ∈ gR, b ∈ g∗R and where 〈·, ·〉 is the pairing between the complex
Banach spaces g and g∗, is a homomorphism of the Lie algebra (gR, [·, ·]);

(iii) σ ◦ I + I ◦ σ = 0, where I : gR → gR is defined by

〈z, Ib〉 := 〈I∗z, b〉 := i〈z, b〉 (4.27)

for z ∈ gR, b ∈ g∗R.

Consider the projectors

R :=
1
2
(id + σ) R∗ :=

1
2
(id + σ∗) (4.28)

and define gσ
∗ := imR, gσ := imR∗. Then one has the splittings

g∗R = gσ
∗ ⊕ Igσ

∗ and gR = gσ ⊕ Igσ (4.29)
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into real Banach subspaces. One can identify canonically the splittings (4.29)
with the splittings

gσ
∗ ⊗R C = (gσ

∗ ⊗R R) ⊕ (gσ
∗ ⊗R Ri) . (4.30)

Thus one obtains isomorphisms gσ
∗ ⊗R C ∼= g∗ and gσ ⊗R C ∼= g of complex

Banach spaces.
For any x, y ∈ gR one has

[R∗x,R∗y] = R∗[x,R∗y] (4.31)

and thus gσ is a real Banach Lie subalgebra of gR. From

Re〈z, b〉 = 〈R∗zRb〉 + 〈I∗R∗I∗z, IRIb〉
= 〈R∗zRb〉 + 〈(1 − R∗)z, (1 − R)b〉 (4.32)

for all z ∈ gR and all b ∈ g∗R, where for the last equality we used R = 1 + IRI
and R∗ = 1 + I∗R∗I∗, one concludes that the annihilator (gσ

∗ )◦ of gσ
∗ in gR

equals I∗g∗. Therefore gσ
∗ is the predual of gσ.

Taking into account all of the above facts we conclude from Proposition
4.6 that gσ

∗ carries a real Banach Lie-Poisson structure {·, ·}gσ∗ coinduced by
R : g∗R → gσ

∗ . According to (4.32), the bracket {·, ·}gσ∗ is given by

{f, g}gσ∗ (ρ) = 〈[df(ρ), dg(ρ)], ρ〉, (4.33)

where ρ ∈ gσ
∗ and the pairing on the right is between gσ

∗ and gσ. In addition,
for any real valued functions f, g ∈ C∞(gσ

∗ ) and any b ∈ g∗R we have

{f ◦ R, g ◦ R}gR
(b) = Re〈[d(f ◦ R)(b), d(g ◦ R)(b)], b〉

= 〈R∗[d(f ◦ R)(b), d(g ◦ R)(b)], R(b)〉 + 〈(1 − R∗)[d(f ◦ R)(b), d(g ◦ R)(b)], (1 − R)b〉
= 〈R∗[R∗df(R(b)), R∗dg(R(b))], R(b)〉 + 〈(1 − R∗)[R∗df(R(b)), R∗dg(R(b))], (1 − R)b〉
= 〈[df(R(b)), dg(R(b))], R(b)〉 = {f, g}gσ∗ (R(b)),

where we have used (4.31). The above computation proves, independently of
Proposition 4.6, that R : g∗R → gσ

∗ is a linear Poisson map.

♦

The injective ingredient of the linear Poisson map is described as follows.

Proposition 4.7. Let b1 be a Banach space, (b2, {·, ·}2) be a Banach Lie-
Poisson space, and ι : b1 → b2 be an injective continuous linear map with closed
range. Then b1 carries a unique Banach Lie-Poisson structure {·, ·}1 such that
ι is a linear Poisson map if and only if ker ι∗ is an ideal in the Banach Lie
algebra b∗2.

In analogy to the previous case, we will call the Banach Lie-Poisson structure
{·, ·}1 induced from (b2, {·, ·}2) by the map ι.
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Example 4.3 (Banach Lie-Poisson spaces related to infinite Toda latice, see
[41]).

We begin by defining the family of Banach subspaces of L1(H) and L∞(H)
where H is real separable Hilbert space. Given the Schauder basis {|n〉〈m|}∞n,m=0

of L1(H), we define the Banach subspaces of L1(H):

• L1
−(H) := {ρ ∈ L1(H) | ρnm = 0 for m > n} (lower triangular trace class)

• L1
−,k(H) := {ρ ∈ L1

−(H) | ρnm = 0 for n > m + k} (lower k-diagonal trace
class)

• I1
−,k(H) := {ρ ∈ L1

−(H) | ρnm = 0 for n � m + k} (lower triangular trace
class with zero first k-diagonals)

• I1
+,k(H) := {ρ ∈ L1

+,k(H) | ρnm = 0 for m � n + k} (upper triangular
trace class with zero first k-diagonals).

Similarly, using the biorhogonal family of functionals {|l〉〈k|}∞l,k=0 in L∞(H) ∼=
L1(H)∗ we define Banach subspaces of L∞(H):

• L∞
+ (H) := {x ∈ L∞(H) | xnm = 0 for m < n} (upper triangular bounded)

• L∞
+,k(H) := {x ∈ L∞

+ (H) | xnm = 0 for m > n + k} (upper k-diagonal
bounded)

• I∞−,k(H) := {x ∈ L∞
− (H) | xnm = 0 for n � m + k} (lower triangular

bounded with zero first k-diagonals)

• I∞+,k(H) := {x ∈ L∞
+ (H) | xnm = 0 for m � n + k} (upper triangular

bounded with zero first k-diagonals)

With these subspaces we have the following splittings

L1(H) = L1
−(H) ⊕ I1

+,1(H) (4.34)

L1
−(H) = L1

−,k(H) ⊕ I1
−,k(H) (4.35)

L∞(H) = L∞
+ (H) ⊕ I∞−,1(H) (4.36)

L∞
+ (H) = L∞

+,k(H) ⊕ I∞+,k(H) (4.37)

Non-degenerate pairing (2.11) relates the above splitting by

(L1
−(H))∗ ∼= (I1

+,1(H))◦ = L∞
+,1(H) (4.38)

(L1
−,k(H))∗ ∼= (I1

−,k(H))◦ = L∞
+,k(H), (4.39)

where ◦ denotes the annihilator of the Banach subspace in the dual of the
ambient space.

The L∞
+ (H) is the associative Banach subalgebra of L∞(H) and I∞+,k(H) is

the Banach ideal of L∞
+ (H). Then they are Banach Lie subalgebra and Banach

Lie ideal of (L∞(H), [·, ·]) respectively.
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The associative Banach Lie groups are

GL∞
+ (H) := GL∞(H) ∩ L∞

+ (H) (4.40)

and
GI∞+,k(H) := (I + I∞+,k(H) ∩ GL∞

+ (H). (4.41)

Now, let us take the Banach spaces map ιk : L1
−,k(H) ↪→ L1

−(H) defined by
the splitting (4.35). It is clear that it satisfies the conditions of the Proposition
4.7. Therefore L1

−,k is the Banach Lie-Poisson space predual to the Banach Lie
algebra L∞

+ (H)/I∞+,k(H) ∼= L∞
+,k(H) with the bracket

[X,Y ]k =
k−1∑
l=0

l∑
i=0

(
xis

i(yl−i) − yis
i(xl−i)

)
Sl (4.42)

of X =
∑k−1

l=0 xlS
l, Y =

∑k−1
l=0 ylS

l, where

S :=
∞∑

n=0

|n〉〈n + 1| ∈ L∞(H) (4.43)

and xl, yl ∈ L∞
0 (H), where L∞

0 (H) by definition is subalgebra of diagonal ele-
ments in L∞

+ (H). We defined the map s : L∞
0 (H) → L∞

0 (H) by

Sx = s(x)S. (4.44)

One has isomorphism of GL∞
+ (H)/GI∞+,k with the group

GL∞
+,k =

{
g =

k−1∑
i=0

giS
i
∣∣∣ gi ∈ L∞

0 , |g0| � ε(g0)I for some ε(g0) > 0

}
,

(4.45)
of invertible elements in the Banach associative algebra (L∞

+,k(H), ◦k) with the
product of elements given by

X ◦k Y :=
k−1∑
l=0

(
l∑

i=0

xis
i(yl−i)

)
Sl. (4.46)

Finally the induced Poisson bracket on L1
−,k(H) is given by

{f, g}k(ρ) =

=
k−1∑
l=0

l∑
i=0

Tr
[
ρl

(
δf

δρi
(ρ)si

(
δg

δρl−i
(ρ)
)
− δg

δρi
(ρ)si

(
δf

δρl−i
(ρ)
))]

, (4.47)

where ρ =
∑k−1

l=0 (ST )lρl, here ρi are diagonal trace-class operators and ST is
conjugation of S.

♦
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Example 4.4 (Flaschka map as a momentum map, see [41]). Let us recall that
by definition l∞ and l1 are

l∞ :=

{
q = {qk}∞k=0 : ‖q‖∞ := sup

k=0,1,...
|qk| < ∞

}
(4.48)

l1 :=

{
p = {pk}∞k=0 : ‖p‖1 :=

∞∑
k=0

|pk| < ∞
}

(4.49)

The spaces l∞ and l1 are in duality, that is, (l1)∗ = l∞ relative to the
strongly nondegenerate duality pairing

〈q, p〉 =
∞∑

k=0

qkpk. (4.50)

Thus the space l∞× l1 is a weak symplectic Banach space relative to the canon-
ical weak symplectic form

ω((q, p), (q′, p′)) = 〈q, p′〉 − 〈q′, p〉, (4.51)

for q, q′ ∈ l∞ and p, p′ ∈ l1.
Let us define the map

Jν(q, p) := p + ST νes(q)−q (4.52)

of the canonical weak symplectic Banach space (l∞ × l1, ω) into the Banach
Lie-Poisson space L1

−,2(H), where ST ν is a generic lower diagonal element of
L1
−,2(H). We identify l1 with L1

0(H) and l∞ with L∞
0 (H). Having fixed ST ν ∈

L1
−,2(H), we define the action

σν
g (q, p) :=

(
q + log g0, p + g1g

−1
0 νes(q)−q + s̃

(
g1g

−1
0 νes(q)−q

)
(I − p0)

)
,

(4.53)
where g0 + g1S ∈ GL∞

+,2(H) and (q, p) ∈ l∞ × l1.
One can prove that

i) Jν is an Poisson map, that is, {f ◦ Jν , g ◦ Jν}ω = {f, g}2 ◦ Jν , for all
f, g ∈ C∞(L1

−,2(H));

ii) Jν is GL∞
+,2(H)-equivariant, that is, Jν ◦ σν

g =
(
Ad−,2

)∗
g−1 ◦ Jν for any

g ∈ GL∞
+,2(H).

Reassuming above statements we can say that Flaschka map (4.52) is a mo-
mentum map of the weak symplectic Banach space (l∞× l1, ω) into the Banach
Lie-Poisson space L1

−,2(H).

♦
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In order to summarize the above considerations let us formulate the following
theorem, see [40].

Theorem 4.8. The linear continuous closed range map Φ : b1 → b2 between
the Banach Lie-Poisson spaces b1 and b2 is a linear Poisson map if and only if
it has a decomposition Φ = ι ◦ π, where

(i) π : b1 → b is a linear continuous surjective map of Banach spaces such
that im π∗ ⊂ b∗1 is closed with respect to a Lie bracket of b∗1;

(ii) ι : b → b2 is a continuous injective linear map of Banach spaces with
closed range such that ker ι∗ is an ideal in the Banach Lie algebra b∗2.

Let b be a Banach Lie-Poisson space and let g be Banach Lie algebra defined
by b∗ = g. From Proposition 4.6 we see that there exists a bijective correspon-
dence between the coinduced Banach Lie-Poisson structures from b and the
Banach Lie subalgebras of g. If the surjective continuous linear map π : b → c
coinduces a Banach Lie-Poisson structure on c, the Banach Lie subalgebra of g
given by this correspondence is π∗(c∗).

Conversely, if k ⊂ g is a Banach Lie subalgebra then the Banach Lie-Poisson
space given by this correspondence is b/k◦, where k◦ is the annihilator of k in b,
and π : b → b/k◦ is the quotient projection.

Similarly from Proposition 4.7 we conclude that there exists a bijective cor-
respondence between the induced Banach Lie-Poisson structures in b (i.e., the
Banach Lie-Poisson subspaces of b) and the Banach ideals of g. If the injection
ι : c → b with closed range induces a Banach Lie-Poisson structure on c, then
the ideal in g given by this correspondence is ker ι∗.

Conversely, if i ⊂ g is a Banach ideal, then the Banach Lie- Poisson subspace
of b given by this correspondence is i◦, where i◦ is the annihilator of i in b and
ι : i◦ → b is the inclusion.

The product b1×b2 of the Banach Lie-Poisson spaces (b1, {·, ·}1) and (b2, {·, ·}2)
has the Banach Poisson manifold structure {·, ·}12 defined by Theorem 3.2. Since
the Banach spaces isomorphism (b1 × b2)∗ ∼= b∗1 × b∗2 the dual Banach space
(b1 × b2)∗ is closed with respect to the Poisson bracket {·, ·}12. The inclusions
ik : bk → b1 × b2 and projections πk : b1 × b2 → bk, k = 1, 2. The inverse
procedure to the product is the splitting b = b1 ⊕ b2 of a Banach Lie-Poisson
space (b, {·, ·}).

Definition 4.9. Let (b, {·, ·}) be a Banach Lie-Poisson space. The splitting
b = b1 ⊕ b2 into two Banach subspaces b1 and b2 is called a Poisson splitting
if

(i) b1 and b2 are Banach Lie Poisson spaces whose brackets shall be denoted
by {·, ·}1 and {·, ·}2 respectively;

(ii) the projections πk : b → bk and the inclusions ik : bk → b, k = 1, 2,
consistent with the above splitting, are Poisson maps;

(iii) if f ∈ π∗
1(C∞(P1)) and g ∈ π∗

2(C∞(P2)), then {f, g} = 0.
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The following conditions are equivalent:

(i) the Banach Lie-Poisson space (b, {·, ·}) admits a Poisson splitting into the
two Banach Lie-Poisson subspaces (b1, {·, ·}1) and (b2, {·, ·}2);

(ii) the Banach Lie-Poisson space (b, {·, ·}) is isomorphic to the product Ba-
nach Lie-Poisson space (b1 × b2, {·, ·}12);

(iii) the components b∗1 and b∗2 of the dual splitting b∗ = b∗1⊕b∗2 are ideals of the
Banach Lie algebra b∗, where one identifies b∗1 and b∗2 with the annihilators
of b2 and b1 in b∗ respectively.

5 Preduals of W ∗-algebras and the conditional
expectation

The physically important and mathematically interesting subcategory of Banach
Lie-Poisson spaces is given by the preduals of W ∗-algebras. Let us recall that
W ∗-algebra is a C∗-algebra M, which allows a predual Banach space M∗. For
given M the predual M∗ is defined in the unique way, see eg. [48, 53]. By Sakai
theorem the W ∗-algebra is abstract presentation of von Neumann algebra. The
existence of M∗ defines σ(M,M∗) topology on the M. Below we will use term
σ-topology. A net {xα}α∈A ⊂ M converges to x ∈ M in σ-topology if, by
definition, limα∈A〈xα; b〉 = 〈x; b〉 for any b ∈ M∗. One can characterize the
predual space M∗ as the Banach subspace of M∗ consisting of all σ-continuous
linear functionals, eg. see [48]. The left

La : M � x −→ ax ∈ M (5.1)

and right
Ra : M � c −→ xa ∈ M (5.2)

multiplication by a ∈ M are norm and σ-continuous maps. Thus their duals
L∗

a : M∗ → M∗ and R∗
a : M∗ → M∗ preserve M∗ which is canonically embedded

Banach subspace of M∗.
The W ∗-algebra is a Banach Lie algebra with the commutator [·, ·] as Lie

bracket. One has ada = [a, ·] = La − Ra and ad∗
a = L∗

a − R∗
a. Therefore

ad∗
a M∗ ⊂ M∗ for each a ∈ M. The above proves that the conditions of Theorem

4.2 are satisfied. Thus one has

Proposition 5.1. The predual M∗ of W ∗-algebra M is a Banach Lie-Poisson
space with the Poisson bracket {f, g} of f, g ∈ C∞(M∗) given by (4.1).

The above statement is remarkable, since it says that the space of quantum
states M∗ can be considered as an infinite dimensional classical phase space.

Now, let us introduce the concept of quantum reduction physical meaning
of which will be elucidated subsequently.

Definition 5.2. A quantum reduction is the linear map R : M∗ → M∗ of
the predual of W ∗-algebra M such that
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(i) R2 = R and ‖R‖ = 1

(ii) the range imR∗ of the dual map R∗ : M → M is a C∗-subalgebra of M.

The properties of R∗ : M → M we present in the following proposition.

Proposition 5.3. One has

i) R∗2 = R∗ and ‖R∗‖ = 1

ii) R∗ : M → M is σ-continuous

iii) im R∗ is σ-closed

iv) im R∗ is W ∗-subalgebra of M.

Proof. i) For any x ∈ M and b ∈ M∗ one has

〈R∗2x; b〉 = 〈x;R2b〉 = 〈x;Rb〉 = 〈R∗x; b〉, (5.3)

which gives R∗2 = R∗ and 1 � ‖R∗‖. On the other side

‖R∗x‖ = sup
b�=0

|〈R∗x; b〉|
‖b‖ = sup

b�=0

〈x;Rb〉
‖b‖ � sup

b�=0
‖x‖ ‖Rb‖

‖b‖ = ‖x‖ , (5.4)

so, ‖R∗‖ � 1.

ii) Let a net {xα}α∈A ⊂ M converges xα
σ−→ x to x ∈ M in σ-topology. Thus

∀b ∈ M∗ 〈R∗xα; b〉 = 〈xα;Rb〉 σ−→ 〈x;Rb〉 = 〈R∗x; b〉, (5.5)

what means R∗xα
σ−→ R∗x.

iii) If R∗xα
σ−→ y from ii) one has R∗xα = R∗R∗xα

σ−→ R∗y. Thus y = R∗y ∈
im R∗.

iv) From iii) imR∗ is σ-closed then it is a W ∗-subalgebra.

We see from the point iv) of Proposition 5.3 that in the condition ii) of
Definition 5.2 one can equivalently assume that imR∗ is W ∗-subalgebra of M.

In the probability theory there is the concept of conditional expectation. It
can be extended to the non-commutative probability theory which forms math-
ematical language of quantum statistical physics and the theory of quantum
measurement, see [53, 54, 55, 48, 17]. By the definition, see e.g. [48, 56] the
normal conditional expectation is a σ-continuous, norm one idempotent
map E : M → M which maps M onto a C∗-subalgebra N.

Proposition 5.4. Let R : M∗ → M∗ be a quantum reduction then R∗ : M → M
is the normal conditional expectation.

Conversely if E : M → M is a normal conditional expectation then E∗ :
M∗ → M∗ preserves M∗ ⊂ M∗ and R := E∗

|M∗ is the quantum reduction.
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Proof. It follows from Proposition 5.3 that R∗ : M → M is normal conditional
expectation. Since E : M → M is σ-continuous one has

〈E∗b;xα〉 = 〈b;Exα〉 → 〈b;Ex〉 = 〈E∗b;x〉 (5.6)

for any xα
σ−→ x and b ∈ M∗, so E∗b ∈ M∗. It is clear that E∗

|M∗
2 = E∗

|M∗ and∥∥∥E∗
|M∗

∥∥∥ = 1. For any x ∈ M and b ∈ M∗ one has

〈Ex; b〉 = 〈x;E∗
|M∗b〉 = 〈(E∗

|M∗)
∗x; b〉, (5.7)

which is equivalent to (E∗
|M∗)

∗ = E. The above shows the last statement of the
proposition.

Concluding, we see that any quantum reduction R is the predual E∗ of a
normal conditional expectation and vice versa any normal conditional expec-
tation E is the dual R∗ of some quantum reduction. From σ-continuity of E
follows that the C∗-subalgebra N = imE is σ-closed, i.e. it is W ∗-subalgebra.
Its predual Banach space N∗ is isomorphic to imE∗. Thus and from Proposition
4.6 we obtain:

Proposition 5.5. The predual E∗ : M∗ → N∗ of a normal conditional ex-
pectation E : M → N ⊂ M is the surjective linear Poisson map of Banach
Lie-Poisson spaces. The Lie-Poisson structure of N∗ is coinduced by E∗ from
Banach Lie-Poisson space M∗.

We will see from the examples presented below that E∗ : M∗ → M∗ could
be considered as the mathematical realization of the measurement operation.
Therefore in virtue of Proposition 5.5 one can consider the measurement as a
linear Poisson morphism.

Example 5.1. If p ∈ M is self-adjoint projector, i.e. p2 = p = p∗, then the
map

Ep(x) := pxp, (5.8)

as it easily to see, satisfies the all defining properties of the normal conditional
expectation. The im Ep is a hereditary W ∗-subalgebra of M. Any hereditary
W ∗-subalgebra of M is the range of the normal conditional expectation Ep for
some self-adjoint projector p ∈ M, see for example [48] for the proof of the
above facts.

♦

Example 5.2. Let the family {pα}α∈I ⊂ M of self-adjoint mutually orthogonal
pαpβ = δαβpα projectors gives the orthogonal resolution

∑
α pα = 1 of unit

1 ∈ M. It defined the normal conditional expectation E : M → M by

E(x) :=
∑
α∈I

pαxpα, (5.9)
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where the summation in (5.9) is taken in sense of the σ-topology.
In order to see that let us consider M as a von Neumann algebra of operators

on the Hilbert space H. Then for v ∈ H one has

‖E(x)v‖2 =

∥∥∥∥∥
∑
α

pαxpαv

∥∥∥∥∥
2

=
∑
α

‖pαxpαv‖2 �
∑
α

‖x‖2 ‖pαv‖2 = ‖x‖2 ‖v‖2
,

(5.10)
which gives ‖E(x)‖ � 1. Thus since {pα}α∈I is orthogonal resolution of unit
the map E is an idempotent, i.e. E2 = E, of the norm ‖E‖ = 1. The direct
computation shows that

E(x)∗ = E(x∗) (5.11)

E(x)E(y) = E(E(x)E(y)) (5.12)

for any x, y ∈ M. Let xi
σ−→ x and ρ ∈ L1(H) be such that〈x; b〉 = Tr(xρ). Thus

〈E(x); b〉 = Tr(ρ
∑
α

pαxipα) = Tr(xi

∑
α∈I

pαρpα) σ−→ Tr(x
∑
α

pαρpα) = Tr(E(x)ρ) = 〈E(x); b〉

(5.13)
for any b ∈ M∗. This shows that E is σ-continuous.

The range im E of the normal conditional expectation (5.9) can be charac-
terized as the commutant of the set {pα}α∈I of self-adjoint projectors.

♦
Example 5.3. The W ∗-tensor product M⊗N of the W ∗-algebras M and N by
definition is (M∗⊗α0 N∗)∗ = (M∗⊗α0 N∗)∗∗/I, where the two-side ideal I is the
polar (annihilator) of M∗⊗α0 N∗ in the second dual of M∗⊗α0 N∗. (M∗⊗α0 N∗
is a closed subspace of (M⊗α0 N)∗). In order to explain the above definition in
the details we will follows of [48]. The cross norm α0 is a least C∗-norm among
all norms α on the algebraic tensor product M ⊗ N satisfying α(x∗x) = α(x)2

and α(xy) � α(x)α(y) for x, y,∈ M⊗N. Existence of α0 is proved in Theorem
1.2.2 of [48]. The C∗-algebra M ⊗α0 N (called C∗-tensor product of M and N)
denotes the completion of M⊗N with respect to α0. The predual Banach space
M∗ ⊗α0 N∗ is completion of algebraic tensor product M∗ ⊗ N∗ with respect to
the dual form α∗

0. Finally let us recall (e.g. see Theorem 1.17.2 in [48]) that the
second dual A∗∗ of C∗-algebra A is a W ∗-algebra and A is a C∗-subalgebra of
A∗∗.

After these preliminary definitions let us define the linear map Em0 : M⊗̄N →
M⊗̄N indexed by a positive m0 ∈ M∗ which satisfies 〈1;m0〉 = 1 and ‖m0‖ = 1.
It is sufficient to fix the values of Em0 on the decomposable elements:

Em0(x ⊗ y) := 1 ⊗ 〈x;m0〉y, (5.14)

where x ∈ M and y ∈ N.

Proposition 5.6. If m0 ∈ M∗ is positive, ‖m0‖ = 1 and 〈1;m0〉 = 1 then
Em0 : M⊗̄N → M⊗̄N defined by (5.14) is a normal conditional expectation.
Moreover
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(i) im Em0 = 1⊗̄N

(ii) Em0(1 ⊗ 1) = 1

(iii) predual Rm0 = (Em0)∗ of Em0 is given by

Rm0(n ⊗ m) = 〈1;m〉m0 ⊗ n (5.15)

for m ∈ M∗ and n ∈ N∗;

(iv) Em0(axb) = aEm0(x)b for a, b ∈ Em0 and x ∈ M⊗̄N;

(v) Em0(x)∗Em0(x) � Em0(x
∗x) for x ∈ M⊗̄N;

(vi) if Em0(x
∗x) = 0 then x = 0;

(vii) if x � 0 then Em0(x) � 0.

For the proof of this proposition see Theorem 2.6.4 in [48].

♦

Subsequently we shall discuss those three examples in detail when W ∗-
algebra M be the algebra of all bounded operators L∞(H) on Hilbert space
H. As we will see the normal conditional expectations and quantum reduction
in this case have concrete physical meaning.

6 Statistical models of physical systems

Any investigation of the physical system always establishes the existence of the
system states set S and the set O of the observables related to the system. The
choice of S and O depends on the our actual knowledge, experimental as well
as theoretical, concerning the system under considerations.

The observable X ∈ O which describes measurement procedure is realized
by an experimental device which after application to the system prepared in
the state s ∈ S gives some real number x ∈ R. Repetition of the X observable
measurement on the ansamble of systems in the same state gives a sequence

{x1, . . . , xN} (6.1)

of the real numbers. The limit of the relative frequencies

lim
N→∞

#{xi : xi ∈ Ω}
N

=: µX
s (Ω), (6.2)

where Ω ∈ B(R) is the Borel subset of R, defines a probabilistic measure µX
s on

the σ-algebra B(R) of Borel subsets of the real line R.
Thereby the measurement procedure gives the prescription

µ : O × S � (X, s) −→ µX
s ∈ P(R), (6.3)
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which maps O×S into the space P(R) of probabilistic measures on the σ-algebra
of Borel subsets B(R).

Let us remark here that the experimental construction of the map (6.3) is
based on the confidence that one can repeat individual measurement and the
limit (6.2) is stable under independent repetitions.

The pairing 〈X; s〉 defined by the integral

〈X; s〉 :=
∫
R

yµX
s (dy) (6.4)

has the physical interpretation of the mean value of the observable X in the
state s, i.e. the 〈X; s〉 could be cosidered as the ”value” of the observable X in
the state s.

This, what was presented above, is in some sense the shortest and most
abstract description of the statistical structure of the physical measurement
applied to the system. It is obviously not complete, since it does not yield any
information concerning structures of the spaces S and O. In order to recognize
these structures one postulates additionally certain system of axioms, see [27].

Axiom 1. From the fact that µX
s1

= µX
s2

for all X ∈ O it follows that s1 = s2

and from µX1
s = µX2

s for all s ∈ S it follows that X1 = X2.

This separability axiom means that one can separate states of the inves-
tigated system in the experimental way; also observables are distinguished by
their experimentally obtained probability distributions in all states s ∈ S of the
system.

The rejection of Axiom 1 leads to the possibility of non-experimental recog-
nition of states and observables, what is in contradiction with rational point of
view on physical phenomena. So, the necessity of Axiom 1 follows from Okham
razor principle.

The space of probabilistic measures P(R) has two properties important for
the statistical approach to the physical systems:

i) P(R) is a convex set, i.e. for any µ1, µ2 ∈ (R) and p ∈ [0, 1] one has

pµ1 + (1 − p)µ2 ∈ P(R). (6.5)

ii) Let M(R) denote the set of measurable functions from R to R. It is semi-
group with respect to superposition operation and it acts on P(R) from the
left side by

f∗µ(Ω) := µ(f−1(Ω)) (6.6)

i.e. f∗µ ∈ M(R) and (g ◦ f)∗ = g∗ ◦ f∗ for f, g ∈ M(R).

The following axiom allows the possibility of mixing of the states. Expressing
that in the precise manner, it allows to define the convex structure on S.

Axiom 2. For arbitrary s1, s2 ∈ S and any p ∈ [0, 1] there exists s ∈ S such
that µX

s = pµX
s1

+ (1 − p)µX
s2

for all X ∈ O.
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It follows from Axiom 1 that s is defined by Axiom 2 in the unique way.
Let us denote by F(S) the vector space of real valued functions ϕ : S → R

which have the property

ϕ(s) = pϕ(s1) + (1 − p)ϕ(s2) (6.7)

for any s1, s2 ∈ S defined by Axiom 2. For example the mean values function
〈X; ·〉, X ∈ O given by (6.4) fulfills the property (6.7). It is natural to assume,
what we will do, that F(S) is spanned by mean values functions. Additionally
we assume that F(S) separates elements of S, i.e. for any s1, s2 ∈ S there exist
ϕ ∈ F(S) that ϕ(s1) �= ϕ(s2). Under such assumptions the evaluation map
E : S → F(S), defined by

E(S)(ϕ) := ϕ(s) ϕ ∈ F(S), (6.8)

is one-to-one. Therefore, in the considered case, states space S can be identified
with the convex subset of the vector space F(S)′ dual to F(S). Usually S is
always considered as a convex subset of some topological vector space, e.g. see
Examples 6.1 and 6.2 presented below. So, summing up the above considera-
tions, we see that Axiom 2 allows to take the mixture

s := ps1 + (1 − p)s2 (6.9)

of the states s1 and s2.
The extremal element of S, i.e. one which does not have the decomposition

(6.9) with p ∈]0, 1[ is called a pure state.
One also postulates the axiom which permits to define the semigroup M(R)

action on the set of observables.

Axiom 3. For any X ∈ O and any f ∈ M(R) there exists Y ∈ O such that

µY
s = f∗µX

s (6.10)

for all s ∈ S.

By the Axiom 1 the observable Y is defined univocally. One calls Y func-
tionally subordinated to the observable X. We shall use the commonly
accepted notation Y = f(X) subsequently. The functional subordination gives
a partial ordering on O defined by

X ≺ Y iff exists f ∈ M(R) such that Y = f(X). (6.11)

Since the antisymmetry property, i.e. if X ≺ Y and Y ≺ X then X = Y , is
not satisfied, the relation ≺ is not the ordering in general.

Observables Y1, . . . Yn are called compatible if they are functionally sub-
ordinated to some observable X: X ≺ Y1, . . . , X ≺ Yn. One can measure
compatible observables by measuring observable X, it means that they can be
measured simultaneously, what is not true for the arbitrary set of observables.
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Therefore, by postulated axioms, spaces of states S and of observables O
inherit from P(R) the convex geometry and the partial ordering respectively.

According to Mackey [27] we introduce the notion of the experimentally
verifiable proposition (question). By definition it is an observable q ∈ O
such that

∀ s ∈ S µq
s({0, 1}) = 1. (6.12)

Let us denote by L the set of all propositions. Since for any X ∈ O and A ∈ B(R)
the observable χ∆(X), where χ∆ is the indicator function of ∆, belongs to L,
one has lots of propositions.

For any proposition q ∈ L one defines its negation q⊥ ∈ L by

∀ s ∈ S µq
s({1}) + µq⊥

s ({1}) = 1. (6.13)

It is easy to see that ⊥: L → L is an involution.
One assumes the following formal definition of the logic, eg. see [61].

Definition 6.1. The logic is an orthomodular lattice L such that
∨
n

an and∧
n

an exist in L for any countable subset {a1, a2, . . .} ⊂ L.

For the sake of self-completeness of the text let us recall that partially ordered
set L is a lattice iff for any two a, b ∈ L there is a ∧ b ∈ L (a ∨ b ∈ L) such that
a ∧ b ≺ a and a ∧ b ≺ b (a ≺ a ∨ b and b ≺ a ∨ b) and c ≺ a ∧ b (a ∨ b ≺ c) for
any c ≺ a and c ≺ b (a ≺ c and b ≺ c). Binary operations ∧ and ∨ define the
algebra structure on L and conditions

∨
n

an,
∧
n

an ∈ L mean that L is closed

with respect to the countable application of ∧ and ∨ operations. If L has zero
0 and unit 1 and there exists map ⊥: L → L such that

a ∧ a⊥ = 0 , a ∨ a⊥ = 1 (6.14)

a⊥⊥ = a (6.15)

a ≺ b ⇒ b⊥ ≺ a⊥ (6.16)

a ≺ b ⇒ b = a ∨ (b ∧ a⊥) (6.17)

one says that L is orthomodular lattice, see [61].
The element b ∧ a⊥ from (6.17) is written as b − a. The proposition a⊥,

which is the negation of the proposition a, is called the orthogonal complement
of a in L. One says that propositions a and b are orthogonal and writes a ⊥ b
iff a ≺ b⊥ and b ≺ a⊥. If a ⊥ b then proposition (question) a excludes the
proposition b.

Moreover one has ∨
n

a⊥
n =

(∧
n

an

)⊥
(6.18)

∧
n

a⊥
n =

(∨
n

an

)⊥
(6.19)
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and
(a ∨ b) ∧ c = (a ∧ c) ∨ b (6.20)

for a ⊥ b and b ≺ c.
The condition (6.20) is called orthomodularity property. Stronger con-

dition that if b ≺ c then (6.20) is called modularity property.
The element a ∈ L is called an atom of L if a �= 0 and if b ≺ a then b = 0, i.e.

a is minimal non-zero element of L. The logic L is atomic if for any element
0 �= b ∈ L there exists atom a ≺ b.

By morphism of two logics we will understand the map Φ : L1 → L2 which
preserves their operations ∨, ∧, involutions ⊥, zeros and units.

Axiom 4. The set of propositions L with ⊥ defined by (6.13) is logic and for
any X ∈ O the map

B(R) � ∆ → χ∆(X) ∈ L (6.21)

is a morphism of the logic B(R) of Borel subsets of R into L.

For any logic L of Definition 6.1 one can define the space P(L) of σ-additive
measures and the space E(L) of proposition valued measures, e.g. see [61]. The
space P(L) by definition will consist of measures on L, i.e. functions

π : L → [0, 1] (6.22)

such that

i) π(0) = 0 and π(1) = 1

ii) if a1, a2, . . . is a countable or finite sequence of elements of L then

π(
∨
n

an) =
∑

n

π(an) (6.23)

if an ⊥ am for n �= m.

It follows from properties (6.17) and (6.23) that

π(a) � π(b) (6.24)

if a ≺ b. It is also clear that P(L) has naturally defined convex structure.
The space E(L) of proposition valued measures is defined in some sense as

a dual object to P(L). Namely, the proposition valued measure E ∈ E(L)
associated to L is a map

E : B(R) −→ L (6.25)

such that

i) E(∅) = 0 and E(R) = 1

ii) if ∆1,∆2 ∈ B(R) and ∆1 ∩ ∆2 = ∅ then E(∆1) ⊥ E(∆2).
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iii) if ∆1,∆2, . . . ∈ B(R) and ∆k ∩ ∆l = ∅ for k �= l then

E(∪k∆k) =
∨
k

E(∆k), (6.26)

i.e. it is a logic morphism.
If f ∈ M(R) is measurable real valued function, then f(E) defined by

f(E)(∆) := E(f−1(∆)) (6.27)

belongs to E(L) if E ∈ E(L). The above defines subordination relation in E(L).
One defines the map ν : E(L) × P(L) → P(R) by

νE
π (∆) := π(E(∆)). (6.28)

From the definition (6.28) one has

f∗νE
π = νf(E)

π (6.29)

for any π ∈ P(L) and

νE
pπ1+(1−p)π2

= pνE
π1

+ (1 − p)νE
π2

(6.30)

for any E ∈ E(L).
Let us now define the maps χ : O → E(L) and ι : S → P(L) in the following

way
χ(X)(∆) := χ∆(X) (6.31)

and
ι(s)(q) := µq

s({1}) (6.32)

for any q ∈ L.

Proposition 6.2.

i) One has
χ(f(X)) = f(χ(X)) (6.33)

for f ∈ M(R), and

ι(ps1 + (1 − p)s2) = p ι(s1) + (1 − p) ι(s2), (6.34)

i.e. χ : O → E(L) is equivariant with respect to the action of the semigroup
M(R) and ι : S → P(L) preserves the convex structure.

ii) For X ∈ O and s ∈ S the equality

ν
χ(X)
ι(s) = µX

s (6.35)

is valid.

Proof.
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i) The formula (6.33) follows from the definition (6.31) and from

χ∆ ◦ f = χf−1(∆) (6.36)

and (6.34) follows in the trivial way from the definition (6.32)

ii) In order to prove (6.35) let us observe that

ν
χ(X)
ι(s) (∆) = ι(s)(χ(X)(∆)) = ι(s)(χ∆(X)) = µχ∆(X)

s ({1}) = µX
s (∆).

(6.37)

Finally we assume the following

Axiom 5. The maps χ : O → E(L) and ι : S → P(L) are bijective.

In order to elucidate physical as well as mathematical substance of the for-
mulated above separable statistical model let us present few examples.

Example 6.1 (Kolmogorov model). In the Kolmogorov model the space of
states S is given by the convex set P(M) of all probability measures on a Borel
space (M,B(M)). The space of observables O is the set M(M) of measurable
real functions (real random variables). The subordination relation for X,Y ∈
M(M) is given canonically by

X ≺ Y iff exists f ∈ M(R) such that Y = f ◦ X. (6.38)

One defines µ : M(M) × P(M) → P(R) by

µX
s (∆) := s(X−1(∆)), (6.39)

where ∆ ∈ B(R).
Now let us check that separability axiom is fulfilled. If s1(X−1(∆)) =

s2(X−1(∆)) for arbitrary ∆ ∈ B(R) and arbitrary X ∈ M(M). Then since
one can take as X any indicator function it follows that s1(Ω) = s2(Ω) for arbi-
trary Ω ∈ B(M). This gives s1 = s2. If s(X−1

1 (∆)) = s(X−1
2 (∆)) for arbitrary

∆ ∈ B(R) and s ∈ P(M) then X−1
1 (∆) = X−1

2 (∆) for arbitrary ∆ ∈ B(R).
This gives X1 = X2.

From (6.39) it follows

pµX
s1

+ (1 − p)µX
s2

= µX
ps1+(1−p)s2

. (6.40)

Thus Axiom 2 is fulfilled.
Also from (6.39) one has

µf◦X
s (∆) = s(X−1(f−1(∆))) = (f∗µX

s )(∆), (6.41)

what shows that Axiom 3 is also fulfilled.
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Logic of propositions L in this case is equal to the Boolean algebra B(M) of
Borel subsets of M . We identify here A ∈ B(L) with its indicator function χA.
The partial order ≺ in B(M) is given by the inclusion ⊂. The orthocomplement
operation is defined by

A⊥ := M \ A for A ∈ B(M). (6.42)

The lattice B(M) is distributive

A ∧ (B ∨ C) = (A ∧ B) ∨ (A ∧ C), (6.43)

A ∨ (B ∧ C) = (A ∨ B) ∧ (A ∨ C) (6.44)

and
∧

α∈F

Aα and
∨

α∈F

Aα belongs to B(M) for any countable subset F . So B(M)

is a Boolean σ-algebra. The map (6.21) in this case assumes the form

B(R) � ∆ → χ∆ ◦ X = χX−1(∆) ∈ L ∼= B(M). (6.45)

So it is logic morphism. One can show that any logic morphism of B(R) into
B(M) is given in this way. Thus Axioms 4 and 5 are fulfilled.

Finally let us remark that in Kolmogorov model all observables are compat-
ible.

♦

The other example of the statistical model related to a logic is the standard
statistical model of quantum mechanics.

Example 6.2 (standard statistical model of quantum mechanics). For the stan-
dard statistical model of quantum mechanics the logic L(H) is given by the
orthomodular lattice of Hilbert subspaces of the Hilbert space H. Any ele-
ment M ∈ L(H) can be identified with the orthogonal projector E : H → M,
i.e. E2 = E = E∗. The logic L(H) is non-distributive and for the infinite-
dimensional Hilbert space H non-modular, see [61].

For this model as the state space S(H) one assumes the set of all positive
trace class operators satisfying additional condition ‖ρ‖1 = Tr ρ = 1. The set
S(H) is convex and extreme points (pure states) of it are rank one orthogonal
projectors

E[ψ] :=
|ψ〉〈ψ|
〈ψ|ψ〉 . (6.46)

By spectral theorem the arbitrary state ρ ∈ S(H) has convex decomposition

ρ =
∞∑

k=1

pkE[ψk], (6.47)

on the pure states E[ψk], where ψk are eigenvectors of ρ and pk � 0 are the
corresponding eigenvalues. One has Tr ρ =

∑∞
k=1 pk = 1.
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The set of observables O(H) consists of selfadjoint operators, unbounded in
general. Taking the spectral decomposition

X =
∫

xE(dx), (6.48)

where E : B(R) → L(H) denotes the spectral measure of X ∈ O(H), one defines
the probability distribution of the observable X in the state ρ by

µX
ρ (∆) := Tr(ρE(∆)). (6.49)

The map µ : O(H)×S(H) → P(R) defined by (6.49) satisfies all axioms postu-
lated above. Let us check it.

If µX1
ρ = µX2

ρ for any ρ ∈ S(H) then

Tr ρ(E1(∆) − E2(∆)) = 0 (6.50)

for arbitrary ρ and ∆ ∈ B(R). Since E1(∆) − E2(∆) ∈ iU∞(H) and U∞(H) ∼=
U1(H)∗ one obtains E1(∆) = E2(∆) for any ∆ ∈ B(R), what means X1 = X2.

If µX
ρ1

= µX
ρ1

for any X ∈ O(H) then

Tr(ρ1 − ρ2)E = 0 (6.51)

for an arbitrary orthogonal projector E ∈ O(H). Now since U∞(H) is dual
to U1(H) and the lattice L(H) of orthogonal projections is linearly dense in
U∞(H) with respect to σ(U∞(H), U1(H))-topology one obtains ρ1 = ρ2.

From the definition (6.49) one has

µX
pρ1+(1−p)ρ2

(∆) = pµX
ρ1

(∆) + (1 − p)µX
ρ2

(∆) (6.52)

and
f∗µX

ρ (∆) = Tr(ρE(f−1(∆))) = µf(X)
ρ (∆), (6.53)

where
f(X) =

∫
f(x)E(dx), (6.54)

for an arbitrary ∆ ∈ B(R). This shows that Axiom 2 and Axiom 3 are fulfilled.
The Axiom 4 is the consequence of the spectral theorem. The Axiom 5 is

the statement of the Gleason theorem, see [14]

♦

Example 6.3 (models related to W ∗-algebras).
In that case the logic L(M) of the physical system under consideration is

given by the lattice of all self-adjoint idempotents of W ∗-algebra M. The space
of observables consists of L(M)-valued spectral measures or equivalently the self-
adjoint operators affiliated to the faithful representations of M in the Hilbert
space H. The state space S(M) ⊂ M∗ given by the positive 0 � b ∈ M∗
normalized ‖b‖ = 1 σ-continuous linear functionals.
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This class of physical systems contains the standard statistical model of
quantum mechanics, which is given by W ∗-algebra M = L∞(H). Also Kol-
mogorov models ca be considered as models related to the subcategory of com-
mutative W ∗-algebras M = L∞(M,dµ).

♦
Let us now explain what we shall mean by the quantization of the classi-

cal phase space M which, according to the classical statistical mechanics, is
naturally considered as a Kolmogorov model (M,B(M),M(M),P(M)). Our
approach will be done by fixing two transforms:

(i) The morphism
E : B(M) → L(M) (6.55)

of the Borel logic B(M) into the logic L(M) of all self-adjoint idempotents
of the W ∗-algebra M.

(ii) The normal conditional expectation map

E : M −→ M, (6.56)

which maps M on the C∗-subalgebra N ⊂ M.

Definition 6.3. The quantum phase space AM,E,E related to E and E is
the C∗-subalgebra of N generated by E(E(B(M))).

Many known procedures of quantization are included in this general scheme.
For example, one obtains in this way the Toeplitz C∗-algebra related to the
symmetric domain, see [57, 58], in the case if one takes conditional expectation
E : L∞(H) → L∞(H) defined by the coherent state map, see Section 11.

7 The coherent state map

The idea which we want to present is based on the conviction that all experi-
mentally achievable quantum states s ∈ S(H) of any considered physical system
are parametrized by a finite number of continuous or discrete parameters. One
can prove it by the experiment ad absurdum method. Because, assuming the
contrary, i.e. an infinite number of parameters, one will need infinite time for
the measurement. Mathematical correctness suggests the idea that the space of
parameters be a smooth finite dimensional manifold M (the discrete parameter
case will not be discussed here), and that the parametrizing map

K : M −→ S(H) ⊂ U1(H) (7.1)

be a smooth map. However in order to preserve generality of our considerations
we will also admit the possibility that M is infinite dimensional Banach mani-
fold. Even having such general assumptions one can investigate which models
are physically interesting and mathematically fruitful. However, since we are
within the framework of mechanics, we restrict the generality, assuming the
following definitions
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Definition 7.1. The coherent state map is a map K : M → CP(H) such
that:

i) the differential form K∗ωFS =: ω is a symplectic form;

ii) the rank K(M) of K is linearly dense in H.

We shall call the states K(m), where m ∈ M , the coherent states.

Definition 7.2. The mechanical system will be the triple: M , H, K : M →
CP(H), where

i) M is a smooth Banach manifold;

ii) H is a complex separable Hilbert space;

iii) K : M → CP(H) is a coherent state map.

In order to illustrate the introduced notions let us present the example im-
portant from physical point of view.

Example 7.1 (Gauss coherent state map). Historically this coherent state map
can be addressed to E. Schrödinger who in the paper [49] considered the wave
packets minimalizing Heisenberg uncertainty principle.

In our presentation we will use Fock representation. The classical phase
space of the system will be assumed to be M = R2N with the symplectic form
ω given by

ω� = �−1d

(
N∑

k=1

pkdqk

)
, (7.2)

where (q1, . . . , qN , p1, . . . , pN ) are the canonical coordinates describing position
and momentum respectively. By zk = qk + ipk, k = 1, . . . , N , we will identify
R2N with CN and thus ω� will be given by

ω� =
�−1

2i

N∑
k=1

dzk ∧ dz̄k . (7.3)

In the Hilbert space H we fix Fock basis{
|n1, . . . , nN 〉

}
n1,...,nN∈N∪{0}

(7.4)

and define the complex analytic map K� : CN −→ H by

K�(z1, . . . , zN ) :=
∞∑

n1,...,nN=0

(
1
�

)n1+...+nN
2 zn1

1 · . . . · znN

N√
n1! · . . . · nN !

|n1 . . . nN 〉 , (7.5)

where � is some positive parameter interpreted as the Planck constant. Since

〈K�(z1, . . . , zN )|K�(z1, . . . , zN )〉 = exp

(
�−1

N∑
k=1

|zk|2
)

< +∞ , (7.6)
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the map K is well defined on CN and K�(z1, . . . , zN ) �= 0. Thus one can define
K� : CN −→ CP(H) by

K�(z) := [K�(z)] , (7.7)

where [K�(z)] = CK�(z) and z = (z1, . . . , zN ). Simple computation shows that

K∗
�ωFS = − i

2
∂∂̄ log〈K�(z)|K�(z)〉 =

1
2i

�−1∂∂̄

(
N∑

k=1

zkz̄k

)
= ω� , (7.8)

i.e. K� is complex analytic immersion intertwining Kähler structure of CP(H)
and CN . Taking derivatives of K�(z) in the point z = 0 one reconstructs the
Fock basis of H. Thus we conclude that vectors K�(z), where z ∈ CN , form
linearly dense subset of H. Summing up we see that K� : CN −→ CP(H), given
by (7.7), is the coherent state map.

Let us consider the operators A1, . . . , AN defined by

AkK�(z) = zkK�(z) , (7.9)

i.e. we assume that the coherent states K�(z), z ∈ CN , are the eigenstates of
Ak with eigenvalues equal to the kth coordinate zk of z.

One can check by the direct computation that

Ak|n1 . . . nk . . . nN 〉 =
√

�
√

nk|n1 . . . nk − 1 . . . nN 〉 (7.10)

for nk � 1 and Ak|n1 . . . nk . . . nN 〉 = 0 for nk = 0. It follows from (7.10)
that Ak is an unbounded operator with dense domain given by finite linear
combinations of elements of the Fock basis.

Operator A∗
k conjugated to Ak acts on the elements of Fock basis by

A∗
k|n1 . . . nk . . . nN 〉 =

√
�
√

nk + 1|n1 . . . nk + 1 . . . nN 〉. (7.11)

From (7.10) and (7.11) one obtain the Heisenberg canonical commutation
relations

[Ak, A∗
l ] = AkA∗

l − A∗
l Ak = �δklI (7.12)

[Ak, Al] = [A∗
k, A∗

l ] = 0

for annihilation Ak and creation A∗
l operators. Taking self-adjoint operators

Qk =
1
2
(Ak + A∗

k) (7.13)

Pk =
1
2i

(Ak − A∗
k) ,

which have the physical interpretation of position an momentum operators one
obtains the more familiar form of the Heisenberg commutation relations

[Qk, Pl] =
�
2
iδklI . (7.14)
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The mean values of Ql and Pl in the coherent states [K�(z)] are given by

〈Ql〉 =
〈K�(z)|Ql|K�(z)〉
〈K�(z)|K�(z)〉 = ql (7.15)

〈Pl〉 =
〈K�(z)|Pl|K�(z)〉
〈K�(z)|K�(z)〉 = pl

and their dispersions minimalize Heisenberg uncertainty inequalities, i.e.

∆Ql∆Pl =
�
2

. (7.16)

In conclusion let us remark that the above facts show that coherent states
given by (7.7) are pure quantum states with the properties which qualify them
to be ones the moat similar to the classical pure states. After long period since
1926, when paper of Schrödinger appeared, it was Glauber who discovered, see
[13], that the Gauss coherent states K�(z) have fundamental meaning for the
quantum optical phenomena.

Afterwards we will come back to the Gaussian coherent state map. It will
play in our considerations the role similar to the role of Euclidean geometry in
Riemannian geometry.

♦

The notion of the mechanical system given by Definition 7.2 is too restrictive
from the point of view of the measurement procedures. For this reason let us
modify this definition as follows.

Definition 7.3. The physical system will be a triple: M,H,K : M −→
CP(H), where

i) M is a smooth Banach manifold;

ii) H is a complex separable Hilbert space;

iii) K : M → CP(H) is a smooth map.

Let us remark here that, since 7.3 one neglects the symplectic structure, in
the class of physical systems the mechanical systems form a subclass.

Now we come back to the statistical interpretation of quantum mechanics
and discuss the metric structure of CP(H) in this context. To this end, let us
fix two pure states

ι([ψ]) =
|ψ〉〈ψ|
〈ψ|ψ〉 & ι([ϕ]) =

|ϕ〉〈ϕ|
〈ϕ|ϕ〉 , (7.17)

where ϕ,ψ ∈ H. Since U1(H) ⊂ iU∞(H) ⊂ O(H) one can consider, for example
the state ι([ϕ]) as an observable. Thus, according to standard statistical model
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of quantum mechanics, one fixes that the probability of finding the system in
the state ι([ϕ]), when one knows that it is in the state ι([ψ]), is given by

Tr(ι([ψ])ι([ϕ])) =
|〈ψ|ϕ〉|2

〈ψ|ψ〉〈ϕ|ϕ〉 . (7.18)

The complex valued quantity

a([ψ], [ϕ]) :=
〈ψ|ϕ〉√

〈ψ|ψ〉〈ϕ|ϕ〉
, (7.19)

called the transition amplitude between the pure states ι([ψ]) and ι([ϕ]),
plays the fundamental role in quantum mechanical considerations, see for ex-
ample R. Feynman book [12]. The following formula

‖ι([ψ]) − ι([ϕ])‖1 = 2(1 − |a([ψ], [ϕ])|2) 1
2 (7.20)

explains the relation between ‖·‖1-distance and transition probability |a([ψ], [ϕ])|2.
One sees from (7.20) that transition probability from ι([ψ]) to ι([ϕ]) is nearly
one if theses states are close in sense of ‖·‖1-metric. The sequence of states
{ι([ψn])}∞n=0 of the physical system is a Cauchy sequence if starting from some
state ι([ψN ]) the probability |a([ψ], [ϕ])|2 of successive transitions ι([ψ]) → ι([ϕ])
is arbitrarily close to one for n > N .

The transition probability |a([ψ], [ϕ])|2 is a quantity measurable in the direct
way. So, it is natural to assume that the set Mor(CP(H1), CP(H2)) of morphisms
between CP(H1) and CP(H2)) consists of the maps Σ : CP(H1) −→ CP(H2))
which preserve corresponding transition probabilities, i.e. Σ ∈ Mor(CP(H1), CP(H2))
if

|a2(Σ([ψ]),Σ([ϕ]))|2 = |a1([ψ], [ϕ])|2 (7.21)

for any [ψ], [ϕ] ∈ CP(H1), or equivalently the maps which preserve ‖·‖1 metric.
For two physical systems (M1,H1,K1 : M1 → CP(H1)) and (M2,H2,K2 :

M2 → CP(H2)) we shall define morphisms by the following commutative dia-
grams

M2 CP(H2)K2

��

M1

M2

σ

��

M1 CP(H1)
K1 �� CP(H1)

CP(H2)

Σ

��

, (7.22)

where σ ∈ C∞(M1,M2) and Σ ∈ Mor(CP(H1), CP(H2)). The morphism Σ is
univocally defined by σ. It is so by Wigner theorem [65] and the assumption
that K(M) is linearly dense in H.

Therefore physical systems form the category. We shall denote it by P.
Category of mechanical systems can be distinguished as the subcategory of P
by the conditions that M1 and M2 are symplectic manifolds and maps K1, K2

and σ are symplectic maps.
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We shall now present the coordinate description of the coherent state map
K : M → CP(H). In order to do this let us fix an atlas {Ωα,Φα}α∈I , where Ωi

is the open domain of the chart Φα : Ωα → Rn, with the property that for any
α ∈ I there exists smooth map

Kα : Ωα → H (7.23)

such that Kα(q) �= 0 for q ∈ Ωα. One has consistency condition

Kβ(q) = gβγ(q)Kγ(q) (7.24)

for q ∈ Ωβ ∩ Ωγ , where maps

gβγ : Ωβ ∩ Ωγ −→ C \ {0} (7.25)

form smooth cocycle, i.e.

gβγ(p) = gβδ(p)gδγ(p) (7.26)

for p ∈ Ωβ∩Ωγ∩Ωδ. The system of maps {Kα}α∈I we shall call the trivialization
of coherent state map K if one has

K(q) = [Kα(q)] = CKα(q) (7.27)

for q ∈ Ωα.
Let us recall that tautological complex line bundle

C E��C

CP(H)

E

CP(H)

π

��

over CP(H) is defined by

E := {(ψ, l) ∈ H × CP(H) : ψ ∈ l} (7.28)

and the bundle projection π is by definition the projection on the second com-
ponent of the product H × CP(H). The bundle fibre π−1(l) =: El is given
by the complex line l ⊂ H. With the use of projection µ : E → H on
the first factor of the product H × CP(H) we obtain the Hermitian kernel
KE(l, k) : π−1(l) × π−1(k) → C given by

KE(l, k)(ξ, η) := 〈µ(ξ)|µ(η)〉, (7.29)

where ξ ∈ π−1(l) and η ∈ π−1(k). It follows directly from definition that KE is
a smooth section of the bundle

pr∗1 E
∗ ⊗ pr∗2 E

∗ −→ CP(H) × CP(H), (7.30)
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where pr∗1 E
∗ → CP(H) × CP(H) is the pull back of the complex conjugate

bundle dual to E
E −→ CP(H) (7.31)

given by the projection pr1 : CP(H) × CP(H) → CP(H) on the first factor of
the product and pr∗2 E∗ → CP(H)×CP(H) is the pull back by the projector on
the second factor.

Therefore, the tautological bundle E → CP(H) has canonically defined Her-
mitian kernel KE ∈ Γ∞(pr∗1 E

∗ ⊗ pr∗2 E
∗
, CP(H) × CP(M)).

Another remarkable property of E → CP(H) is that the map

I : H � ψ −→ 〈µ(·)|ψ〉 =: I(ψ) ∈ Γ(CP(H), E
∗
) (7.32)

defines monomorphism of vector spaces. Its image HE := I(H) ⊂ Γ(CP(M), E
∗
)

can be considered as a Hilbert space with the scalar product defined by

〈I(ψ)|I(ϕ)〉E := 〈ψ|ϕ〉. (7.33)

Then, after fixing the frame sections Sα : Ωα → E one finds

I(ψ)(l) = 〈µ(Sα(l))|ψ〉S∗
α(l) =: ψα(l)S∗

α(l). (7.34)

Here, {Ωα}α∈I stands for the covering of CP(H) by open subset Ωα such that
π−1(Ωα) ∼= Ωα × C. Due to Schwartz inequality one gets

|ψα(l)| = |〈µ(Sα(l))|ψ〉| � ‖µ(Sα(l))‖ ‖ψ‖ (7.35)

which shows that the evaluation functional eα,l : HE → C defined by

eα,l(I(ψ)) := ψα(l) (7.36)

is continuous and smoothly depends on l ∈ Ωα, what follows from the smooth-
ness of the frame section Sα : Ωα → E.

Reassuming, we see that to the tautological bundle E → CP(H) one has
canonically related Hilbert space HE ⊂ Γ∞(E∗, CP(H)) with continuous smoothly
dependent on l ∈ Ωα evaluation functionals eα,l.

We will discuss later other properties of the bundle E → CP(H) important
for the theory investigated here.

Finally, let us mention that the coordinate representation of the Hermitian
kernel KE is given by

KE = 〈µ(Sα)|µ(Sβ)〉pr∗1 S
∗
αE

∗ ⊗ pr∗2 S∗
β . (7.37)

After passing to the unitary frame uα : Ωα → C, given by

uα(l) := ‖Sα(l)‖−1
Sα(l) (7.38)

one obtains
KE = aαβ([µ(uα)], [µ(uβ)]) pr∗1 u∗

αE
∗ ⊗ pr∗2 u∗

β , (7.39)

where aαβ([µ(uα)], [µ(uβ)]) is transition amplitude between the states [µ(uα)] ∈
Ωα and [µ(uβ)] ∈ Ωβ . Therefore, canonical Hermitian kernel KE is the geometric
realization of quantum mechanical transition amplitude.

47



8 Three realizations of the physical systems

In this section we shall present additionally to the standard representation the
geometric and analytic representation of the category of physical systems C
introduced in Section 7. We will show that all representations are equivalent.
The geometric one is directly related to the straightforward construction of
coherent state map in the experimental way. In order to describe it let us
choose an atlas (Ωα, ϕα)α∈I of the parametrizing manifold M consistent with
the definition of the coherent state map given by (7.23). For two fixed points
q ∈ Ωα and p ∈ Ωβ the transition amplitude aαβ(q, p) from the coherent state
ι([Kα(q)]) to the coherent state ι([Kβ(p)]) according to (7.19) is given by

aαβ(q, p) =
〈Kα(q)|Kβ(p)〉

‖Kα(q)‖ ‖Kβ(p)‖ . (8.1)

From (7.24) one has
aαβ(q, p) = uβγ(p)aαγ(q, p) (8.2)

aβα(p, q) = uβγ(p)aγα(p, q)

for p ∈ Ωβ ∩ Ωγ , where uαβ : Ωβ ∩ Ωγ → U(q) is the unitary cocycle defined by

uβγ := |gβγ |−1
gβγ (8.3)

Additionally to the transformation property (8.2) the transition amplitude
satisfies two other

aαβ(q, p) = aβα(p, q) (8.4)

aαα(q, q) = 1 (8.5)

for q ∈ Ωα and

det

⎛
⎜⎝

aα1α1(q1, q1) . . . aα1αN
(q1, qN )

...
...

aαN α1(qN , q1) . . . aαN αN
(qN , qN )

⎞
⎟⎠ � 0 (8.6)

for all N ∈ N and q1 ∈ Ωα1 , . . . , qN ∈ ΩαN
.

The transition amplitude {aαβ(q, p)} is the quantity which can be directly
obtained by the measurement procedure. Let us recall for this reason that
|aαβ(q, p)|2 is the transition probability and phase |aαβ(q, p)|−1

aαβ(q, p) is re-
sponsible for the quantum interference effects.

The property (8.5) means that transition amplitude for the process

• ��

q
= 1

is equal to 1. We shall illustate the physical meaning of the property (8.6)
considering it for N = 2 and N = 3. In the case N = 2 one has inequality

det
(

1 aα1α2(q1, q2)
aα2α1(q2, q1) 1

)
= 1 − |aα1α2(q1, q2)|2 � 0, (8.7)
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which states that transition probability between two coherent states is not
greater than 1. One can express (8.7) graphically in the following way

• ��
+ • ��

− • ��
��•

q1 q2 q1 q2

� 0

For the case N = 3 one obtains

1 − |aα2α3(q2, q3)|2 − |aα3α1(q3, q1)|2 − |aα1α2(q1, q2)|2 + (8.8)

+aα2α1(q2, q1)aα1α3(q1, q3)aα3α2(q3, q2)+aα2α3(q2, q3)aα3α1(q3, q1)aα1α2(q1, q2) � 0,

which corresponds to the positive probability of the following alternating sum
of the virtual processes

• �� • �� • ��
− • �� • ��

��• − • ��
��• �� • +

q1 q2 q3 q1 q2 q3 q1 q2 q3

+ • 		
��• ��• + • 



�� • �� • � 0
q1 q2 q3 q1 q2 q3

The property (8.4) says that the transition amplitudes of the processes

• ��• • �� •
q1 q2 q1 q2

are complex conjugated.
In order to understand the geometric sens of the transition amplitude we

shall introduce the notion of the positive Herimitian kernel. Therefore let us
consider the complex line bundle

C L��C

M

L

M
��

over manifold M with the fixed local trivialization

Sα : Ωα −→ L (8.9)

gαβ : Ωα ∩ Ωβ −→ C \ {0},
i.e. Sα(m) �= 0 for m ∈ Ωα and

Sα = gαβSβ on Ωα ∩ Ωβ (8.10)
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and
gαβ

gβγ = gαγ on Ωα ∩ Ωβ ∩ Ωγ , (8.11)

where (Ωα, ϕα)α∈I) forms an atlas of M .
Using the projections

M M

M × M

M

pr1

����
��

��
��

��
�

M × M

M

pr2



�
��

��
��

��
��

on the first and second components of the product M × M one can define the
line bundle

C pr∗1 L∗ ⊗ pr∗2 L∗��C

M × M

pr∗1 L∗ ⊗ pr∗2 L∗

M × M
��

(8.12)

with the local trivialization defined by the tensor product

pr∗1 S
∗
α ⊗ pr∗2 S

∗
β : Ωα × Ωβ → pr∗1 L∗ ⊗ pr∗2 L∗ (8.13)

of the pullbacks of the local frames given by (8.9).
Let us explain here that L∗ is dual to L and L∗ is complex conjugation of

L∗. The line bundle (8.12) by definition is the tensor product of the pullbacks
pr∗1 L∗ and pr∗2 L∗ of L∗ and L∗ respectively.

Definition 8.1. The section KL ∈ C∞(M × M,pr∗1 L∗ ⊗ pr∗2 L∗) we shall call
the positive Hermitian kernel iff

Kαβ(q,p) = Kβα(p, q),

Kαα(q, q) > 0, (8.14)
N∑

k,j=1

Kαjαk
(qj , qk)vjvk � 0

for any q ∈ Ωα, p ∈ Ωβ , qk ∈ Ωαk
, v1, . . . , vN ∈ C and any set of indices

α, β, α1, . . . , αN resulting from covering M by open sets Ωα, α ∈ I, where

Kαβ : Ωα × Ωβ −→ C (8.15)

are the coordinate functions of KL defined by

KL = Kαβ(q, p) pr∗1 S
∗
α(q) ⊗ pr∗2 S

∗
β(p) (8.16)

on Ωα × Ωβ .
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It follows immediately from the transformation rule

Kαβ(q, p) = gαγ(q)gβδ(p)Kγδ(q, p) (8.17)

for q ∈ Ωα ∩ Ωγ and p ∈ Ωβ ∩ Ωδ that the conditions (8.14) are independent
with respect ot the choice of frame.

The relation of KL to the transition amplitude on M is recognized by noticing
that

Kαβ(q, p)
Kαα(q, q)

1
2 Kββ(p, p)

1
2

(8.18)

fulfills properties (8.2)-(8.6) of {aαβ(q,p)} defined by (8.1).
The line bundles with the distinguished positive Hermitian kernel (L →

M,KL) form the category K for which the morphisms set Mor[(L1 → M1,KL1), (L2 →
M2,KL2)] is given by f : M2 → M1 such that

L2 = f∗L1 = {(m, ξ) ∈ M2 × L1 : f(m) = π1(ξ)} (8.19)

and

KL2 = f∗KL1 = K1
αβ(f(q), f(p)) pr∗1 S∗1

α(f(q)) ⊗ pr∗2 S∗1

β(f(p)) (8.20)

i.e.
K2

αβ(q, p) = K1
αβ(f(q), f(p)) (8.21)

for q ∈ f−1(Ωα) and p ∈ f−1(Ωβ).
The above expresses the covariant character of the transition amplitude and

its independence of choice of the coordinates.
There is a covariant functor

FKP : Ob(P) −→ Ob(K) (8.22)

between the category of physical systems P and the category of the positive
Hermitian kernels, naturally defined by

L = K∗E = {(m, ξ) ∈ M × E : K(m) = π(ξ)} (8.23)

and by
Kαβ(q, p) = 〈Kα(q)|Kβ(p)〉, (8.24)

where Kα : Ωα → C \ {0} is given by (7.23)-(7.27). The functor FKP maps
(σ, Σ) ∈ Mor(M1

K1−−→ CP(H1),M2
K2−−→ CP(H2)) on f ∈ Mor[(L1 → M1,KL1), (L2 →

M2,KL2)] by f = σ.
The positive Hermitian kernel KL canonically defines the complex separable

Hilbert space HL realized as a vector subspace of the space Γ(M, L∗) of the
sections of the bundle L

∗ → M . One obtains HL in the following way. Let us
take the vector space VK,L of finite linear combinations

v =
N∑

i=1

viKβi
(qi) =

N∑
i=1

viKαβi
(p, qi)S∗

α(p) (8.25)
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of sections
Kβi

(qi) = Kαβi
(p, qi)S∗

α(p) ∈ Γ(M, L∗), (8.26)

where q ∈ Ωβ with the scalar product defined by

〈v|w〉 :=
N∑

i,j=1

viwjKβiβj
(qi, qj). (8.27)

It follows from the properties (8.14) that the pairing (8.26) is 11
2 -linear and that

∣∣∣∣∣
N∑

i=1

viKβiβ(qi, p)

∣∣∣∣∣
2

= |〈v|Kβ(p)〉|2 � 〈v|v〉Kββ(p, p), (8.28)

from which one has v = 0 iff 〈v|v〉 = 0. Therefore (8.26) defines positive scalar
product on VK,L.

Proposition 8.2. The unitary space VK,L extends in the canonical and unique
way to the Hilbert space HK,L, which is a vector subspace of Γ(M,L∗).

Proof. Let {vn} be the Cauchy sequence in VK,L. Then

vn = vnα(p)S∗
α(p), (8.29)

where
vnα(p) = 〈Kα(p)|vn〉. (8.30)

From Schwartz inequality (8.28) one obtains that {vnα(p)} is also Cauchy se-
quence. So one can define by

v(p) = lim
n→∞ vnα(p)S∗

α(p) = vα(p)S∗
α(p) (8.31)

the section v ∈ Γ(M, L∗). Let VK,L be the abstract completion of VK,L. Using
(8.29) one defines one-to-one linear map of VK,L into Γ(M, L∗) by

I([{vn}])(p) := v(p), (8.32)

where [{vn}] is equivalence class of Cauchy sequences. Let us now define Hilbert
space HK,L as I(VK,L) with the scalar product given by

〈t|s〉 := 〈I−1(t)|I−1(s)〉 for s, t ∈ HK,L. (8.33)

The Hilbert space HK,L is realized by sections of L∗ and extends uniquely the
unitary space VK,L.

Obviously for v ∈ HK,L one has

v = vα(p)S∗
α = 〈Kα(p)|v〉S∗

α, (8.34)
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which shows that the evaluation functional eα(p) : HK,L → C defined by

eα(p)(v) := vα(p) (8.35)

is a continuous linear functional and eα(p) depends smoothly on p ∈ Ωα. Hence,
we see that Hilbert space HK,L ⊂ Γ(M, L∗) possesses the property that evalua-
tion functionals eα(p) : HK,L → C are continuous and define smooth maps

eα : Ωα → H∗
K,L \ {0} (8.36)

for α ∈ I. Since eα(p)(Kα(p)) = Kαα(p, p) > 0 eα does not assume zero value
in HK,L.

Motivated by the preceding construction let us introduce the category H of
line bundles L → M with distinguished Hilbert space HL which is realized as
a vector subspace of Γ(M,L∗) and has the property that evaluation functionals
eα(p) are continuous, i.e. ‖eα(p)(v)‖ � Mα,p ‖v‖ for v ∈ HL, Mα,p > 0 and
define smooth maps eα : Ωα → H∗

L
\ {0}.

By the definition the morphisms set

Mor[(L1 → M1,HL1), (L2 → M2,HL2)] (8.37)

will consist of maps f : M2 → M1 which satisfy f∗L1 = L2 and f∗HL1 = HL2 .
In order to prove the correctness of the definition let us show that the vector
space

f∗HL1 = {f∗v|v ∈ HL1} (8.38)

of the inverse image sections has a canonically defined Hilbert space structure
with continuous evaluation functionals smoothly dependent on the argument.

It is easy to see that

ker f∗ = {v ∈ HL1 |f∗v = 0} (8.39)

is the Hilbert subspace of HL1 . We define the Hilbert space structure on f∗HL1

by the vector spaces identifications

f∗HL1
∼= HL1/ ker f∗ ∼= (ker f∗)⊥ (8.40)

i.e. f∗HL1 inherits the Hilbert space structure from the Hilbert subspace
(ker f∗)⊥. In order to prove the property (8.36) for f∗eα(p) = eα(f(p)) we
notice that

|(f∗v)α(p)| = |vα(f(p))| � Mα,f(p)(
∥∥ψ0

∥∥+
∥∥ψ⊥∥∥) (8.41)

for p ∈ f−1(Ωα). Because of ψ0
α(f(p)) = 0, the left hand side of the inequality

(8.36) does not depend on ψ0 ∈ ker f∗. This results in

|(f∗(v)α(p))| � Mα,f(p) min
ψ0∈ker f∗

(
∥∥ψ0

∥∥+∥∥ψ⊥∥∥) = Mα,f(p)

∥∥ψ⊥∥∥ = Mα,f(p) ‖f∗ψ‖ .

(8.42)
The above proves the continuity of the evaluation functionals f∗eα. The

smooth dependence of f∗eα(p) = eα(f(p)) on p follows from the smoothness of
f .

In such a way the category h is defined correctly.
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Proposition 8.3. Let f : M2 → M1 be such that f∗L1 = L2 and f∗K1 = K2

then f∗HL1,K1 = HL2,K2 .

Proof. The equality f∗K1 = K2 means K1α(f(p)) = K2α(p) for p ∈ f−1(Ω1α)
and S2α = f∗S1α : f−1(Ω1α) → L2. Because K1α(f(p)) are linearly dense if
f∗HK1,L1 and K2α(p) are linearly dense in HK2,L2 , this shows that f∗HL1,K1 =
HL2,K2 .

Now we conclude from Proposition 8.2 that there is canonically defined co-
variant functor Fh,K : K → h:

FhK(L → M,K) = (L → M,HL,K) (8.43)

from the category K of line bundles with distinguished positive Hermitian kernel
to the category h of KL ∈ Γ(M × M,pr∗1 L∗ ⊗ pr∗2 L∗) line bundles with distin-
guished Hilbert space HL ⊂ Γ∞(M, L∗) with some additional conditions on the
evaluation functionals.

Now let us discuss the relation between the category h and the category of
physical systems. Let (L → M,HL) be an object of the category h. Taking the
smooth maps

Kα : Ωα → HL \ {0}, (8.44)

which represent the evaluation functional maps eα : Ωα → HL \ {0}

eα(p) = 〈Kα(p)|·〉 (8.45)

on Ωα, we construct the smooth map KL : M → CP(HL) given by

KL(q) := [KL

α(q)]. (8.46)

Because of Kα(q) = gαβ(q)Kβ(q) the definition (8.46) of KL is independent on
the choice of frame. The smoothness of KL is ensured by the one of eα : Ωα →
H∗

L
.

Proposition 8.4. The correspondence

FPh[(L → M,HL)] := (M,HL,KL : M → CP(H∗)) (8.47)

FPh(f∗) := (f [ϕf ]),

where (L → Γ,HL) ∈ Ob(h), f∗ ∈ Mor[(L1 → M1,HL1), (L2 → M2,HL2)] and
ϕf : HL2 → HL1 is the monomorphism given by

K1α(f(p)) = K⊥
1α(f(p)) =: ϕ(K2α(p)), (8.48)

defines the contravariant functor

FPh : h −→ P. (8.49)
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Proof. It is enough to mention that relation (8.48) implies the commutativity
of the diagram

M2 CP(HL2)
KL2

2

��

M1

M2

f

��

M1 CP(HL1)
KL1

1 �� CP(HL1)

CP(HL2)

[ϕf ]

��
, (8.50)

Summing up statements discussed in above one has

Proposition 8.5. The categories K, h and P satisfy the following relation

K hFhK

��

P

K

FKP

����
��

��
��

��
�
P

h

��

FPh

��
��

��
��

��
�

(8.51)

i.e. functors defined by FPh ◦ FhK =: FPK, FKP ◦ FPh =: FKh and FhK ◦
FKP =: FhP are inverse to FKP , FhK and FPh respectively. Moreover, functors
FKh and FKP are given explicitly by

FKh[(L → M,HL)] = (L → M,K = 〈Kα|Kβ〉pr∗1 L
∗ ⊗ pr∗2 L) (8.52)

FKh(f∗) = f∗,

where Kα : Ωα → HmathbbL \ {0} is given by (8.45), and

FhP [(M,H,K : M → CP(H))] = (K∗E → M,K∗HE) (8.53)

FhP(σ, Σ) = σ.

The following definition introduces an equivalence among the objects taken
into consideration.

Definition 8.6.

i) The objects (L → M,KL), (L′ → M ′,K ′
L′) ∈ Ob(K) are equivalent iff M =

M ′ and there exists a bundle isomorphism κ : L → L′ such that κ∗K ′
L′ =

KL.

ii) The objects (L → M,HL), (L′ → M ′,H′
L′) ∈ Ob(h) are equivalent iff M =

M ′ and there is a bundle isomorphism κ : L → L′ such that κ∗H ′
L′ = HL.

iii) The objects (M,H,K : M → CP(M)), (M ′,H′,K′ : M ′ → CP(M ′)) ∈
Ob(P) are equivalent iff M = M ′ and there is automorphism Σ : CP(H) →
CP(H′) such that K′ = Σ ◦ K.
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These equivalences are presented by morphisms of between all three cate-
gories. This allows us to define the categories h̃, K̃ and P̃ whose object classes
consists described above equivalence classes and morphisms are canonically gen-
erated by morphisms of the categories h, K and P respectively.

The main result of considerations given above, which shows that are three
independent ways of presentation of the physical systems, is expressed below.

Theorem 8.7. The categories h̃, K̃ and P̃ are isomorphic.

Proof. It follows by a straightforward verification. Let us recall only that two
categories X and Y are said to be isomorphic if there exists a functor F : X → Y
such that

i) for any object Y of Y there exists a unique object X of X such that F(X) =
Y ;

ii) for any pair X1, X2 of objects of X the map which associates to each
morphism f∗ : X1 → X2 the morphism F(f∗) : F(X1) → F(X2) is a
bijection of the sets of morphisms.

9 The Kostant-Souriau prequantization and pos-
itive hermitian kernels

We shall present indispensable for the investigated theory of the physical sys-
tems, elements of the geometric quantization in sense of B. Kostant [24] and J.
M. Souriau [52]. It is based on the notion of the complex line bundle L → M

with the fixed Hermitian metric H ∈ C∞(M, L
∗ ⊗ L∗) and metrical connection

∇ : C∞(Ω, L) → C∞(Ω, L ⊗ T ∗M), i.e.

i)
∇(fs) = df ⊗ s + f∇s (9.1)

ii)
dH(s, t) = H(∇s, t) + H(s,∇t) (9.2)

for any local smooth sections s, t ∈ C∞(Ω, L) and f ∈ C∞(Ω), where Ω is the
open subset of M . Let sα : Ωα → L, α ∈ I be a local trivialization of L → M ,
see (8.9). According to the property of (9.1) one gives ∇ and H univocally by
defining them on the local frames

∇sα = kα ⊗ sα (9.3)

H(sα, sα) = Hαα, (9.4)

where kα ∈ C∞(Ωα, T ∗M) and 0 < Hαα ∈ C∞(Ωα) and assuming the transfor-
mation rules

kα(m) = kβ(m) + g−1
αβ (m)dgαβ(m) (9.5)
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Hαβ(m) = |gαβ(m)|2 Hββ(m) (9.6)

for m ∈ Ωα∩Ωβ , where cocycle gαβ : Ωα∩Ωβ → C\{0} is defined by sα = gαβsβ .
Let us remark here since L → M is complex line bundle, that the connection
1-form

kα(x) = kαµ(x)dxµ, (9.7)

where (x1, . . . , xn) are real coordinates on Ωα, assume complex values, i.e.

kαµ : Ωα −→ C. (9.8)

The consistency condition (9.4) locally assumes the form

d log Hαβ = kα + kα. (9.9)

Thus and from the gauge transformation (9.5) one obtains that

curv∇ := dkα on Ωα (9.10)

is globally defined iR-valued 2-form, i.e. curvature form for the hermitian con-
nection defined on U(1)-principal bundle UL → M . By definition we will con-
sider UL → M as the subbundle of L → M consisting of elements ξ ∈ π−1(m)
of the norm H(m)(ξ, ξ) = 1.

If one assumes
gαβ = e2πicαβ (9.11)

then
cαβγ := cαβ + cβγ + cγα (9.12)

is Z-valued cocycle on M related to the covering {Ωα}α∈I and defines the el-
ement c1(L) ∈ H2(M, Z) called the Chern class of the bundle L → M . c1(L)
defines the last one up to bundle isomorphism, see for example [24]. Because of

2πidcαβ = kα − kβ (9.13)

the real-valued form
ω :=

1
2πi

curv∇ (9.14)

satisfies
[ω] = c1(L) ∈ H2(M, Z). (9.15)

Therefore it has integer cohomology class is. So (9.15) is the necessary condition
the closed form 2πiω to be the curvature form of a Hermitian connection on the
complex line bundle. It follows from Narisimhan and Ramanan paper [31] that
this is also the sufficient condition. We will come back in the below to the
question.

One has the identity

[∇x,∇y] −∇[x,y] = 2πiω(x, y) (9.16)

which can be proved by direct computation.
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Now, let us assume that curvature 2-form is non-singular. Thus, since
dω = 0, ω is symplectic form and one can define the Poisson bracket for
f, g ∈ C∞(M, R) as usually by

{f, g} = ω(Xf ,Xg) = −Xf (g), (9.17)

where Xf is hamiltonian vector field defined by

ω(Xf , ·) = −df. (9.18)

That was idea of Souriau (and Kostant) to consider the differential operator
Qf : C∞(M, L) → C∞(M, L) defined by

Qf : ∇Xf
+ 2πif (9.19)

for f ∈ C∞(M, R). It is easy to see from (9.1) and (9.16) that

Q{f,g} = [Qf , Qg] (9.20)

i.e. the map Q called Kostant-Souriau prequantization is a homomorphism
of the Poisson-Lie algebra (C∞(M, R), {·, ·}) into the Lie algebra of the first-
order differential operators acting in the space C∞(M, L) of the smooth sections
of the line bundle L → M .

In this moment we are far from the quantization of the classical mechanical
physical quantity f ∈ C∞(M, R). Since this reasons it is necessary to construct
the Hilbert space HL related to C∞(M, L) in which the differential operator
Qf can be extended to self-adjoint operator Qf being the quantum counterpart
of f . An effort in this direction was done by using the notion of polarization,
see for example [51, 67]. In the sequel we shall explain how one can obtain the
polarization from the coherent state map, which as we will see is most physically
fundamental object.

After this short review of the Kostant-Souriau geometric prequantization, we
shall describe as it is related to our model of the mechanical (physical) system.
In order of this let us fix the line bundle L → M with distinguished positive
Hermitian kernel KL, which as it was shown, equivalently describes the fixed
physical system. We define the differential 2-forms ω1,2 and ω2,1 on the product
M × M by

ω12 = id1d2 log Kα1α2 (9.21)

ω22 = id2d1 log Kα2α1 , (9.22)

where Kα1α2 are coordinates of KL in the local frames

pr∗1 s∗α1
⊗ pr∗2 s∗α2

: Ωα1 × Ωα2 → pr∗1 L
∗ ⊗ pr2 L∗. (9.23)

Operations d1 and d2 are differentials with respect to the first and the second
component of the product M × M , respectively. The complete differential on
M × M is their sum d = d1 + d2.

From the transformation rule (8.17) and from the hermicity of KL we get
the following properties of ω12 and ω21.
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Proposition 9.1.

i) ω12 = −ω21 does not depend on the choice of trivialization;

ii) ω12 = ω21

iii) dω12 = 0.

Let us also consider 1-forms

k2α2 := d2 log Kα1α2 (9.24)

k1α1 := d1 log Kα1α2 (9.25)

which are independent on indices α1 and α2, respectively, and satisfy the trans-
formation rules

k2α2 = k2β2 + d2 log gα2β2 (9.26)

k1α1 = k1β2
+ d1 log gα1β1 . (9.27)

Let ∆ : M → M × M be the diagonal embedding i.e. ∆(m) = (m,m) for
m ∈ M . We introduce the following notation

∆∗K = H
1

2πi
∆∗ω12 = ω and ∆∗k2α = kα. (9.28)

Now, it is easy to see that the following proposition is valid.

Proposition 9.2.

i) H defined by (9.28) is a positive hermitian metric on L.

ii) The 1-form kα ∈ C∞(Ωα, L ⊗ T ∗M) (kα ∈ C∞(Ωα, L ⊗ T ∗M) defined by
(9.28) gives local representation of a connection ∇ (∇) on the bundle L
(L).

iii) One has curv∇ = 2πiω for ω defined by (9.28).

iv) The connection ∇ is metric with respect to H.

According to [24] we assume the following terminology.

Definition 9.3. The line bundle L → M with distinguished hermitian metric
H and the connection ∇ satisfying the consistency condition (9.2) we shall call
pre-quantum bundle and denote by (L → M,H,∇).

The pre-quantum line bundles form the category with the morphisms defined
in the standard way. We shall call L the category of pre-quantum bundles.

From [31] one can obtain
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Proposition 9.4. For any pre-quantum bundle (L → M,H,∇) there exists
smooth map K : M → CP(H) such that

(L → M,H,∇) = (KE → M,K∗HFS ,K∗∇FS) (9.29)

i.e. the line bundle L → M , the hermitian metric H and the metric connections
∇ can be obtained as the respective pullbacks of their counterparts E → CP(H),
HFS and ∇FS on the complex projective Hilbert space CP(H)

From the Proposition 9.4 and Theorem 8.7 one concludes that construction
given by formula (9.24)-(9.28) define covariant functor from the category of
positive hermitian kernels K on the category of pre-quantum line bundles L.

Taking the above remarks into account that metric structure H, the con-
nection ∇ and curvature form ω related to the positive hermitian kernel KL by
the (9.28) are given equivalently by the coherent state map K : M → CP(H) as
follows

Hαα(q, q) = Kαα(q, q) = 〈Kα(q)|Kα(q)〉 (9.30)

kα(q) =
〈Kα(q)|dKα(q)〉
〈Kα(q)|Kα(q)〉 (9.31)

ω =
1

2πi
d

( 〈Kα(q)|dKα(q)〉
〈Kα(q)|Kα(q)〉

)
(q) (9.32)

for q ∈ Ωα.
In order to find the quantum mechanical interpretation of the connection ∇

and its curvature form 2πiω let us take the sequence q = q1, . . . , qN−1, qN = p
of the points qi ∈ Ωαi

, for which we assumed Ωα1 = Ωα and ΩαN
= Ωβ . Ac-

cording to the multiplication property of the transition amplitude, the following
expression

aαβ(q, q2, . . . , qN−1, p) := aα1α2(q, q2) · · · aαN−1β(qN−1, p) (9.33)

gives the transition amplitude from the state ι([Kα(q)]) to the state ι([Kβ(p)])
under the condition that the system has gone through all the intermediate co-
herent states ι([Kα2(q2)]), . . . , ι([KαN−1(qN−1)]). We shall call the sequence

ι([Kα1(q1)]), . . . , ι([KαN
(qN )]) (9.34)

of coherent states a process starting at q and ending at p. Consequently
aαβ(q, q2, . . . , qN−1, p) will be called the transition amplitude for that process.

Let us investigate further the process in ι(K(M)) parametrized by a piecewise
smooth curve γ : [τi, τf ] → M such that γ(τk) = qk for τk ∈ [τi, τf ] defined by
τk+1−τk = 1

N−1 (τf−τi). Then in the limit N → ∞ this γ-process may be viewed
as a process approximately described by the discrete one (q, q2, . . . , qN−1, p).
The transition amplitude for the process γ is obtained from (9.33) by the limit
N → ∞

aαβ(q, γ, p) = lim
N→∞

N−1∏
k=1

aαk,αk+1(γ(τk), γ(τk+1)). (9.35)
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Taking into account the smoothness of Kα : Ωα → H and piecewise smooth-
ness of γ we define

∆Kαk
(γ(τk)) := Kαk

(γ(τk+1)) − Kαk
(γ(τk)), (9.36)

where we assumed in (9.36) that γ(τk), γ(τk+1) ∈ Ωαk
. Then, using (9.26) and

assuming that γ([τi, τf ]) ⊂ Ωαk
one has

aαkαk
(q, γ, p) = lim

N→∞

( 〈Kαk
(q)|Kαk

(q)〉
〈Kαk

(p)|Kαk
(p)〉

) 1
2

· (9.37)

·
N−1∏
l=1

(
1 − 〈Kαk

(γ(τl))|∆Kαk
(γ(τl))〉

〈Kαk
(γ(τl))|Kαk

(γ(τl))〉

)
=

= lim
N→∞

( 〈Kαk
(q)|Kαk

(q)〉
〈Kαk

(p)|Kαk
(p)〉

) 1
2

exp
N−1∑
l=1

〈Kαk
(γ(τl))|∆Kαk

(γ(τl))〉
〈Kαk

(γ(τl))|Kαk
(γ(τl))〉

=

=
( 〈Kαk

(q)|Kαk
(q)〉

〈Kαk
(p)|Kαk

(p)〉

) 1
2

e
τf
τi

Kαk
� dγ

dτ dτ =

exp i

τf∫
τi

ImKαk
�dγ

dτ
dτ = exp i

τf∫
τi

Im
〈Kαk

|dKαk
〉

〈Kαk
|Kαk

〉 �dγ

dτ
dτ.

After expressing the connection ∇ = K∗∇FS
K in the unitary gauge frame

uα :=
1

H(sα, sα)

1
2

sα, (9.38)

i.e.

∇uα = iIm
〈Kαk

|dKαk
〉

〈Kαk
|Kαk

〉 ⊗ uα, (9.39)

we obtain that transition for the piecewise process γ([τi, τf ]) starting at q and
ending at p is given by the parallel transport

aαβ(q, γ, p) = exp i

∫
γ([τi,τf ])

Im
〈K|dK〉
〈K|K〉 (9.40)

from Lq to Lp along γ with respect to the connection ∇. In (9.40) we applied
the notation 〈K|dK〉

〈Kαk
|K〉 := 〈Kα|dKα〉

〈Kα|Kα〉 on Ωα and by the integral
∫

γ([τi,τf ])
Im 〈K|dK〉

〈K|K〉
we mean the sum of integrals over the pieces of the curve γ([τi, τf ]) which are
contained in Ωα.

Since the connection ∇ is metric, one has

|aαβ(q, γ, p)|2 = 1 (9.41)
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for the transition probability of the considered γ-process. This is a consequence
of the continuity of the coherent state map ι ◦ K : M → CP(H) ⊂ U1(H) with
respect of ‖·‖1-metric, which causes that aαβ(q(τ), q(τ + ∆τ)) ≈ 1 for ∆τ ≈ 0.
Therefore, for the classical process, i.e. continuous ones, the interference effects
disappear between the infinitely close q(τ) ≈ q(τ + ∆τ) classical pure states.
It remains only as a global effect given by the parallel transport (9.40) with
respect to ∇.

For two piecewise smooth processes starting from q and ending in p

q p

γ1

γ2

σ

one has the following relation

aαβ(q, γ2, p) = aαβ(q, γ1, p)e2πi
σ

ω (9.42)

between the transition amplitudes, where the boundary ∂σ = γ1 − γ2. The
factor e2πi

σ
ω does not depend on the choice of σ. Hence, one concludes that

the curvature 2-form ω measures the phase change of transition amplitude for
the cyclic piecewise smooth process.

According to path-integral approach the quantum probability amplitude one
can define the path integral over the processes starting from q and ending in p

aαβ(q, p) :=
∫

D[γ]ei
γ

Im
〈K|dK〉
〈K|K〉 ==

∫ ∏
τ∈[τi,τf ]

dkγ(t) exp

⎛
⎝i

τf∫
τi

Im
〈K|dK〉
〈K|K〉 �dγ

dτ
dτ

⎞
⎠ ,

(9.43)
where ∫ ∏

τ∈[τi,τf ]

dkγ(t) := (9.44)

:= lim
N→∞

∫
M

∑
δ2

hδ2(γ(τ2))dµL(γ(τ2)) · . . .×
∫
M

∑
δN−1

hδN−1(γ(τN−1))dµL(γ(τN−1))

and µL =
n∧

ω is the Liouville measure on (M,ω), as the transition amplitude
aαβ . This point of view on the transition amplitude we will use to find the
Lagrangian description of the system.

Having in the mind the energy conservation law we will admit in (9.44) only
those trajectories which are confined to the equienergy surface H−1(E), where
H ∈ C∞(M) is the function of total energy of the considered system. Let then
aαβ(q, p;H = E = const) denotes the transition amplitude from K(q) to K(p)

62



which is the result of the superposition of the equienergy processes. In order to
find aαβ(q, p;H = E = const) one should insert the δ-factor

δ(H(γ(τk)) − E)dµL(γ(τk)) =

+∞∫
e−i(H(γ(τk))−E)λ(τk)dλ(τk)dµL(γ(τk)) (9.45)

into (9.43). Thus we obtain

aαβ(q, p;H = E = const) =
∫ ∏

τ∈[τi,τf ]

dkγ(t)dλ(τ)· (9.46)

· exp

⎛
⎝i

τf∫
τi

(
Im

〈K|dK〉
〈K|K〉 �dγ

dτ
dτ − (h(γ(τk)) − E)λ(τ)

)
dτ

⎞
⎠ .

Now according to Feynman the Lagrangian L of the system is given by

dL

dt
= Im

〈K|dK〉
〈K|K〉 �dγ

dt
− H(γ(t)), (9.47)

where the summand Im 〈K|dK〉
〈K|K〉 �dγ

dt is responsible for the interaction of the sys-
tem with the effective external field resulting from the way the coherent state
map K : M → CP(H) has been realized.

10 Relation between classical and quantum ob-
servables (quantization)

The fundamental problem in the theory of physical systems is to explain how
to construct the quantum observables if one has their classical counterparts.
Traditionally one calls this procedure the quantization. Let us now explain
what we mean by quantization in the framework of our model of the mechanical
system. In order to do this let us take two mechanical systems (Mi, ωi,Ki :
Mi → CP(Hi)), i = 1, 2, and consider the symplectomorphism σ : M1 → M2.
By the quantization of σ we shall mean the morphism

Σ : SpC∞(M1,M2) � σ → Σ(σ) ∈ Mor(CP(H), CP(H)))

defined for such σ for which the diagram (7.22) commutes. One has

Σ(σ1 ◦ σ2) = Σ(σ2) ◦ Σ(σ1) (10.1)

for σ1 : M1 → M2 and σ2 : M2 → M3. It is clear that not all elements of
SpC∞(M1,M2) are quantizable in this way. If M1 = M2, H1 = H2 and K1 = K2

the quantizable symplectic diffeomorphisms σ : M → M form the subgroup
SpDiffK(M,ω) of the group SpDiff(M,ω) of all symplectic diffeomorphism of
M . Since Σ(σ) : CP(H) → CP(H) preserve the transition probability it follows
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from Wigner theorem, see [61],that there exists a unitary or anti-unitary map
U(σ) : H → H such that

Σ(σ) = [U(σ)] . (10.2)

The phase ambiguity in the choice of U(σ) in (10.2) one removes by the passing
to the lifting

M CP(H)K
��

L′

M
��

L′ E′K′
�� E′

CP(H)
��

, (10.3)

of the coherent state map K : M → CP(H), where the C∗–principal bundles
L′ and E′ are obtained from L and E by the cutting off zeros sections. Fixing
the unitary (anti-unitary) representative U(σ) one obtains σ′ from (12.112) and
from E′ � H \ {0}

L′ E′
K′

��

L′

L′

σ′

��

L′ E′K′
�� E′

E′

U(σ)

��

, (10.4)

where the lifting

M M
σ

��

L′

M
��

L′ L′σ′
�� L′

M
��

, (10.5)

is defined by U(σ) in the unique way. The map σ′ defines the principal bundles
authomorphism and preserves the positive Hermitian kernel KL = K∗KE, i.e.

σ′(cξ) = cσ′(ξ) (10.6)

for c ∈ C \ {0} and ξ ∈ L′ and

KL (σ′(ξ1), σ′(ξ2)) = KL(ξ1, ξ2) (10.7)

for ξ1, ξ2 ∈ L′. The inverse statement is also valid.

Proposition 10.1. Let L → M be the complex line bundle with distinguished
positive Hermitian Kernel KL and the diffeomorpism σ : M → M that has a
lifting σ′ : L′ → L′ which satisfies (10.6) and (10.7). Then there are uniquely
defined coherent state map K : M → CP(H) and the unitary (anti-unitary)
operator U(σ) with the property (10.4).
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Definition 10.2. The one–parameter subgroup σ(t) ⊂ DiffM, t ∈ R, we call
the prequantum flow if and only if it admits the lifting σ′(t) ∈ DiffL, t ∈ R,
which preserves the structure of the prequatum bundle (L → M,�,H).

It was shown by Kostant [24] that the Lie algebra Lie(L∗,�,H) of the vector
fields tangent to the prequantum flows is isomorphic with the Poisson algebra
(C∞(M, R), {·, ·}) where the Poisson bracket {·, ·} is defined by ω. It follows
form Proposition 12.3 and Proposition 9.4 that the prequantum bundle structure
is always defined by a coherent state map K : M → CP(H) or, equivalently, by
a positive Hermitian kernel KL = K∗KE.

Definition 10.3. The one–parameter subgroup σ(t) ∈ SpDiffM, t ∈ R, we call
the quantum flow if and only if it preserve the structure of the physical system
(M,H,K : M → CP(H)), i.e. there is one parameter subgroup Σ(t), t ∈ R such
that

M CP(H)K
��

M

M

σ(t)

��

M CP(H)K �� CP(H)

CP(H)

Σ(t)

��

, (10.8)

for any t ∈ R.

Theorem 10.4. The following statements are equivalent:

(i) The one–parameter subgroup σ(t) ∈ DiffM, t ∈ R, is a quantum flow of
the physical system (M,H,K : M → CP(H)).

(ii) The one–parameter subgroup σ(t) ∈ DiffM, t ∈ R, has the lifting σ′(t) :
L′ → L′, t ∈ R, which preserves the bundle structure of L′ and the positive
Hermitian kernel KL = K∗KL.

(iii) There are the lifting σ′(t) ∈ DiffL′, t ∈ R and the strong unitary (anti–
unitary) one parameter subgroup U(t) ∈ AutH, t ∈ R, such that

L′ E′
K′

��

L′

L′

σ′(t)

��

L′ E′K′
�� E′

E′

U(t)

��

, (10.9)

for any t ∈ R, where E′ ∼= H \ {0}.

The vector field tangent to the quantum flow σ′(t), t ∈ R, is the lifting of
the Hamiltonian field Xf ∈ Γ∞(TM) generated by f ∈ C∞(M, R), see [24].
So, the strong unitary one–parameter subgroup Uf (t), t ∈ R given by (10.9)

65



depends univocally on f . The Stone-von Neumann theorem states that there is
the self–adjoint operator F on H such that

Uf (t) = e−itF . (10.10)

The domain D(F ) of F is the linear span l.s.(K(M)) of the set of coherent
states. Representing F in the HK,L ⊂ Γ∞(M, L∗) we obtain

−iFΨ = lim
t→0

(Uf (t) − 1)Ψ
t

= lim
t→0

1
t
(σ′(−t)Ψ − Ψ) =

(
∇Xf

+ 2πif
)
Ψ (10.11)

for Ψ ∈ D(F ). The second equality in (10.11) is possible since l.s.(K(M)) is
Uf (t) invariant , t ∈ R. Hence, Kostant–Souriau operator −iQf is essentially
self-adjoint on l.s.(K(M)) and the infinitesimal generator of Uf (t) is its closure.

Let us denote by C∞
K (M, R) the space of function which generate the quan-

tum flows on (M,H,K : M → CP(H))). It follows from (ii) of the Theorem
10.4 that it is the Lie subalgebra of Poisson algebra C∞(M, R). One also has

[Qf , Qg] = iQ{f,g} (10.12)

what means that −iQ defines Lie algebras homomorphism, i.e. it is quantiza-
tion in Kostant-Souriau sense. We remark that one does not use the notion
of polarization, which plays the crucial role in the Kostant–Souriau geometric
quantization [67]. In the theory developed here the polarization does not have
the crucial meaning. It could be reconstructed from the coherent state map or
from the positive Hermitian kernel [39].

11 Quantum phase spaces defined by the coher-
ent state map

This section is based on the paper [39]. We will begin by explaining how coherent
state map K : M → CP(H) defines the polarization P ⊂ T CM in the sense of
geometric quantization.

Therefore let us consider the complex distribution P ⊂ T CM spanned by
smooth complex vector fields X ∈ Γ∞(T CM) which annihilate the Hilbert space
I(H) ⊂ Γ∞(M,L∗

), i.e.
P :=

⊔
m∈M

Pm, (11.1)

where

Pm := {X(m) : X ∈ Γ∞(T CM) and ∇∗
Xψ = 0 for any ψ ∈ I(H)}. (11.2)

To summarize the properties of P we formulate

Proposition 11.1.
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i) The necessary and sufficient condition for X to belong to Γ∞(P ) is

X(Kα) = kα(X)Kα. (11.3)

ii) The distribution P is involutive and isotropic, i.e. for X,Y ∈ Γ∞(P ) one
has

[X,Y ] ∈ Γ∞(P ) and ω(X,Y ) = 0. (11.4)

iii) If X ∈ Γ∞(P ∩ P ) then
X�ω = 0 (11.5)

iv) Positivity condition:
iω(X,X) � 0 (11.6)

for all X ∈ Γ∞(P ).

Proof.

i) By the definition one has that X ∈ Γ∞(P ) iff ∇∗
XI(v) = 0 for any v ∈ H.

From (12.95) and (9.31) we get

∇∗
XI(v) = X�

(
〈dKα|v〉 −

〈dKα|Kα〉
〈Kα|Kα〉

〈Kα|v〉
)
⊗ s∗α =

= 〈X(Kα)|
(

I − |Kα〉〈Kα|
〈Kα|Kα〉

)
v > s∗α = 〈X(Kα) − kα(X)Kα|v > s∗α

Thus we have proven (11.3).

ii) From

dkα = d
〈Kα|dKα〉
〈Kα|Kα〉

=
〈dKα ∧ |dKα〉

〈Kα|Kα〉
− 〈dKα|Kα〉 ∧ 〈Kα|dKα〉

(〈Kα|Kα〉)2
(11.7)

and (11.3) we obtain

dkα(X,Y ) =
1
2

( 〈X(Kα)|Y (Kα)〉 − 〈Y (Kα)|X(Kα)〉
〈Kα|Kα〉

−

−〈X(Kα)|Kα〉〈Kα|Y (Kα)〉 − 〈Y (Kα)|Kα〉〈Kα|X(Kα)〉
(〈Kα|Kα〉)2

)
=

=
1
2

(
kα(X)kα(Y ) − kα(Y )kα(X) − kα(X)kα(Y ) + kα(Y )kα(X)

)
= 0

(11.8)
for X,Y ∈ Γ∞(P ). Using the identity

dkα(X,Y ) = ∇X∇Y −∇Y ∇X −∇[X,Y ] (11.9)

and (11.8) we conclude that P is involutive isotropic distribution.
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iii) Let X ∈ Γ∞(P ∩ P ), then

£Xkα = £X
〈Kα|dKα〉
〈Kα|Kα〉

= − 1
〈Kα|Kα〉

(
〈X(Kα)|Kα〉+

+ 〈Kα|X(Kα)〉) kα +
1

〈Kα|Kα〉
(
〈X(Kα)|dKα〉 + 〈Kα|dX(Kα)〉

)
=

= −
(
kα(X) + kα(X)

)
kα + kα(X)kα + kα(X)kα + d (kα(X)) =

d (kα(X)) + X�dkα − X�dkα = £Xkα − X�dkα (11.10)

Hence one has (11.5).

iv) For X ∈ Γ∞(P ) one can write

dkα(X,X) =
1
2

(
kα(X)kα(X)−

−〈X(Kα)|X(Kα)〉
〈Kα|Kα〉

− kα(X)kα(X) +
〈X(Kα)|Kα〉〈Kα|X(Kα)〉

(〈Kα|Kα〉)2
)

=

= − 1
2 ‖Kα‖2

(
‖X(Kα)‖2 ‖Kα‖2 − |〈Kα|X(Kα)〉|2

)
. (11.11)

Now from Schwartz inequality one gets (11.8).

Let OK denote the algebra of functions λ ∈ C∞(M) such that λψ ∈ I(H) if
ψ ∈ I(M).

In all further considerations we shall restrict ourselves to coherent state maps
K : M −→ CP(H) which do satisfy the following conditions:

a) The curvature 2-form
ω = i curv∇ = K∗ωFS

is non-degenerate, i.e. ω is symplectic.

b) The distribution P is maximal. i.e.

dimC P =
1
2

dim M =: N. (11.12)

c) For every m ∈ M there exists an open neighborhood Ω � m and functions
λ1, . . . , λN ∈ OK such that dλ1, . . . , dλN are linearly independent on Ω.

Proposition 11.2.

i) The manifold M is Kähler manifold and K : M −→ CP(H) is a Kähler
immersion of M into CP(H).
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ii) The distribution P is Kähler polarization of symplectic manifold (M,ω).
Moreover P is spanned by the Hamiltonian vector fields Xλ generated by
λ ∈ OK.

Proof.

i) The condition a) and b) imply that P define almost complex structure
on M . The condition c) guarantees its integrability. The property of M
being Kähler follows from the fact that ω is symplectic and from positivity
property (11.6) of Proposition 11.1. The immersion property of K follows
from ω = K∗ωFS and ω is symplectic.

ii) Let us take X ∈ Γ∞(P ) and λ ∈ OK. Then from

∇∗
Xψ = 0 and ∇∗

X(λψ) = 0

for any ψ ∈ I(H), it follows X(λ) = 0. Let Xλ be the Hamiltonian vector
field corresponding to λ

Xλ�ω = dλ (11.13)

Then
ω(Xλ,X) = dλ(X) = X(λ) = 0.

Since P is maximal isotropic one gets Xλ ∈ Γ∞(P ). The condition c)
implies now that P is spanned by Xλ where λ ∈ OK. In this way we have
shown that P is integrable Kähler polarization on (M,ω).

We conclude this section by making the following comment. In the symplec-
tic case the Lie subalgebra (OK, {·, ·}) is a maximal commutative subalgebra of
the algebra of classical observables (C∞(M), {·, ·}). The corresponding Hamil-
tonian vector fields Xλ1 , . . . XλN

∈ Γ∞(P ) span the Kähler polarization P in
the sense of Kostant-Souriau geometric quantization.

Now let us define the quantum Kähler polarization corresponding to the
classical polarization P defined above.

Let D be the vector subspace of the Hilbert space H generated by finite
combinations of the vectors Kα(m), where α ∈ I and m ∈ Ωα. The linear
operator a : D → H such that

aKα(m) = λ(m)Kα(m) (11.14)

for any α ∈ I and m ∈ Ωα, will be called the annihilation operator. On the
other hand the operator a∗ conjugated to a we shall call the creation operator.
The eigenvalue function λ : M → C is well defined on M since Kα(m) �= 0 and
the condition (11.14) does not depend on the choice of gauge.

In general the annihilation operators are not bounded as it is in the case of
the Gaussian coherent states map (see Example 7.1). In this paper we restrict
ourselves to the case when the annihilation operators are bounded.
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Proposition 11.3. The bounded annihilation operators form a commutative
unital Banach subalgebra PK in the algebra L∞(H) of all bounded operators in
the Hilbert space H.

Proof. It follows directly from the definition (11.14) that for any elements
a1, a2 ∈ PK their product a1a2 and linear combination c1a1 + c2a2 belong to
PK. It is also clear that identity operator I ∈ PK. We shall show complete-
ness of the subalgebra PK ⊂ L∞(H). Let {an}n∈N be a Cauchy sequence of
annihilation operators and let {λn}n∈N be the corresponding sequence of their
eigenfunctions. From the condition (11.14)

|λk(m) − λn(m)| =
‖(ak − an)Kα(m)‖

‖Kα(m)‖ � ‖ak − an‖

for all α ∈ I and m ∈ Ωα. Hence the sequence {λk}k∈N converges pointwise to
some function λ : H → C. Since an

n→∞−−−−→ a converges in the operator norm to
some bounded operator a ∈ L∞(H) one has

‖(a − λ(m)I)Kα(m)‖ = lim
n→∞ ‖(an − λk(m)Kα(m)‖ = 0

Consequently λ is the eigenvalues function for a and a ∈ PK. The annihila-
tion operators a1, a2 ∈ PK commute on a dense domain D ⊂ H implying the
commutativity of the subalgebra PK.

The eigenvalues function is the covariant symbol

λ(m) =
〈Kα(m)|aKα(m)〉
〈Kα(m)|Kα(m)〉 =: 〈a〉(m) (11.15)

of the annihilation operator. It is thus a bounded complex analytic function on
the complex manifold M .

We shall describe now the algebra of annihilation operator covariant symbols
in terms of the vector space I(H). Let Λ : H → H be the linear operator defined
by the condition one has

λI(v) = I(Λv)

for all v ∈ H. The operator defined above has the following properties.

Proposition 11.4.

i) If λ ∈ OK then Λ is a bounded operator on H.

ii) The operator Λ∗ adjoint to Λ is an annihilation operator with the covariant
symbol given by bounded function λ.

Proof.

i) From the sequence of equalities

〈λ(m)Kα(m)|v〉s∗α(m) = λ(m)〈Kα(m)|v〉s∗α =
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= 〈Kα(m)|Λv〉s∗α(m) (11.16)

where v ∈ H, α ∈ I and m ∈ Ωα it follows that D is the domain of the
conjugated operator Λ∗. Since D is dense in H the operator Λ admits the
closure Λ = Λ∗∗, see [2]. We have H = D(Λ) ⊂ D(Λ) which implies the
boundedness of Λ.

ii) Let us notice that from (11.16) it follows

Λ∗Kα(m) = λ(m)Kα(m). (11.17)

Thus Λ∗ is the annihilation operator with λ as its covariant symbol.

From this two propositions above one can deduce the following.

Theorem 11.5. The mean value map 〈·〉 defined by (11.15) gives the continuous

‖〈b〉‖∞ = sup
m∈M

|〈b〉(m)| � ‖b‖ (11.18)

isomorphism of the operator commutative Banach algebra PK := {a∗ : a ∈ PK}
of creation operators with the function Banach algebra (OK, ‖·‖∞).

Let us assume that for some measure µ one has the resolution of the identity
operator

I =
∫
M

P (m)dµ(m), (11.19)

where

P (m) :=
|Kα(m)〉〈Kα(m)|
〈Kα(m)|Kα(m)〉 (11.20)

is the orthogonal projection operator P (m) on the coherent state K(m), m ∈ M .
In such case the scalar product of the functions ψ = I(v) and ϕ = I(w) can be
expressed in terms of the integral

〈ψ|ϕ〉 = 〈v|w〉 =
∫
M

H
∗
(ψ,ϕ)dµ =

=
∫
M

〈Kα(m)|v〉〈Kα(m)|w〉
〈Kα(m)|Kα(m)〉 dµ(m). (11.21)

Moreover one has

‖Λv‖2 =
∫
M

|λ|2 H
∗
(ψ,ψ)dµ � ‖λ‖2

∞ ‖v‖2 (11.22)

for v ∈ H and thus it follows that

‖Λ‖ � ‖λ‖∞ . (11.23)

Taking into account the inequalities (11.18) and (11.23) we obtain
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Theorem 11.6. If the coherent states map admits the measure µ defining the
resolution of identity (11.19) then the mean value map 〈·〉 is the isomorphism
of the Banach algebra (PK, ‖·‖) onto Banach algebra (OK, ‖·‖∞).

From the theorem above one may draw the conclusion that the necessary
condition for the existence of the identity decomposition for the coherent states
map K is the uniformity of the algebra PK, i.e.∥∥a2

∥∥ = ‖a‖2 for a ∈ PK.

We shall show some facts allowing deeper understanding of the covariant
symbols algebra OK in the context of the geometric quantization and Hamil-
tonian mechanics.

According to Theorem 11.6 the Banach algebra PK of annihilation operators
is isomorphic to Banach algebra OK. It is easy to notice that Kostant-Souriau
quantization

OK � λ −→ Qλ = i∇Xλ
+ λ (11.24)

restricted to I(H) gives inverse of the mean value isomorphism 〈·〉 defined by
(11.15).

In the light of the remarks above it is strongly justified to call the Banach
algebra PK a quantum Kähler polarization of the mechanical system defined
by Kähler coherent immersion K : M −→ CP(H).

Now we will concentrate on the purely quantum description of the mechanical
system in C∗-algebra approach.

The function algebra OK defines the complex analytic coordinates of the
classical phase space (M,ω), i.e. for any m ∈ M there are open neighborhoods
Ω � m0 and z1, . . . , zN ∈ OK such that the map ϕ : Ω → CN defined by
ϕ(m) := (z1(m), . . . , zN (m)) for m ∈ Ω, is a holomorphic chart from the com-
plex analytic atlas of M . The annihilation operators a1, . . . , aN ∈ PK corre-
spond to z1, . . . , zN through the defining relation (11.14) is naturally to consider
as a quantum coordinate system. The operators from PK, for example such as
a∗
1, . . . , a

∗
N , conjugated to those of PK are the creation operators.

Definition 11.7. The unital C∗-algebra AK generated by the the Banach al-
gebra PK will be called quantum phase space defined by coherent state map
K : M → CP(H).

Let us define Berezin covariant symbol

〈F 〉(m) =
〈Kα(m)|FKα(m)〉
〈Kα(m)|Kα(m)〉 , m ∈ M (11.25)

of the operator F (unbounded in general) which domain D contains all finite
linear combinations of coherent states. Since K : M → CP(H) is a complex
analytic map, the Berezin covariant symbol 〈F 〉 is a real analytic function of
the coordinates z1, . . . , zN , z1, . . . , zN .
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For n ∈ N let Fn(a∗
1, . . . , a

∗
N , a1, . . . , aN ) ∈ AK be a normally ordered poly-

nomials of creation and annihilation operators. We say that

Fn(a∗
1, . . . , a

∗
N , a1, . . . , aN ) −−−−→

n→∞ F =: F (a∗
1, . . . , a

∗
N , a1, . . . , aN ) (11.26)

converges in coherent state weak topology if

〈Fn(a∗
1, . . . , a

∗
N , a1, . . . , aN )〉(m) −−−−→

n→∞ 〈F 〉(m). (11.27)

Therefore thinking about observables of the considered system, i.e. self-
adjoint operators, as the weak coherent state limits of normally ordered poly-
nomials of annihilation and creation operators we are justified to consider AK
as the quantum phase space of the physical system defined by (M,H,K : M →
CP(H)).

Taking into account the properties of AK we define the abstract polarized
C∗-algebra.

Definition 11.8. The polarized C∗-algebra is a pair (A,P) consisting of the
unital C∗-algebra A and its Banach commutative subalgebra P such that

i) P generates A
ii) P ∩ P = CI

It is easy to see that AK is polarized C∗-algebra in the sense of this definition.
Also the notion of coherent state can be generalized to the case of abstract

polarized C∗-algebra (A,P), namely

Definition 11.9. A coherent state ω on polarized C∗-algebra (A,P) is the
positive linear functional of the norm equal to one satisfying the condition

ω(xa) = ω(x)ω(a) (11.28)

for any x ∈ A and any a ∈ P.

Let us stress that in the case when (A,P) is defined by the coherent state
map K : M → CP(H) then the state

ωm(x) := Tr
(
xP (m)

)
, (11.29)

where m ∈ M and P (m) is given by (11.20), is coherent in the sense of Definition
11.9

Proceeding as in motivating remarks we shall introduce the notion of the
norm normal ordering in polarized C∗-algebra (A,P).

Definition 11.10. The C∗-algebra A of quantum observables with fixed polar-
ization P admits the norm normal ordering if and only if the set of elements
of the form

N∑
k=1

b∗kak

where N ∈ N and a1, . . . , aN , b1, . . . , bN ∈ P, is dense in A in C∗-algebra norm
topology.
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Since we assume that A is unital the coherent states on (A,P) are positive
continuous functionals satisfying the condition ω(I) = 1. The set of all coher-
ent states on (A,P) will be denoted by C(A,P). The structure of C(A,P) is
investigated and described in the next section of this paper. Some properties
of coherent states are however needed now for the description of algebra AK
defined by the coherent state map K : M → CP(H).

Theorem 11.11. Let ρ �= 0 be a positive linear functional on (A,P). Assume
that ρ � ω, where ω ∈ C(A,P) is a coherent state. Then

i) the functional 1
ρ(I)ρ is the coherent state and

1
ρ(I)

ρ(a) = ω(a)

for a ∈ P.

ii) If (A,P) admits the norm normal ordering then

1
ρ(I)

ρ = ω,

i.e. the coherent state ω is pure.

Proof.

i) Let πω : A −→ Hω be the GNS representation of A and let vω ∈ Hω be the
cyclic vector of this reprezentation corresponding to ω. Then there exists
an operator T ∈ πω(A)′, 0 � T � 1, such that

ρ(x) = 〈Tvω|πω(x)Tvω〉 (11.30)

for any x ∈ A, see [10, 30]. From the defining property (11.28) of the
coherent state one gets

〈vω|πω(x)(πω(a) − ω(a))vω〉 = 0.

Since vω is cyclic for πω(A) it must be

πω(a)vω = ω(a)vω (11.31)

for any a ∈ P. From (11.30) and (11.31) it follows that

ρ(xa) = ρ(x)ω(a) (11.32)

for an x ∈ A and a ∈ P. Taking x = I in (11.32) we get 1
ρ(I)ρ(a) = ω(a).

Substituting ω(a) = 1
ρ(I)ρ(a) into (11.32) and dividing both sides of (11.32)

by ρ(I) �= 0 we find that 1
ρ(I)ρ(a) belongs to C(A,P).
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ii) Since 1
ρ(I)ρ(a) is equal to ω on P we have

1
ρ(I)

ρ

(
N∑

k=1

b∗kak

)
=

N∑
k=1

1
ρ(I)

ρ(bk)
1

ρ(I)
ρ(ak) =

N∑
k=1

ω(bk)ω(ak) = ω

(
N∑

k=1

b∗kak

)
.

From the existence of the normal ordering on (A,P) and continuity of ρ
and ω it follows that 1

ρ(I)ρ = ω on A.

Let us remark that the norm normal ordering property of the polarized
C∗-algebra A is stronger than the normal ordering in the Heisenberg quantum
mechanics or quantum field theory where it is considered in the weak topology
sense.

One of the commonly accepted principles of quantum theory is irreducibility
of the algebra of quantum observables. For the Heisenberg-Weyl algebra case
the irreducible representations are equivalent to Schrödinger representation due
to the von Neumann theorem [45]. In the case of general coherent states map K :
M → CP(H) the irreducibility of the corresponding algebra AK of observables
depends on the existence of the norm normal ordering.

Theorem 11.12. Let AK be polarized algebra of observables defined by the
coherent states map K : M → CP(H). If M is connected and there exists the
norm normal ordering on AK then the auto-representation id : AK −→ L∞(H)
is irreducible.

Proof. It was stated in Theorem 11.11 that the vector coherent state K(m1) is
pure one. This implies irreducibility of representation

πm1 := id|Hm1
: AK −→ EndHm1

of the algebra AK in the Hilbert subspace Hm1 = AK(m1). There are two
possibilities: either K(m2) ⊂ Hm1 for any m2 ∈ M or there exists m2 ∈ M
such that K(m2) � Hm1 . In the second case it follows from irreducibility of
representation

πm2 := id|Hm2
: AK −→ EndHm2

that Hm2 ⊂ H⊥
m1

. Applying this procedure step by step one obtain the orthog-
onal decomposition

H =
⊕
i∈I

Hmi

of the Hilbert space H. From assumed separability of H we find that I is at
most countable.

Let
Mi :=

{
m ∈ M : K(m) ⊂ Hmi

}
where i ∈ I. If m ∈ Mi ∩ Ωα then

〈Kα(m)|Kα(m)〉 > 0.
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Since Kα : Ωα → C is continuous there exists a open neighborhood m ∈ O ⊂ Ωα

of m such that
〈Kα(m)|Kα(m′)〉 �= 0

for m′ ∈ O. The following inclusion must be valid K(O) =
[
Kα(O)

]
⊂ Hmi

.
Otherwise one would have

〈Kα(m)|Kα(m′)〉 = 0

which contradicts the definition of the set O. In this way we have shown that
O ⊂ Mi and Mi is open in M . Thus M is disjoint union

M =
⋃
i∈I

Mi

of the open sets. Since, by assumption, M is connected it must be M = Mi

for some i ∈ I. The above means that H = AKK(m) for any m ∈ M and
consequently the representation

id : AK −→ L∞(H)

is irreducible.

In general case one can decompose the Hilbert space H =
⊕N

i=1 Hi, where
N ∈ N or N = ∞, on the invariant AKHi ⊂ Hi orthogonal Hilbert subspaces.
Superposing K : M → CP(H) with the orthogonal projectors Pi : H → Hi

one obtains the family of coherent state maps Ki := Pi ◦ K : M → CP(Hi),
i = 1, . . . N . One has AKi

= PiAKPi and the decomposition AK =
⊕N

i=1 AKi

is consistent with the decomposition

Kα(m) =
N∑

i=1

(Pi ◦ Kα)(m), m ∈ Ωα (11.33)

of the coherent state map.

Example 11.1 (Toeplitz Algebra).
Fix an orthonormal basis {|n〉}∞n=1 in the Hilbert space M . The coherent

states map K : D → CP(H) is defined by

D � z −→ K(z) :=
∞∑

n=1

zn|n〉 (11.34)

where K(z) = [K(z)].
Quantum polarization PK is generated in this case by the one-side shift

operator
a|n〉 = |n − 1〉 (11.35)

which satisfies
aa∗ = I (11.36)

76



From this relation it follows that the algebra AK of physical observables gener-
ated by the coherent states map (11.34) is Toeplitz C∗-algebra. The existence
of normal ordering in (AK,PK) is guaranteed by the property that monomial

a∗kal k, l ∈ N ∪ {0}

are linearly dense in AK.
Let us finally remark that the space I(H) is exactly the Hardy space H2(D),

see [11, 46]. According to the Theorem 11.12 the auto-representation of Toeplitz
algebra is irreducible as the unit disc D is connected and there exists the norm
normal ordering in AK.

Example 11.2 (quantum disc algebra).
Following [38] one can generalize the construction presented in Example 11.1

taking

DR � z −→ KR(z) :=
∞∑

n=1

zn√
R(q) · · ·R(qn)

|n〉, (11.37)

where 0 < q < 1 and R is a meromorphic function on C such that R(qn) > 0
for n ∈ N ∪ {∞} and R(1) = 0. For z ∈ DR := {z ∈ C : |z| <

√
R(0)} one

has KR(z) ∈ H and the coherent state map K : DR → CP(H) is defined by
KR(z) = CKR(z). The annihilation a and creation a∗ operators defined by
(11.37) satisfy the relations

a∗a = R(Q)
aa∗ = R(qQ)
aQ = qQa

Qa∗ = qa∗Q, (11.38)

where the compact self-adjoint operator Q is defined by Q|n〉 = qn|n〉. Hence one
obtains the class of C∗-algebras AR parametrized by the meromorphic functions
R, which includes the q-Heisenberg-Weyl algebra of one degree of freedom and
the quantum disc in sense of [23] if

R(x) =
1 − x

1 − q
(11.39)

and
R(x) = r

1 − x

1 − ρx
, (11.40)

where 0 < r, ρ ∈ R, respectively. These algebras find the application for the inte-
gration of quantum optical models, see [18]. For the rational R they also can be
considered as the symmetry algebras in the theory of the basic hypergeometric
series, see [38]

Example 11.3 (q-Heisenberg-Weyl Algebra).
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Let M be the polydisc Dq×· · ·×Dq, where Dq ⊂ C is the disc of radius 1√
1−q

,
0 < q < 1. The orthonormal basis in the Hilbert space H will be parameterized
in the following way

{|n1 . . . nN 〉}
where n1, . . . , nN ∈ N ∪ {0}, and

〈n1 . . . nN |k1 . . . kN 〉 = δn1k1 . . . δnN kN

The coherent states map

K : Dq × · · · × Dq −→ CP(H)

is defined by K(z1, . . . , zN ) = [K(z1, . . . , zN )] where

K(z1, . . . , zN ) :=
∞∑

k1,...,kN=0

zk1
1 · · · zkN

N√
[k1]!q · · · [kN ]!q

|k1 . . . kN 〉 (11.41)

The standard notation
[n] := 1 + · · · + qn−1

[n]!q := [1] · · · [n]

was used in (11.41).
The quantum polarization PK is the algebra generated by the operators

a1, . . . , aN defined by

aiK(z1, . . . , zN ) = ziK(z1, . . . , zN ) (11.42)

It is easy to show that ‖ai‖ = 1√
1−q

. Hence PK is commutative and algebra AK
of all quantum observables is generated by I, a1, . . . , aN , a∗

1, . . . , a
∗
N satisfying

the relations
[ai, aj ] = [a∗

i , a
∗
j ] = 0

aia
∗
j − qa∗

jai = δijI. (11.43)

The C∗-algebra AK is then the q-deformation of Heisenberg-Weyl algebra, see
[20]. The structural relations (11.43) imply that a∗k

i al
j , where i, j = 1, . . . , N and

k, l ∈ N∪{0} do form linearly dense subset in AK. Consequently AK admits the
norm normal ordering. Since the polydisc is connected the auto-representation
of AK is irreducible.

In the limit q → 1 AK becomes the standard Heisenberg-Weyl algebra for
which the creation and annihilation operators are unbounded.

The method of quantization of classical phase space which we have presented
and illustrated by examples can be included in the general scheme of quantiza-
tion given by Definition 6.3. In order to se this let us notice that because of
the resolution of the identity (11.19) the coherent state map K : M → CP(H)
defines the projection

Π : L2(M,Γ(L
∗
), dµ) → I(H) (11.44)
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of the Hilbert space of sections ψ : M → L
∗

square integrable with respect
to dµ, i.e. such that

∫
M

H
∗
(ψ,ψ)dµ < ∞ on its Hilbert subspace I(H) ⊂

L2(M,Γ(L
∗
), dµ).

Using the projector Π given above we define conditional expectation EΠ :
L∞(L2(M,Γ(L

∗
), dµ)) → L∞(L2(M,Γ(L

∗
), dµ)) by (5.8).

On the other side one has naturally defined logic morphism E given by

E : B(M) � Ω −→ MχΩ ∈ L(L2(M,Γ(L
∗
), dµ)), (11.45)

where the projector MχΩ : L2(M,Γ(L
∗
), dµ) → L2(M,Γ(L

∗
), dµ) is given as

multiplication by indicator function χΩ of the Borel set Ω.
One can show that the quantum phase space AK given by Definition 11.7 co-

incides with AM,EΠ,E related to conditional expectation EΠ and logic morphism
E defined above in sense of Definition 6.3.

12 Quantum complex Minkowski space

This section is based on [19].
Extending the Poincaré group by dilation and acceleration transformations,

one obtains the conformal group SU(2, 2)/Z4, which is the symmetry group
of the conformal structure of compactified Minkowski space-time M , where
Z4 = {ik id : k = 0, 1, 2, 3} is the centralizer of SU(2, 2). According to the
prevailing point of view SU(2, 2)/Z4 is the symmetry group for physical models
which describe massless fields or particles, but has no application to the theory
of massive objects. However, using the twistor description [42] of Minkowski
space-time and the orbit method [22], the different orbits of SU(2, 2)/Z4 in the
conformally compactified complex Minkowski space M := MC may be consid-
ered to be the classical phase spaces of massless and massive scalar conformal
particles, antiparticles and tachyons, see [32, 34].

The motivation for various attempts to construct models of non-commutative
Minkowski space-time is the belief that this is the proper way to avoid diver-
gences in quantum field theory [28]. Here, on the other hand, our aim is to
quantize the classical phase space M++ ⊂ M of the massive particle by re-
placing it by the Toeplitz-like operator C∗-algebra M++. To this end we first
quantize the classical states of the massive scalar conformal particle by con-
structing the coherent state map K : M++ → CP(H) of M++ into the complex
projective Hilbert space CP(H), i.e. the space of the pure states of the system.
In the next step we define the Banach algebra P++

of annihilation operators as
the ones having the coherent states K(m), m ∈ M++, as eigenvectors. Finally,
the quantum phase space M++ will be the C∗-algebra generated by P++

.

12.1 Complex Minkowski space as the phase space of the
conformal scalar massive particle

Following [32, 33, 34], we present the twistor description of phase spaces of the
conformal scalar massive particles. Let us recall that twistor space T is C4
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equipped with a Hermitian form η of signature (++−−). The symmetry group
of T is the group SU(2, 2), where g ∈ SU(2, 2) iff g†ηg = η and det g = 1.

In relativistic mechanics the elementary phase spaces are given by the coad-
joint orbits of the Poincaré group, see [52], which are parametrized in this case
by mass, spin, and signature of the energy of the relativistic particle. Similarly,
elementary phase spaces for conformal group one identifies with its coadjoint
orbits. Since conformal Lie algebra su(2, 2) is simple we will identify its dual
su(2, 2)∗ with su(2, 2) using Cartan-Killing form:

〈X,Y 〉 =
1
2

Tr(XY ), (12.1)

where X,Y ∈ su(2,2). Thus the coadjoint representation Ad∗
g : su(2, 2)∗ →

su(2, 2)∗ is identified with the adjoint one

Adg X = gXg−1, (12.2)

where g ∈ SU(2, 2). For the complete description and physical interpretation of
Ad�(SU(2, 2))-orbits see [21, 33].

One defines the compactified complex Minkowski space M as the Grass-
mannian of 2-dimensional complex vector subspaces w ⊂ T of the twistor space
and SU(2, 2) acts on M by

σg : w → gw. (12.3)

The Grassmannian M splits into the orbits Mkl indexed by the signatures of
the restricted Hermitian forms sign η|z = (k, l), where k, l = +,−, 0.

The orbit M00 consisting of subspaces isotropic with respect to η is the
conformal compactification M of real Minkowski space and M is the complexi-
fication of M = M00.

The cotangent bundle T �M00 → M00 is isomorphic with the vector bundle
{(x,X) ∈ M00 × su(2, 2) : im X ⊂ x ⊂ ker X} =: N

pr1−−→ M00, where pr1 is the
projection on the first component of the product M00 × su(2, 2). The vector
bundle isomorphism T ∗M00 ∼= N is defined by the following sequence T ∗

x M00 ∼=
(su(2, 2)�su(2, 2)x)∗ ∼= {X ∈ su(2, 2) : Tr Y X = 0 ∀Y ∈ su(2, 2)x} ∼= {X ∈
su(2, 2) : im X ⊂ x ⊂ ker X} = pr−1

1 (x) of the vector space isomorphisms.
There exists a conformal structure on N defined by the cones Cx := {X ∈

pr−1
1 (x) : dimR im X � 1} ⊂ pr−1

1 (x) ∼= T ∗
x M00, x ∈ M00. This conformal

structure is invariant with respect to the action of SU(2, 2) on N defined by

αg : (x,X) �→ (gx, gXg−1) (12.4)

for g ∈ SU(2, 2).
The 8-dimensional orbits of the action (12.4) are: the bundle N++ → M00

of upper halves of the interiors of the cones, the bundle N−− → M00 of bottom
halves of the interiors of the cones and the bundle N+− → M00 of exteriors of
the cones.

Similarly, the action (12.3) of SU(2, 2) on M generates three 8-dimensional
orbits: M++, M−− and M+−.
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One has maps J0 : Ñ → su(2, 2) and Jλ : M̃ → su(2, 2) of Ñ := N++∪N−−∪
N+− and M̃ := M++ ∪ M−− ∪ M+− into su(2, 2) defined by:

J0(x,X) := X (12.5)
Jλ(w) := iλ(πw − πw⊥), (12.6)

where ⊥: M̃ �→ M̃ is the involution, which maps w ∈ M̃ on its orthogonal
complement w⊥ (with respect to the twistor forms η) and πw : T �→ T and
πw⊥ : T �→ T are the projections defined by the decomposition T = w ⊕ w⊥.

The maps J0 and Jλ are equivariant with respect to the actions α and σ
respectively and Ad-action of the conformal group. Thus J0 maps N++, N+−,
N−− on the 8-dimensional nilpotent Ad-orbits and Jλ maps M++, M++, M++ on
the 8-dimensional simple Ad-orbits which consist of X ∈ su(2, 2) with eigenval-
ues iλ and −iλ. Using the Kirillov construction [22] we obtain the conformally
invariant symplectic form ω0 on Ñ (identical with the canonical symplectic form
of T ∗M00) and the conformally invariant Kähler form ωλ on M̃. So (Ñ, ω0)
and (M̃, ωλ) are 8-dimensional conformal symplectic manifolds with momentum
maps given by (12.5),(12.6).

In order to show that Ñ and M̃ have a physical interpretation of the phase
spaces of the conformal scalar massive particles, let us take the coordinate de-
scription of the presented models. We fix an element ∞ ∈ M00, called point at
infinity. One defines the Minkowski space M00

∞ as the affine space of elements
w ∈ M00 which are transversal to ∞, i.e. w ⊕∞ = T. The elements w ∈ M00

which intersect with ∞ in more than one-dimension, i.e. dimC(w ∩ ∞) � 1,
form a cone C∞ at infinity, so

M00 = M00
∞ ∪ C∞ ∼= S1 × S3.

The cones Cx = {x′ ∈ M00 : dimC(x ∩ x′) � 1} define a conformal structure on
M00, invariant with respect to the conformal group action given by (12.3).

The Poincaré group P∞ extended by the dilations is defined as the sta-
bilizer (SU(2, 2)/Z4)∞ of the element ∞. The intersections of the stabilizers
(SU(2, 2)/Z4)∞ ∩ (SU(2, 2)/Z4)0, where 0 ∈ M00

∞ is the origin of the inertial
coordinates system, is the Lorentz group extended by dilations. One defines the
Lorentz group L0,∞ and the group of dilations D0,∞ respectively as the com-
mutator and the centralizer of (SU(2, 2)/Z4)∞ ∩ (SU(2, 2)/Z4)0 respectively.
Finally, the group of Minkowski space translations T∞ consists of the elements
exp X, where X ∈ su(2, 2) satisfies im X ⊂ ∞ ⊂ ker X, while the elements
exp X fulfilling imX ⊂ 0 ⊂ ker X, define the commutative subgroup A0 of
four-accelerations.

Let us assume in the following that

η = i

(
0 σ0

−σ0 0

)
,∞ =

{(
ζ
0

)
: ζ ∈ C2

}
,0 =

{(
0
ζ

)
: ζ ∈ C2

}
, (12.7)

where we use the 2 × 2 matrix representation with Pauli basis:

σ0 =
(

1 0
0 1

)
, σ1 =

(
0 1
1 0

)
, σ2 =

(
0 i
−i 0

)
, σ3 =

(
1 0
0 −1

)
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in Mat2×2(C). This choice of η,∞,0 gives us the decomposition

su(2, 2) = T∞ ⊕ L0,∞ ⊕D0,∞ ⊕A0 (12.8)

where the subalgebras of 4-translations, Lorentz, dilations and 4-accelerations
are given respectively by

T∞ = {
(

0 T
0 0

)
: T = T † ∈ Mat2×2(C) and T = tµσµ} (12.9a)

L0,∞ = {
(

L 0
0 −L†

)
: Tr L = 0 and L ∈ Mat2×2(C)} (12.9b)

D0,∞ = {d
(

σ0 0
0 −σ0

)
: d ∈ R} (12.9c)

A0 = {
(

0 0
C 0

)
: C = C† ∈ Mat2×2(C) and C = cµσµ} (12.9d)

The basis of su(2, 2)∗ ∼= su(2, 2) dual to the one defined by Pauli matrices in
the Lie subalgebras T∞, L0,∞, D0,∞, A0 is

T ∗
∞ � P∗

µ =
(

0 0
σµ 0

)
(12.10a)

L∗
0,∞ � L∗

kl =
1
2
εklm

(
σm 0
0 σm

)
L∗

0,∞ � L∗
0k =

1
2

(
σk 0
0 −σk

)
(12.10b)

D∗
0,∞ � D∗ =

1
2

(
σ0 0
0 −σ0

)
(12.10c)

A∗
0 � A∗

ν =
(

0 σν

0 0

)
(12.10d)

One has the matrix coordinate map

M∞ � w �→ W ∈ Mat2×2(C) (12.11)

defined by

w = {
(

Wζ
ζ

)
: ζ ∈ C2} (12.12)

and w = x ∈ M00
∞ iff W = W † = X. The element (x,X ) ∈ pr−1

1 (M00
∞) is

parametrized by

(x,X ) �→ (X,

[
XS −XSX
S −SX

]
), (12.13)

where X,S ∈ H(2) and H(2) is the vector space of 2 × 2 Hermitian matrices.
The momentum maps (12.5) and (12.6) in the above defined coordinates are

given by

J0(X,S) =
[
XS −XSX
S −SX

]
(12.14)
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Jλ(W ) = iλ

[
(W + W †)(W − W †)−1 −2W (W − W †)−1W †

2(W − W †)−1 −σ0 − 2(W − W †)−1W †

]
. (12.15)

By decomposing J0(X,S) in the basis (12.10) J0(X,S) = pµP∗
µ + mµνL∗

µν +
aµA∗

ν + dD∗ we obtain the expressions

pµ = sµ (12.16)
mµν = xµpν − xνpµ (12.17)

d = xµpµ (12.18)

aµ = −2(xνpν)xµ + x2pµ (12.19)

for the four-momentum pµ, relativistic angular momentum mµν , dilation d and
four-acceleration aν respectively, where S = sµσµ, X = xµσµ.

In the coordinates xµ, pµ = sµ the symplectic form ω0 assumes the canonical
form

ω0 = dxµ ∧ dpµ. (12.20)

Similarly, from Jλ(W ) = pµP∗
µ + mµνL∗

µν + aµA∗
ν + dD∗ we obtain

pν = λ
yν

y2
(12.21)

mµν = xµpν − pνxµ (12.22)
d = xµpµ (12.23)

aµ = −2(xνpν)xµ + x2pµ − λ2

p2
pµ, (12.24)

where the real coordinates xµ, yµ on M̃ are defined by xν + iyν = wν :=
1
2 Tr(Wσν).

The coordinate description of ωλ is the following

ωλ = iλ
∂2

∂wµ∂w̄ν
log(w − w̄)2dwµ ∧ dw̄ν = dxν ∧ dpν . (12.25)

Concluding, one has two models (N, ω0) and (M, ωλ) of the massive scalar
conformal particle. Using the canonical coordinates (xµ, pν) common for both
models we obtain that

(i) the element (x,X ) ∈ N++ (w ∈ M++) iff p0 > 0 and (p0)2 − −→p 2 > 0, i.e.
it describes the state of a conformal scalar massive particle;

(ii) the element (x,X ) ∈ N−− (w ∈ M−−) iff p0 < 0 and (p0)2 −−→p 2 > 0, i.e.
it describes the state of a conformal scalar massive anti-particle;

(iii) the element (x,X ) ∈ N+− (w ∈ M+−) iff (p0)2 −−→p 2 < 0, i.e. it describes
the state of a conformal scalar tachyon.

The orbits N0+ (M0+) and N0− (M0−) describe the states of massless particles
and anti-particles but this case will not be discussed further.
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Two above presented models do not differ if one considers them on the level
of relativistic mechanics, since both of them behave towards Poincaré trans-
formations in the same way. The difference appears if one considers the four-
acceleration transformations parametrized by C = cµσµ, which in canonical
coordinates X = xµσµ, P = pµσµ are

X̃ = X(CX + σ0)−1, (12.26)

P̃ = (CX + σ0)P (XC + σ0) (12.27)

for the standard model Ñ and

X̃ = [XP + iλσ0 − iλ(XC − iλP−1C + σ0)](CXP + iλC + P )−1 (12.28)

P̃ = (CX + σ0)P (XC + σ0) + λ2CP−1C (12.29)

for the holomorphic model M̃. We see from (12.29) that in the holomorphic
model (opposite to the standard one) the four-momentum P = pµσµ transforms
in a non-linear way. This fact implies a lot of important physical consequences,
e.g. the conformal scalar massive particle cannot be localized in the space-time
in conformally invariant way. From (12.24), (12.28), (12.29) it follows that the
holomorphic model corresponds to the nilpotent one when λ → 0.

12.2 Conformally invariant quantum Kähler polarization

In this section we shall make the first step in the direction to construct quantum
conformal phase space. Since the case of the antiparticle can be transformed by
the charge conjugation map to the particle one, see [34], and the tachyon case
is less interesting from physical point of view, we will work only with the phase
space M++ of the conformal scalar massive particle.

The phase space T ∗M00 has the real conformally invariant polarization de-
fined by the leaves of its cotangent bundle structure. In canonical coordinates
this polarization is spanned by the vector fields { ∂

∂pν }ν=0,...3. For the holo-
morphic phase space M̃ the conformally invariant polarization is Kähler and
in the complex coordinate it is spanned by ( ∂

∂w̄µ )µ=0,...3. The reason is that

SU(2, 2)/Z4 acts on M̃ by biholomorphism. For g−1 =
(

A B
C D

)
∈ SU(2, 2) and

w ∈ M++ one has
σgW = (AW + B)(CW + D)−1, (12.30)

where W ∈ Mat2×2(C) is the matrix holomorphic coordinate of w ∈ M++.
Using complex matrix coordinates (12.12) one identifies M++ with the future
tube

T := {W ∈ Mat2×2 : imW > 0}. (12.31)

Applying the Caley transform

Z = (W − iE)(W + iE)−1,W = i(Z + E)(Z − E)−1 (12.32)
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we map T on the symmetric domain

D := {Z ∈ Mat2×2(C) : E − Z∗Z > 0}. (12.33)

Let us remark here that the coordinates Z ∈ D correspond to the diagonal

representation of the twistor form η =
(

σ0 0
0 −σ0

)
. Below we use both systems

of coordinates.
In order to quantize M++ we will use the method of coherent state map

investigated in [36]. For the other construction of noncommutative manifolds by
using coherent state method see also [16]. The essence of this method consists
in replacing the classical state m ∈ M++ by the quantum pure state, which
means, that one defines the map Kλ : M++ �→ CP(H) from the classical phase
space M++ into the complex projective separable Hilbert space CP(H). We will
call Kλ coherent state map and in our case we will postulate that it has the
following properties:

(i) Kλ is consistent with the conformal symmetry, i.e. there exists an unitary
irreducible representation Uλ : SU(2, 2) �→ AutH with respect to which
the coherent state map is equivariant:

M++ CP(H)Kλ

��

M++

M++

σg

��

M++ CP(H)
Kλ �� CP(H)

CP(H)

[Uλ(g)] ∀g∈SU(2,2)

��

(12.34)

(ii) Kλ is consistent with the holomorphic polarization ( ∂
∂w̄µ µ=0,...3

). This
denotes that Kλ is a holomorphic map.

(iii) Kλ is symplectic, i.e.
K∗

λωFS = ωλ, (12.35)

where ωFS is Fubini-Study form on CP(H). The projective Hilbert space
is considered here as Kähler manifold (thus symplectic manifold). This
condition one needs for the consistence of classical dynamics with quantum
dynamics.

The coherent state map Kλ : M++ �→ CP(H) fulfilling the properties postu-
lated above one obtains by the applying of the representation theory, see [44, 43].
We skip here the technical considerations and present only the final result. Let{∣∣∣∣ j m

j1 j2

〉}
, (12.36)

where m, 2j ∈ N ∪ {0} and −j � j1, j2 � j, denote an orthonormal basis in H,
i.e. 〈

j m
j1 j2

∣∣∣∣j′ m′

j′1 j′2

〉
= δjj′δmm′δj1j′

1
δj2j′

2
. (12.37)
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Then the map Kλ : M++ ∼= D �→ H given by

Kλ : Z → |Z;λ〉 :=
∑

j,m,j1,j2

∆jm
j1j2

(Z)
∣∣∣∣ j m
j1 j2

〉
, (12.38)

where

∆jm
j1j2

(Z) := (Nλ
jm)−1(det Z)m

√
(j + j1)!(j − j1)!
(j + j2)!(j − j2)!

× (12.39)

×
∑

S�max{0,j1+j2}
S�min{j+j1,j+j2}

(
j + j2

S

)(
j − j2

S − j1 − j2

)
zS
11z

j+j1−S
12 zj+j2−S

21 zS−j1−j2
22

and

Nλ
jm := (λ − 1)(λ − 2)2(λ − 3)

Γ(λ − 2)Γ(λ − 3)m!(m + 2j + 1)!
(2j + 1)!Γ(m + λ − 1)Γ(m + 2j + λ)

, (12.40)

defines a coherent state map

[Kλ] =: Kλ : M++ �→ CP(H) (12.41)

with the properties mentioned in assumptions: (i), (ii), (iii). The condition (i)
restricts the variability of the parameter λ > 3 to integer numbers.

From now on, to simplify the notation, we will write |Z〉 instead of |z;λ〉. If
the dependence on λ is relevant we will write |z;λ〉.

The projectors |Z〉〈Z|
〈Z|Z〉 representing the coherent states give the resolution of

the identity

1 =
∫
D

|Z〉〈Z| dµλ(Z,Z†) (12.42)

with respect to the measure

dµλ(Z,Z†) = cλ[det(E − Z†Z)]λ−4|dZ|, (12.43)

where |dZ| is the Lebesgue measure on D and

cλ = π−4(λ − 1)(λ − 2)2(λ − 3), (12.44)

which is equivalent to
∫

D
dµλ = 1.

Hence, by the anti-linear monomorphism

Iλ : H � |ψ〉 → 〈ψ| · ;λ〉 := ψ(·) ∈ O(D) (12.45)

one identifies H with the range of Iλ in O(D), which is equal to the Hilbert
space of holomorphic functions L2O(D, dµλ) square integrable with respect to
the measure (12.43).
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The representation Iλ ◦ Uλ ◦ I−1
λ acts on L2O(D, dµλ) by

(Iλ ◦ Uλ(g) ◦ I−1
λ )ψ(Z) = [det(CZ + D)]−λψ(σg(Z)), (12.46)

i.e. it is a discrete series representation of SU(2, 2) and acts on the coherent
states by

Uλ(g)|Z〉 = [det(CZ + D)]−λ|σg(Z)〉, (12.47)

where g−1 =
(

A B
C D

)
∈ SU(2, 2), see [15, 47].

The fifteen physical quantities pν , mµν , d and aν , µ, ν = 0, 1, 2, 3, which
characterize the scalar massive conformal particle form the conformal Lie algebra
su(2, 2) with respect to the Poisson bracket

{f, g}λ(w̄, w) =
i

2λ

(
(w − w̄)2ηµν − 2(wµ − w̄µ)(wν − w̄ν)

)( ∂f

∂wµ

∂g

∂w̄ν
− ∂g

∂wµ

∂f

∂w̄ν

)
(12.48)

defined by the symplectic form ωλ. Each one of them defines a Hamiltonian
flow σg(t) on M++ realized by the corresponding one-parameter subgroup g(t),
t ∈ R, of SU(2, 2). By the equivariance condition (12.112) this Hamiltonian
flow σg(t) is quantized to the Hamiltonian flow on CP(H) given by the one-
parameter subgroup Uλ(g(t)) of representation (12.47). The generators of these
one-parameter subgroups are realized in L2O(T, dµλ) as follows:

p̂µ = −i
∂

∂wµ
(12.49)

m̂µν = −i(wµ
∂

∂wν
− wν

∂

∂wµ
) (12.50)

d̂ = −2iwµ ∂

∂wµ
− 2iλ (12.51)

âν = −iw2(δβ
ν − 2wνwβ)

∂

∂wβ
+ 2iλwν , (12.52)

see [35]. They are quantized versions of their classical counterparts given by
(12.16)-(12.19). The measure dµλ in the future tube representation is given by

dµλ(W,W †) = 2−4[det(W − W †)]λ−4|dW |. (12.53)

It was shown in [36] that the coherent state method of quantization is equivalent
to the Kostant-Souriou geometric quantization.

Besides generators (12.16)-(12.19) of the conformal Lie algebra su(2, 2) there
is also reason to quantize other physically important observables. In particular
case the ones belonging to the family O++(D) consisting of complex valued
smooth functions f : M++ → C for whose there exists bounded operators
a(f) ∈ L∞(H) such that

a(f)|Z〉 = f(Z)|Z〉 (12.54)

for any Z ∈ D ∼= M++. Since the coherent states |Z〉 form a linearly dense
subset of H one has correctly defined linear map a : O++(D) → L∞(H) of
O++(D) in the Banach algebra of the bounded operators.
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It follows immediately from (12.54) and the resolution of identity (12.42)
that

i) O++(D) is the commutative algebra and f ∈ O++(D) is holomorphic;

ii) The map a : O++(D) → L∞(H) is an isometric

‖a(f)‖∞ = ‖f‖sup = sup
Z∈D

|f(Z)| (12.55)

monomorphism of algebras;

iii) The image a(O++(D)) is uniformly closed in L∞(H) (i.e. with respect to
operator norm ‖·‖∞).

Hence, O++(D) is a Banach subalgebra of the Banach algebra H∞(D) of func-
tions which are holomorphic and bounded on D. Let us remark here that com-
pleteness of H∞(D) follows from the Weierstrass theorem, see e.g. [50].

Indeed one has:

Proposition 12.1. The Banach algebra O++(D) is equal to H∞(D).

Proof. Since Iλ(H) = L2O(D, dµλ) we have f〈ψ| 〉· ∈ Iλ(H) for any f ∈
H∞(D). The multiplication operator Mf : L2O(D, dµλ) → L2O(D, dµλ) is
bounded. Thus there is a bounded operator a(f)∗ : H → H such that

f(Z)〈ψ|Z〉 = 〈a(f)∗ψ|Z〉 (12.56)

for Z ∈ D. The above shows that a(f) = (a(f)∗)∗ fulfills (12.54).

According to [39] we shall call the commutative Banach algebra P++ :=
a(H∞(D)) the quantum Kähler polarization and its elements a(f) ∈ P++

the annihilation operators.
The coordinate functions fkl(Z) := zkl, where k, l = 1, 2 belong to H∞(D).

Therefore akl := a(fkl) ∈ P++ and their action on the basis (12.36) is given by

a11

∣∣∣∣ j m
j1 j2

〉
=
√

(j−j1+1)(j−j2+1)m
(2j+1)(2j+2)(m+λ−2)

∣∣∣∣ j + 1
2 m − 1

j1 − 1
2 j2 − 1

2

〉

+
√

(j+j1)(j+j2)(m+2j+1)
(m+2j+λ−1)2j(2j+1)

∣∣∣∣ j − 1
2 m

j1 − 1
2 j2 − 1

2

〉
(12.57)

a12

∣∣∣∣ j m
j1 j2

〉
= −

√
(j−j1+1)(j+j2+1)m

(2j+1)(2j+2)(m+λ−2)

∣∣∣∣ j + 1
2 m − 1

j1 − 1
2 j2 + 1

2

〉

+
√

(j+j1)(j−j2)(m+2j+1)
(m+2j+λ−1)2j(2j+1)

∣∣∣∣ j − 1
2 m

j1 − 1
2 j2 + 1

2

〉
(12.58)

a21

∣∣∣∣ j m
j1 j2

〉
= −

√
(j+j1+1)(j−j2+1)m

(2j+1)(2j+2)(m+λ−2)

∣∣∣∣ j + 1
2 m − 1

j1 + 1
2 j2 − 1

2

〉

+
√

(j−j1)(j+j2)(m+2j+1)
(m+2j+λ−1)2j(2j+1)

∣∣∣∣ j − 1
2 m

j1 + 1
2 j2 − 1

2

〉
(12.59)
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a22

∣∣∣∣ j m
j1 j2

〉
=
√

(j+j1+1)(j+j2+1)m
(2j+1)(2j+2)(m+λ−2)

∣∣∣∣ j + 1
2 m − 1

j1 + 1
2 j2 + 1

2

〉

+
√

(j−j1)(j−j2)(m+2j+1)
(m+2j+λ−1)2j(2j+1)

∣∣∣∣ j − 1
2 m

j1 + 1
2 j2 + 1

2

〉
. (12.60)

In the expressions above we put by definition
∣∣∣∣ j m
j1 j2

〉
:= 0 if the indices do

not satisfy the condition m, 2j ∈ N ∪ {0} and −j � j1, j2 � j.
The coordinate annihilation operators akl, k, l = 1, 2 generate Banach sub-

algebra P++
pol of P++. Let us denote by Pol(D) the algebra of polynomials of

variables {zkl}, k, l = 1, 2 restricted to the closure D of D in Mat2×2(C).
For the following considerations let us fix the matrix notation

A :=
(

a11 a12

a21 a22

)
∈ P++

pol ⊗ Mat2×2(C), (12.61)

A+ :=
(

a∗
11 a∗

21

a∗
12 a∗

22

)
∈ P++

pol ⊗ Mat2×2(C) (12.62)

for the annihilation and creation operators. For example, in this notation the
property (12.54) assumes the form

A|Z〉 = Z|Z〉. (12.63)

Proposition 12.2.

i) P++
pol is isometrically isomorphic to the closure Pol(D) of Pol(D), i.e. a(f) ∈

P++
pol iff f is continuous on D and holomorphic on D. The space of maximal

ideals of the P++
pol (the spectrum) is homeomorphic to D.

ii) P++
pol is a semisimple Banach algebra, i.e. if p ∈ P++

pol is such that for each
c ∈ C there exists (1 + cp)−1 then p = 0.

iii) P++
pol � P++, i.e. it is proper Banach subalgebra of P++.

iv) The vacuum state is cyclic with respect to the Banach algebra P++
pol

Proof.
i) For Z,W ∈ D and α ∈ [0, 1] one has

v†(E − [αZ + (1 − α)W ]†[αZ + (1 − α)W ])v = ‖v‖2 − ‖[αZ + (1 − α)W ]v‖2 �
(12.64)

‖v‖2 − {α‖Zv‖ + (1 − α)‖Wv‖}2 � ‖v‖2 − {α‖v‖ + (1 − α)‖v‖}2 = 0,

for each v ∈ C2, what gives αZ +(1−α)W ∈ D. So, D is convex bounded subset
of Mat2×2(C). Thus D is polynomially convex and compact. By definition P++

pol
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has a finite number of generators. Hence statement i) is valid, see for example
Chapter 7 of [3].

ii) We recall that the radical of algebra P++ is

R = {b ∈ P++ : (b + λI) is invertible for any λ �= 0}. (12.65)

iii) To prove this it is enough to find a function f ∈ H∞(D) such that
f /∈ Pol(D). For example the function

f(Z) = exp
Tr(Z + E)
Tr(Z − E)

(12.66)

has this property.
iv) It is enough to check that∣∣∣∣ j m

j1 j2

〉
= ∆jm

j1j2
(A†)

∣∣∣∣0 0
0 0

〉
(12.67)

and notice that operator ∆jm
j1j2

(A†) ∈ P++
pol .

We define the action of the g ∈ SU(2, 2) on A by

Uλ(g)AUλ(g−1) :=
(

Uλ(g)a11Uλ(g−1) Uλ(g)a12Uλ(g−1)
Uλ(g)a21Uλ(g−1) Uλ(g)a22Uλ(g−1)

)
, (12.68)

where SU(2, 2) � g → Uλ(g) ∈ Aut(H) is discrete series representation defined
by (12.46). Using the above notation we formulate the following statement.

Proposition 12.3. One has

i)
σg(A) := (AA + B)(CA + D)−1 ∈ P++

pol ⊗ Mat2×2(C), (12.69)

ii)
Uλ(g)AUλ(g−1) = σg(A), (12.70)

for g ∈ SU(2, 2).

Proof.

i) For g−1 =
(

A B
C D

)
∈ SU(2, 2) one has

DD† = E + CC†. (12.71)

So eigenvalues of DD† satisfy d1, d2 � 1, which implies that
∥∥D−1CZ

∥∥2 �
∥∥D−1C(D−1C)†

∥∥ =
∥∥∥D−1(DD† − E)D†−1

∥∥∥ =
∥∥∥E − D−1D†−1

∥∥∥ < 1
(12.72)

for Z ∈ D. The above gives that (D + CZ)−1 = (E + D−1CZ)−1D−1 exists for
Z ∈ D. Since det(CZ + D) is continuous function function of Z and det(CZ +

90



D) �= 0 for z ∈ D there exists Ω ⊃ D such that det(CZ + D) �= 0 for all z ∈ Ω.
This shows that the matrix function

σg(Z) = (AZ + B)(CZ + D)−1 (12.73)

is holomorphic on Ω. So, by the Oka-Weil theorem, see [3, 62], there is a
sequence {pn} of polynomials in z11, z12, z21, z22 with pn → σg uniformly on D.
Since P++

pol
∼= Pol(D) one proves σg(A) ∈ P++

pol ⊗ Mat2×2(C).
ii) Let us note that for a linearly dense set of the coherent states |Z〉, Z ∈ D,

Uλ(g)AUλ(g−1)|Z〉 = σg(A)|Z〉 (12.74)

which gives (12.70).

We conclude immediately from Proposition 12.3

Corrolary 12.4. Banach subalgebra P++
pol ⊂ L∞(H) is invariant Uλ(g)P++

pol Uλ(g−1) ⊂
P++

pol , g ∈ SU(2, 2) with respect to the discrete series representation.

Let us make a closing remark that quantum polarization P++ gives holomor-
phic operator coordinatization for the classical phase space M++ and subalgebra
P++

pol ⊂ P++ gives the coordinatization of M++ algebraic in the annihilation
operators.

12.3 Conformal Kähler quantum phase space

The holomorphic quantum coordinatization of the classical phase space M++

by the operator Banach algebra P++ is not sufficient from the physical point of
view. The reason is that the complete quantum description of the scalar confor-
mal particle also requires self-adjoint operators, for example such as those given
by (12.49)-(12.52). Therefore, we are obliged to include in our considerations
the Banach algebra P++ generated by the creation operators a∗

kl, k, l = 1, 2,
which by definition are conjugated counterparts of the annihilation operators.
The algebra P++ gives anti-holomorphic quantum coordinatization of M++.
From Proposition 12.3 it follows that P++ as well as P++ are conformally in-
variant quantum Kähler polarizations on M++. Then, following [39], we
shall call the operator C∗-algebra M++ ⊂ L∞(H) generated by P++ the quan-
tum Kähler phase space of the scalar conformal particle. We shall denote
by M++

pol the proper C∗-subalgebra of M++ generated by P++
pol � P++.

The relation between the quantum phase space M++ and its classical me-
chanical counterpart M++ is best seen by the covariant and contravariant sym-
bols description.

For any bounded operator F ∈ L∞(H) one defines the 2-covariant symbol

〈F 〉2(Z†, V ) :=
〈Z|FV 〉
〈Z|V 〉 . (12.75)
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The 2-contravariant symbol f is defined as an element of the space B2(D×D)
of complex valued functions on D × D for which the integral

F = Fλ(f) := c2
λ

∫
D×D

f(Z†, V )
|Z〉〈Z|V 〉〈V |
〈Z|Z〉〈V |V 〉 dµ(Z†, Z)dµ(V †, V ) (12.76)

exists weakly and Fλ(f) ∈ L∞(H), where the measure dµ is defined by

dµ(Z†, Z) = det(E − Z†Z)−4 |dz| . (12.77)

We define:

i) the associative product

(f •λ g)(Z†,W ) := (12.78)

=c2
λ

∫
D×D

f(Z†, V )g(S†,W )
〈Z|V 〉〈V |S〉〈S|W 〉
〈Z|W 〉〈V |V 〉〈S|S〉dµ(V †, V )dµ(S†, S) =

=
∫

D×D

f(Z†, V )g(S†,W )
〈Z|V 〉〈V |S〉〈S|W 〉

〈Z|W 〉 dµλ(V †, V )dµλ(S†, S),

of the 2-contravariant symbols f, g ∈ B2(D × D) ;

ii) the seminorm
‖f‖ := ‖Fλ(f)‖∞ (12.79)

and the involution
f∗(Z†, V ) := f(V,Z†) (12.80)

of the 2-contravariant symbol. The map Fλ : B2(D × D) → L∞(H) is an
epimorphism of algebras with involution and

kerFλ = {f ∈ B2(D × D) : ‖f‖ = 0}. (12.81)

Thus the quotient algebra B2(D × D)/ kerFλ and L∞(H) are isomorphic as
C∗-algebras. Since each equivalence class [f ] = f + kerFλ is represented in a
unique way by the 2-covariant symbol 〈Fλ(f)〉2, i.e. [f ] = 〈Fλ(f)〉2 + kerFλ

and 〈Fλ(f)〉2 = 〈Fλ(g)〉2 iff f − g ∈ kerFλ, then the quotient vector space
B2(D × D)/ kerFλ is isomorphic with the vector space

B2(D × D) := {〈F 〉2 : F ∈ L∞(H)} (12.82)

of 2-covariant symbols of the bounded operators. Defining the product of the
2-covariant symbols 〈F 〉2, 〈G〉2 ∈ B2(D × D) by

〈F 〉2 ∗λ 〈G〉2(Z†, V ) := cλ

∫
〈F 〉2(Z†,W )〈G〉2(W †, V )

〈Z|W 〉〈W |V 〉
〈W |W 〉〈Z|V 〉dµ(W †,W )

(12.83)
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one obtains the structure of C∗-algebra on B2(D × D).
The quotient map B2(D × D) → B2(D × D)/ kerFλ and the isomorphism

B2(D × D)/ kerFλ
∼= B2(D × D) defines the epimorphism

π : B2(D × D) −→ B2(D × D) (12.84)

of the algebra with involution (B2(D×D), •λ) on the C∗-algebra (B2(D×D), ∗λ).
Similarly the inclusion map

ι : B2(D × D) ↪→ B2(D × D) (12.85)

is the monomorphism of C∗-algebra (B2(D × D), ∗λ) to the algebra (B2(D ×
D), •λ).

In the case under consideration the coherent state map Kλ : D → CP(H) is
holomorphic and D is a simply connected domain. Hence one can recontruct the
2-covariant symbol 〈F 〉2 of the bounded operator F ∈ L∞(H) from its Berezin
covariant symbol

〈F 〉(Z†, Z) :=
〈Z|FZ〉
〈Z|Z〉 . (12.86)

The reconstruction is given by the analytic continuation of 〈F 〉 from the diagonal
δ : D ∼= ∆ ↪→ D × D to the product D × D. As a result we obtain the linear
isomorphism

c : B(D) ∼−−−−−→ B2(D × D) (12.87)

of the vector space B(D) := {〈F 〉 : F ∈ L∞(H)} of Berezin covariant symbols
with B2(D × D). The map (12.87) is inverse to the restriction map

δ∗ : B2(D × D) � 〈F 〉2 −→ 〈F 〉2 ◦ δ ∈ B(D). (12.88)

Hence one also defines the product

f ∗λ g := δ∗(c(f) ∗λ c(g)) (12.89)

of f, g ∈ B(D), which is given explicitly by

(f ∗λ g)(Z†, Z) = cλ

∫
D

f(Z†, V )g(V †, Z)
∣∣aλ(Z†, V )

∣∣2 dµ(V †, V ), (12.90)

where

aλ(Z†, V ) :=
〈Z|V 〉√

〈Z|Z〉〈V |V 〉
(12.91)

is the transition amplitude between the coherent states Kλ(Z) and Kλ(V ). For
brevity, by f and g in (12.89) we denoted the Berezin covariant symbols of
F,G ∈ L∞(H).

Let us visualize the morphisms defined above in the following diagram
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(B2(D × D), •λ)

(B2(D × D), ∗λ)

��

ι

� ���
��

��
��

��
(B2(D × D), •λ) (L∞(H), ◦)Fλ �� (L∞(H), ◦)

(B2(D × D), ∗λ)

〈·〉2
����

��
��

��
��

(B(D), ∗λ)
��

δ∗ c

��

π



��
��

��
��

�

(12.92)

The notions of covariant and contravariant symbols were introduced by
Berezin and their importance in various aspects of quantization was shown in
[5, 6]. The 2-contravariant and 2-covariant symbols of Schatten class operators
and bounded operators were studied in [37].

In the following proposition we will mention a few properties of the quantum
scalar conformal phase space M++ and its C∗-subalgebra M++

pol .

Proposition 12.5.

(i) The autorepresentation of M++
pol in L∞(H) is irreducible and P++

pol ∩P++
pol =

CI.

(ii) M++
pol is weakly (strongly) dense in L∞(H).

(iii) M++
pol contains the ideal L0(H) of compact operators. Thus any ideal of

M++
pol , which autorepresentation in H is irreducible, also contains L0(H).

(iv) M++
pol is conformally invariant, i.e. Uλ(g)M++

pol Uλ(g)† ⊂ M++
pol for g ∈

SU(2, 2).

(v) P++
pol ∩ L0(H) = {0}.

(vi) L0(H) � CommM++
pol , where CommM++

pol is commutator ideal of M++
pol .

(vii) The statements i), ii), iii), v), and vi) are valid also for M++ and P++

Proof.

(i) Let us denote by P the orthogonal projector defined by decomposition of
H on the Hilbert subspaces irreducible with respect to M++

pol . Let us define
p ∈ L2O(D, dµλ) by

p(Z) :=
〈

Z

∣∣∣∣P
∣∣∣∣0 0
0 0

〉
. (12.93)

Since
a(f)†P = Pa(f)† (12.94)
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for each f ∈ Pol(D) then from (12.67) and (12.94)one has

(I ◦ P ◦ I−1)I
(∣∣∣∣ j m

j1 j2

〉)
= pI

(∣∣∣∣ j m
j1 j2

〉)
. (12.95)

Since p ∈ L2O(D, dµλ) there exists a sequence of polynomials {pn} such
that pn −−−−→

n→∞ p in ‖·‖2-norm. The operator I ◦P ◦ I−1 is bounded, so we

obtain from (12.95)

p = (I◦P ◦I−1)p = (I◦P ◦I−1) lim
N→∞

pN = lim
N→∞

(I◦P ◦I−1)pN = lim
N→∞

ppN .

(12.96)
For any compact subset K ⊂ D one has

sup
Z∈K

|〈ψ|Z〉| � Ck ‖ψ‖2 , (12.97)

where Ck := supZ∈K

√
〈Z|Z〉 and thus

0 � sup
Z∈K

∣∣p2(Z) − p(Z)pN (Z)
∣∣ � sup

Z∈K
|p(Z)| sup

Z∈K
|p(Z) − pN (Z)| �

� C2
k ‖p‖2 ‖p − pN‖2 −−−−→

N→∞
0. (12.98)

The above gives p = limN→∞ ppN = p2 ∈ L2O(D, dµλ). Thus p ≡ 1 and
from (12.95) we obtain that P = I, what proves irreducibility of M++

pol . If

x ∈ P++
pol ∩ P++

pol then it commutes with any element of M++
pol . So x ∈ CI.

(ii) It follows from i) and from the von Neumann bicommutant theorem.

(iii) Let us take the operator F ∈ L∞(H) which has finite number of nonzero
matrix elements in the orthonormal basis (12.36). Then its 2-covariant
symbol is given by

〈F 〉2(Z†, V ) =
∑

(j,m,j1,j2)∈Φ
(j′,m′,j′

1,j′
2)∈Φ

(det(E−Z†V )λ∆jm
j1j2

(Z†)
〈

j m
j1 j2

∣∣∣∣F
∣∣∣∣j′ m′

j′1 j′2

〉
∆j′m′

j′
1j′

2
(V ),

(12.99)
where Φ is a finite index set. The operator

∑
(j,m,j1,j2)∈Φ

(j′,m′,j′
1,j′

2)∈Φ

∆jm
j1j2

(A†)
〈

j m
j1 j2

∣∣∣∣F
∣∣∣∣j′ m′

j′1 j′2

〉
∆j′m′

j′
1j′

2
(A) (12.100)

belongs to M++
pol and has the same 2-covariant symbol as operator F . Thus

we gather that F is equal to (12.100) what implies that F ∈ M++
pol . So

from the fact that L0(H) ∩M++
pol �= {0} and Theorem 2.4.9 in [30] we see

that L0(H) ⊂ M++
pol .
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(iv) Since M++
pol is generated by P++

pol , the statement follows from the Propo-
sition 12.3.

(v) Let f ∈ C(D) and (Fλ ◦ ι ◦ c)(f) belongs to L0(H) and P++
pol then its

spectrum is discrete and equal to f(D) at the same time, which leads to a
contradiction.

(vi) From iii) one has that |ϕ〉〈ψ| ∈ M++
pol for ϕ,ψ ∈ H. Additionally one has

|ϕ〉〈ψ| = (|u〉〈v|)(|v〉〈ϕ|) (12.101)

|ϕ〉〈v| = [|ϕ〉〈η|, |η〉〈v|] (12.102)

if v, η ∈ H satisfy 〈v|v〉 = 〈η|η〉 = 1 and 〈v|η〉 = 0. Hence L0(H) ⊂
CommM++

pol .

In order to show that L0(H) � CommM++
pol we observe that the operator

[a†
11, a11] ∈ L0(H) ⊂ CommM++

pol in the basis (12.36) assumes the form

[a†
11, a11]

∣∣∣∣ j m
j1 j2

〉
= (12.103)

=
(λ − 2)((j1 + j2)(m + 2j + λ) − (m + 2j + λ)(m + λ − 2) − (j + j1 + 1)(j + j2 + 1))

(m + 2j + λ − 1)(m + 2j + λ)(m + λ − 2)(m + λ − 1)

∣∣∣∣ j m
j1 j2

〉

Thus it is diagonal and 1
4

2−λ
(m+λ−2)(m+λ−1) is the concentration point of its

spectrum. So, it belongs to CommM++
pol and is not compact operator.

(vii) It follows from the fact that P++
pol ⊂ P++.

Now let us make few remarks about the Toeplitz (holomorphic) representa-
tion of M++, i.e. the representation in the Hilbert space L2O(D, dµλ). One
obtains it using the anti-linear monomorphism I : H → L2O(D, dµλ) given by
(12.45):

Tλ(X) := I ◦ X ◦ I−1 : L2O(D, dµλ) → L2O(D, dµλ), (12.104)

where X ∈ M++. In the particular case when X ∈ P++ one has

Tλ(X)ψ(Z) = 〈X〉(Z)ψ(Z). (12.105)

So, T (P++
pol ) is realized by multiplication operators Mf , f ∈ H∞(D), having a

continuous prolongation to D. Thus, the Toeplitz algebra Tλ(M++
pol ) is generated

by the operators
Tλ(f) = Πλ ◦ Mf ◦ Πλ, (12.106)
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where f is a real analytic polynomial. The operator Mf : L2O(D, dµλ) →
L2O(D, dµλ) is the operator of multiplication by f ∈ C(D) and

(Πλψ)(Z) =
∫
D

〈Z|V 〉ψ(V †, V )
1

〈V |V 〉cλdµ(V †, V ) (12.107)

is the orthogonal projector Πλ of the Hilbert space L2(D, dµλ) on its Hilbert
subspace L2O(D, dµλ).

Using the representation (12.104) one can investigate M++
pol in the framework

of theory of Toeplitz algebras related to bounded symmetric domains, which
were intensively investigated in series of works [57, 58, 59].

The following basic statement can be viewed as a variant of the Coburn
Theorem (see [11]).

Theorem 12.6. One has the exact sequence

0 −→ CommM++
pol

ι−−−−→ M++
pol

πλ−−−−−→ C(M00) −→ 0 (12.108)

of C∗-algebra homomorphisms, where C(M00) is the C∗-algebra of continuous
functions on the conformally compactified Minkowski space M00.

Proof. We begin observing that for f ∈ C(D) one has inequalities

‖Tλ(f)‖∞ � ‖f‖sup � ‖Qλ(f)‖∞ (12.109)

which follow from (12.106) and from (12.129) respectively. From the first in-
equality in (12.109) it follows that the map

C(D) � f −→ Tλ(f) := [Tλ(f)] ∈ M++
pol /CommM++

pol (12.110)

is a continuous epimorphism of the C∗-algebra C(D) on the commutative quo-
tient C∗-algebra M++

pol /CommM++
pol . Let us recall that the norm of [x] ∈

M++
pol /CommM++

pol is defined by

‖[x]‖inf = inf
ξ∈CommM++

pol

‖x + ξ‖ . (12.111)

Now let us consider the ideal ker Tλ ⊂ C(D). It follows from iv) of Proposition
12.5 that Uλ(g)(CommM++

pol )Uλ(g)† ⊂ CommM++
pol , so the conformal group

SU(2, 2)/Z4 acts on the quotient C∗-algebra M++
pol /CommM++

pol and the C∗-
algebra epimorphism defined by (12.110) is a conformally equivariant map, i.e.

C(D) M++
pol /CommM++

polTλ

��

C(D)

C(D)

Σg

��

C(D) M++
pol /CommM++

pol

Tλ �� M++
pol /CommM++

pol

M++
pol /CommM++

pol

[Uλ(g)]

��
(12.112)
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for any g ∈ SU(2, 2)/Z4, where

(Σgf)(Z†, Z) := f((σg(Z))†, σg(Z)) (12.113)

[Uλ(g)]([x]) := [Uλ(g)xUλ(g)†]. (12.114)

We conclude from the above that ker Tλ is an ideal in C(D) conformally
invariant with respect to the action (12.113). Since any ideal in C(D) consists
of functions vanishing on some compact subset K ⊂ D the conformally invariant
ideals correspond to the conformally invariant compact subsets: D, ∂D = {Z ∈
Mat2×2(C) : det(E − Z†Z) = 0 and Tr(E − Z†Z) � 0} and U(2) = {Z ∈
Mat2×2(C) : Z†Z = E}, where the last one is the Šilov boundary of D. In this
way we show that ker Tλ is equal to one of the following three ideals

I
D

= {0} ⊂ I∂D
⊂ IU(2), (12.115)

where by IK we denote the ideal of functions equal to zero on K. The polynomial

ϕ(Z†, Z) := Tr(E − Z†Z) (12.116)

generates the ideal IU(2) and maps D on the interval [0, 2]. Let us consider the
positive operator

: Tr(E − A†A) := 2 − a†
11a11 − a†

12a12 − a†
21a21 − a†

22a22, (12.117)

which is diagonal, with

: Tr(E − A†A) :
∣∣∣∣ j m
j1 j2

〉
=

2(λ − 2)(m + j + λ − 1)
(m + λ − 1)(m + 2j + λ)

∣∣∣∣ j m
j1 j2

〉
, (12.118)

in the basis (12.36). We see from (12.118) that the spectrum σ of : Tr(E−A†A) :
is contained in the interval [0, 2] and the set

σa :=
{

λ − 2
m + λ − 1

: m ∈ N ∪ {0} ∪ {∞}
}

(12.119)

is its approximative spectrum. The continuous function F : [0, 2] → R defined
by

F (x) := x sin
(λ − 2)π

x
(12.120)

vanishes on σa and F ◦ ϕ ∈ IU(2). Since F|σa
≡ 0 and F assumes the same

value at most on a finite subset of σ \ σa, we conclude that F (: Tr(E − A†A) :)
is a compact operator. Thus, by iii) of Proposition 12.5 F (: Tr(E − A†A) :)
belongs to CommM++

pol . Let us take the sequence {Pn(x)}n∈N of polynomials
which uniformly approximate Pn → F the function F ∈ C([0, 2]). Thus one has

‖Pn ◦ ϕ − F ◦ ϕ‖sup −−−−→
n→∞ 0 (12.121)
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From (12.121) and the first inequality of (12.109) we obtain

‖Tλ(Pn ◦ ϕ) − Tλ(F ◦ ϕ)‖∞ −−−−→
n→∞ 0. (12.122)

On the other hand, from the Gelfand-Naimark theorem and (12.121) we have∥∥Pn(: Tr(E − A†A) :) − F (: Tr(E − A†A) :)
∥∥
∞ −−−−→

n→∞ 0. (12.123)

The operators Tλ(Pn ◦ ϕ) are polynomials of the creation and annihilation op-
erators taken in the anti-normal ordering, so they differ from the polynomials
Pn(: Tr(E−A†A) :) modulo elements of CommM++

pol . Thus, using also (12.122)
and (12.123), we obtain that

0 =
∥∥[Tλ(F ◦ ϕ)] − [F (: Tr(E − A†A) :)]

∥∥
inf

= ‖[Tλ(F ◦ ϕ)]‖inf = ‖Tλ(F ◦ ϕ)‖inf .

(12.124)
Summing up we conclude that F ◦ ϕ ∈ ker Tλ ∩ IU(2). Since it is easy to

check that F ◦ ϕ /∈ I∂D and that kerTλ, is conformally invariant it follows that
ker Tλ = IU(2) = IM00 .

Taking into account that (12.110) is an epimorphism of C∗-algebras, we state
the following isomorphisms M++

pol /CommM++
pol

∼= C(D)/IM00 ∼= C(M00). These
isomorphisms give the epimorphism πλ : M++

pol → C(M00).

Ending this section, let us remark that ”neglecting” the non-commutativity
of quantum complex Minkowski space M++

pol we come back to the commutative
C∗-algebra C(M00) whose spectrum is given by the conformally compactified
Minkowski space M00.

12.4 Quantization and physical interpretation

Analogously to the classical coordinate observables (Z,Z†) on M++ we shall use
quantum coordinate observables (A, A†) for the quantum phase space M++.
Superposing morphisms from diagram (12.92) we obtain the extension of this
correspondence. In such a way we get the isomorphism

Qλ := Fλ ◦ ι ◦ c : B(D) −→ L∞(H), (12.125)

which extends the quantization map,

a : H∞(D) � f −→ a(f) ∈ L∞(H), (12.126)

discussed in the previous section. Taking into account the properties

Qλ(f ∗λ g) = Qλ(f)Qλ(g), (12.127)

Qλ(f̄) = Qλ(f)∗, (12.128)

〈Qλ(f)〉λ = f, (12.129)
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for f, g ∈ B(D), we see that the isomorphism Qλ gives a quantization proce-
dure inverse to the mean value map.

According to relation (12.129), Berezin covariant symbols are the classical
observables corresponding to the quantum observables realized by the bounded
operators. As a particular case the quantum phase space M++ ⊂ L∞(H)
is obtained from 〈M++〉 ⊂ B(D) by the quantization (12.125). However for
physical reasons we are interested in the extension of Qλ : B(D) → L∞(H)
to a larger algebra of observables. For example it is reasonable to include in
this scheme the elements of the enveloping algebra of the conformal Lie algebra
su(2, 2). The latter ones are represented by unbounded operators in H which,
according to the equivariance property (12.112), possess the common domain
given by the linear span L(Kλ(M++)) of the set Kλ(M++) of the coherent states.
Let us then define the vector space A++ of operators in H closed with respect
to the operation of conjugation and all elements of which possess L(Kλ(M++))
as a common domain. Therefore for any operator F ∈ A++ the 2-covariant and
Berezin covariant symbols have sense.

In the following we will use the coherent state weak topology, i.e. An
coh−−→ A

if 〈Z|An|V 〉 → 〈Z|A|V 〉 for all Z, V ∈ D. It is a weaker topology than the weak
one, as can be seen from the following example. Let D � Zn = (1− 1

n )E, n ∈ N.
We define the sequence of operators

An := n
|Zn〉〈Zn|
〈Zn|Zn〉

. (12.130)

It is easily observed that

∀Z, V ∈ D lim
n→∞〈Z|An|V 〉 = 0, (12.131)

thus An
coh−−→ 0. On the other hand supn∈N ‖An‖ = ∞, thus An is not weakly

convergent.
The space A++ is closed with respect to coherent state weak topology. The

quantum phase space M++ is contained in A++ as a dense subset with respect
to the coherent state weak topology. For any F ∈ A++ its Berezin symbol
f = 〈F 〉 ∈ RO++(D) is the real analytic function

f(Z†, Z) =
∑

fi11,i12,i21,i22,j11,j12,j21,j22Z̄
i11
11 Z̄i12

12 Z̄i21
21 Z̄i22

22 Zj11
11 Zj12

12 Zj21
21 Zj22

22

(12.132)
of the variables (Z†, Z). One extends the quantization (12.125) naturally to the
space RO++(D) of real analytic functions on D by setting

Qλ(f) =
∑

fi11,i12,i21,i22,j11,j12,j21,j22a
†
11

i11
a†
12

i12
a†
21

i21
a†
22

i22
ai11
11 ai12

12 ai21
21 ai22

22 =

= : f(A†, A) :, (12.133)

where as usual, the colons : · : denote normal ordering. The infinite sum
in (12.133) is taken in the sense of coherent state weak topology. The ex-
tension of the product ∗λ, see (12.90), to the real analytic Berezin symbols

100



f, g ∈ RO++(D) is defined by

(f ∗λ g)(Z†, Z) :=
〈Z†| : f(A†, A) :: g(A†, A) : |Z〉

〈Z†|Z〉 . (12.134)

As an illustration let us consider the Berezin symbols

〈Uλ(g)〉(Z†, Z) = (det(CZ + D))−λ

(
det(E − Z†σg(Z))

det(E − Z†Z)

)−λ

(12.135)

and their quantum (A†, A)-coordinate representation

Uλ(g) = Qλ(〈Uλ(g)〉) =:
(

det(E − A†σg(A))
det(E − A†A)

)−λ

: (det(CA + D))−λ (12.136)

for the conformal group elements g ∈ SU(2, 2). In order to express the quan-
tum 4-momentum, relativistic angular momentum, dilation and 4-acceleration in
terms of quantum coordinates (A†, A) we differentiate Uλ(g(t)) given by (12.136)
with respect to the parameter t ∈ R for an appropriate choice of one-parameter
subgroup R � t → g(t) ∈ SU(2, 2). As a result one obtains

Qλ(pµ) = iλ : (det(W − W†))−1 Tr(σµ(W − W†)) : (12.137)

Qλ(mµν) = iλ

(
1
2

Tr(σµW†) : (det(W − W†))−1 Tr(σν(W − W†)) : −

−1
2

Tr(σνW†) : (det(W − W†))−1 Tr(σµ(W − W†)) :
)

(12.138)

Qλ(d) = iλTr(σµW†) : (det(W − W†))−1 Tr(σµ(W − W†)) : −2iλI
(12.139)

Qλ(aν) = iλdet(W†) : (det(W − W†))−1 Tr(σν(W − W†)) : −

− iλ
1
2

Tr(σνW†)Tr(σβW†) : (det(W − W†))−1 Tr(σβ(W − W†)) : +

+ iλTr(σνW†), (12.140)

where (W†, W) are matrix operator coordinates in A++ obtained from (A†, A)
by the Caley transform

W = i(A + E)(A − E)−1, (12.141)

which has sense in the coherent state weak topology. After passing to the
representation in the Hilbert space L2O(T, dµµ) of holomorphic functions on
the future tube T, square integrable with respect to the measure (12.53), we
rediscover from (12.137)-(12.140) the operators (12.49)-(12.52) obtained by the
Kostant-Souriau geometric quantization.

It follows from (12.49) that

[Qλ(pµ), Qλ(pν)] = 0. (12.142)
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Using (12.21), we see from (12.142) that

[Qλ(yµ), Qλ(yν)] = 0. (12.143)

The creation operators

Qλ(w̄µ) =
1
2

Tr(σµW†) (12.144)

in L2O(T, dµλ) are given as multiplication by the complex coordinate functions
wµ, so they commute. Thus, in addition to (12.142), we have

[Qλ(xµ), Qλ(xν)] = 0 (12.145)

[Qλ(xµ), Qλ(pν)] = −iδµ
ν 1 (12.146)

for the quantum canonical coordinates (Qλ(xµ), Qλ(pν)).
Therefore we see that Heisenberg algebra generated by unbounded operators

of 4-momenta Qλ(pν) and 4-positions Qλ(xµ) = 1
2 Tr(σµ(W + W†)) is included

in A++. The creation operators (12.144) and the annihilation ones

Qλ(wν) =
1
2

Tr(σνW) (12.147)

generate the Caley transforms of quantum polarizations P++
pol and P++

pol respec-
tively. However their commutators [Qλ(w̄µ), Qλ(wν)] �= 0 do not have so simple
form as it has place in the case of quantum real polarization given by the canon-
ical commutation relation (12.146).

Let us now discuss the physical sense of the parameter λ ∈ R. So far,
for technical reasons, we assumed that it was dimensionless. However, as one
sees from (12.21), λ has dimensions of action. We therefore assume the Planck
constant h as the natural unit for λ. After this we obtain

wµ = xµ + iλ
h

mc

pµ

mc
, (12.148)

where mc =
√

p2
0 − �p2. The quantity h

mc is the Compton wavelength of the
conformal particle. For example for the proton h

mc
∼= 10−13cm.

The quantities pµ

mc denote the components of relativistic 4-velocity measured
with the speed of light as the unit. Dimensional analysis shows that in the limit
λ → ∞ the theory describes physical phenomena characterized by a space-
time scale much bigger than the Compton scale characteristic for the quantum
phenomena. This physical argument is consistent with the following asymptotic
behavior of of ∗λ-product

f ∗λ g ∼ fg (12.149)

f ∗λ g − g ∗λ f ∼ iλ{f, g} (12.150)

for λ → ∞, where the right hand side of (12.149) is usual multiplication of
functions and the right side of (12.150) is the Poisson bracket (12.48). In order
to show these asymptotic formulae we apply the method used for the case of
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a general symmetric domain in [5]. The expressions (12.149), (12.150) show
the correspondences of the quantum description of the massive scalar conformal
particle to its classical mechanical description in the large space-time scale limit.

The quantum effects are described by the transition amplitude (12.91), which
in the coordinates (w̄µ, wν) is given by

aλ(v†, w) =

(
((w − w̄)2(v − v̄)2)

1
2

(w − v̄)2

)λ

, (12.151)

where (w − v̄)2 = ηµν(wµ − v̄µ)(wν − v̄ν) and λ > 3. One sees from (12.151)
that the transition probability

∣∣aλ(v†, w)
∣∣2 from w to v as a function of v forms

a narrow peak around the coherent state w ∈ T if λ h
mc ≈ 0. A more detailed

physical discussion can be found in [35].
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