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Propagating wave segments are stabilized to a constant size and shape by applying negative feedback from the measured wave area to the excitability of the medium. The locus of steady-state wave size as a function of excitability defines the perturbation threshold for the initiation of spiral waves. This locus also defines the excitability boundary for spiral wave behavior in active media.
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Propagating waves in active media arise from the coupling of a positive feedback process, such as chemical autocatalysis, with some form of mass transport, such as molecular diffusion. A variety of spatiotemporal patterns arise from the interplay of these processes, from expanding circular and spiral waves [1–3] to highly disordered structures that resemble turbulence [4–6]. Completely new types of spatiotemporal behavior, such as traveling spots [7], spiral wave resonance attractors [8], and oscillatory clusters [9] arise in reaction-diffusion systems that include elements of global feedback.

The basic features of wave propagation are largely determined by the excitability of the medium, and two excitability limits can be identified for 1D and 2D wave propagation [10]. The propagation of 1D waves is not possible below one excitability limit, and 2D waves with free ends, such as spiral waves or wave segments, contract and disappear below the other excitability limit.

In this paper, we present a detailed characterization of the excitability limit for 2D waves with free ends. The evolution of such waves is influenced not only by the medium excitability but also by the wave size. At each excitability, there is a wave segment with a particular and natural form (length and shape) that will either grow or decay when perturbed. Wave segments larger than this critical wave form grow to fill the medium with spiral waves, while smaller wave segments contract until they disappear. The critical wave size increases with decreasing excitability, and the locus of this size as a function of excitability represents a perturbation threshold, separating an attractor characterized by spiral waves from an attractor characterized by the uniform steady state.

We study the locus of critical wave size by stabilizing unstable wave segments in the Belousov-Zhabotinsky (BZ) reaction with a feedback control algorithm. Waves are stabilized by continually adjusting the excitability of the medium such that it is decreased when the wave area increases and vice versa. We describe experimental and numerical studies of wave segment stabilization and also present a kinematic analysis.

Experiments were carried out with the photosensitive Belousov-Zhabotinsky (BZ) reaction [11,12] using a 0.3 mm×20 mm×30 mm slab of silica gel in which ruthenium(II)-bipyridyl, a light-sensitive catalyst for the BZ reaction, was immobilized. Images of chemical waves were captured with a video camera and processed by a computer in real time to modulate the beam intensity of a video projector illuminating the gel, thereby producing the desired medium excitability. Details of the experimental setup and the excitable medium preparation are described in [13].

Wave stabilization is realized by adjusting the light intensity φ incident on the gel according to the negative feedback algorithm

\[ \phi = aA + b, \]

with area A and the feedback coefficient a and offset b. The area of the wave, corresponding to the region containing the oxidized ruthenium catalyst, Ru(bpy)\(_3^+\), is determined as the pixel count above a threshold:

\[ A = \sum_{x,y} \Theta(p(x,y) - k \cdot p(x,y)). \]

Here,  \( \Theta(\cdot) \)  is the Heaviside function,  \( p(x,y) \)  is the gray level at each pixel, and the threshold is a value slightly above the average gray level  \( p(x,y) \)  over the image (\( k = 1.1 \)). This adaptive threshold scheme allows the wave area to be accurately determined in the presence of unavoidable light intensity fluctuations.

The excitability of the medium is reduced or increased as the wave becomes larger or smaller, respectively, according to the feedback algorithm. As the wave approaches its stationary size and shape the control perturbations become vanishingly small, with the stabilized state representing an intrinsically unstable state of the autonomous system (without control). Examples of the stabilized waves are shown in Fig. 1. Changing the offset b in the feedback loop results in different medium excitabilities and, hence, different wave sizes.

The essential features of the photosensitive BZ system are described by a two-variable Oregonator model [14,15] that has been modified to include the photochemical pathway [16]:

\[ \frac{\partial u}{\partial t} = \frac{1}{v} \left( u - u^2 - (f_0 + \phi) \frac{u - q}{u + q} \right) + D_u \nabla^2 u, \]

\[ \frac{\partial v}{\partial t} = (u - v), \]
show the results of the PDE simulations using Eqs. We will derive expressions describing the contour of such a wave and the dependence of the wave size on the excitability of the medium. Since the front is symmetrical, we consider the curve \( s \) representing one-half of the leading wave front, as shown in Fig. 4, with \( l \) being the coordinate along the curve. The origin of \( s \) at \( y=0 \) moves with the wave at velocity \( v_0 \) in the positive \( x \) direction. At any given point on the curve, the critical value of the light intensity \( \phi_{2D} \), Different steady-state wave sizes on this curve can be selected and stabilized by changing the offset term \( b \) in the control loop. The circles show the results of the PDE simulations using Eqs. (3), and the solid curve shows the prediction from the kinematic model we now describe.

We consider a wave of constant size and shape propagating through a medium of a particular excitability. We will derive expressions describing the contour of such a wave and the steady-state wave area \( S \) increases with decreasing excitability, as shown in Fig. 3, with the area diverging at the critical value of the light intensity \( \phi_{2D} \). Different steady-state wave sizes on this curve can be selected and stabilized by changing the offset term \( b \) in the control loop. The circles show the results of the PDE simulations using Eqs. (3), and the solid curve shows the prediction from the kinematic analysis we now describe.

The initial conditions in each calculation consist of a small wave segment that assumes a certain constant steady-state size and shape as the control algorithm is applied, as shown in Fig. 2(a). In the absence of control, the wave either contracts and eventually disappears or grows until it reaches the boundaries of the medium, as shown in panels (b) and (c). In this calculation, small perturbations were applied to accelerate the departure from the unstable steady state; however, an infinitesimal random perturbation would ultimately cause the unstable wave to grow or decay.

The steady-state wave area \( S \) increases with decreasing excitability, as shown in Fig. 3, with the area diverging at the critical value of the light intensity \( \phi_{2D} \). Different steady-state wave sizes on this curve can be selected and stabilized by changing the offset term \( b \) in the control loop. The circles show the results of the PDE simulations using Eqs. (3), and the solid curve shows the prediction from the kinematic analysis we now describe.

We consider a wave of constant size and shape propagating through a medium of a particular excitability. We will derive expressions describing the contour of such a wave and the steady-state wave area \( S \) increases with decreasing excitability, as shown in Fig. 3, with the area diverging at the critical value of the light intensity \( \phi_{2D} \). Different steady-state wave sizes on this curve can be selected and stabilized by changing the offset term \( b \) in the control loop. The circles show the results of the PDE simulations using Eqs. (3), and the solid curve shows the prediction from the kinematic analysis we now describe.

We consider a wave of constant size and shape propagating through a medium of a particular excitability. We will derive expressions describing the contour of such a wave and the steady-state wave area \( S \) increases with decreasing excitability, as shown in Fig. 3, with the area diverging at the critical value of the light intensity \( \phi_{2D} \). Different steady-state wave sizes on this curve can be selected and stabilized by changing the offset term \( b \) in the control loop. The circles show the results of the PDE simulations using Eqs. (3), and the solid curve shows the prediction from the kinematic analysis we now describe.

We consider a wave of constant size and shape propagating through a medium of a particular excitability. We will derive expressions describing the contour of such a wave and the steady-state wave area \( S \) increases with decreasing excitability, as shown in Fig. 3, with the area diverging at the critical value of the light intensity \( \phi_{2D} \). Different steady-state wave sizes on this curve can be selected and stabilized by changing the offset term \( b \) in the control loop. The circles show the results of the PDE simulations using Eqs. (3), and the solid curve shows the prediction from the kinematic analysis we now describe.
FIG. 4. One-half of the leading front of a wave segment propagating with velocity \( v_0 \) in the \( x \) direction. The angle between the normal to the front and the \( x \) direction is \( \alpha \), and \( v_\perp \) is the normal velocity. Shape stationarity requires that every point \( A \) at time \( t \) becomes some point \( B \) at time \( t + dt \) by propagation normal to the front. Dotted curve represents wave contour from the PDE simulations with the parameters as in Fig. 2. The thick curve corresponds to the half-front shape predicted from the kinematic description Eq. (7), where \( K_0 = 0.42, D = 0.16, v_0 = 1.84, \) and \( l \) is the coordinate along the curve.

the normal to the front makes an angle \( \alpha \) with the \( x \) direction, and \( \alpha \) becomes \( \pi/2 \) at the extremum of the curve.

Now consider the wave front at two moments \( t \) and \( t + dt \). To maintain shape stationarity, every point \( A \) of the curve \( s(t) \) must become some point \( B \) of its rigidly translated replica \( s(t+dt) \) by moving in the normal direction with velocity \( v_\perp \). This geometric constraint can be written as

\[
v_\perp = v_0 \cos(\alpha). \tag{4}\]

This stationarity condition provides a direct connection between \( v_\perp \) as a function of curvature, \( v_\perp = f(K) \), and the stationary wave shape \( \alpha(l) \). We find a linear relationship between the curvature \( \alpha(l) \)' and \( \cos(\alpha) = v_\perp \) from contour lines obtained in numerical simulations and therefore employ a linear eikonal equation to describe the dependence of the normal velocity upon curvature:

\[
v_\perp = v_\perp - DK, \tag{5}\]

where \( v_\perp \) is the velocity of the planar front, \( K = \alpha' \) is the curvature, and \( D \) is a coefficient associated with the autocatalyst diffusivity [17]. Combining Eqs. (4) with (5), and expressing \( v_\perp \) in terms of \( K_0 \) and \( v_0 \), we obtain

\[
v_0 \cos(\alpha) = v_0 + DK_0 - D \alpha', \tag{6}\]

where \( K_0 \) is the curvature at the midpoint of the wave.

For all but the smallest waves, most of the front corresponds to small values of \( \alpha \), and the solution of Eq. (6) is therefore well approximated by

\[
\alpha = \lambda K_0 \tan(l/\lambda), \tag{7}\]

where

\[
\lambda = \sqrt{\frac{2D}{v_0 K_0}}. \tag{8}\]

At the end point, \( \alpha = \pi/2 \), and, typically, \( v_0 \gg DK_0 \); therefore, the length \( L \) is

\[
L \approx \frac{\pi \lambda}{2}, \tag{9}\]

since \( \arctan(x) \approx \pi/2 \) for \( x \gg 1 \). Based on measurements of curvature as a function of excitability in the PDE simulations, we approximate the dependence of \( K_0 \) on \( \phi \) with the linear function

\[
K_0 = (\phi_{2D} - \phi)/c, \tag{10}\]

where \( c \) is an empirical constant. Substituting relation (10) into Eq. (9) yields

\[
L^2 \approx \frac{\pi^2 D}{2v_0 (\phi_{2D} - \phi)} \tag{11}\]

Here we neglect the dependence of \( D \) and \( v_0 \) on \( \phi \), which is small compared to that of \( K_0 \). A comparison of the kinematic description with the PDE simulations can be seen in Fig. 3, where the solid curve shows values of \( L \) from Eq. (11). (We note that \( S \) and \( L \) are proportional except for the smallest wave segments.)

Extensive theoretical studies have been carried out on spiral wave dynamics [18–22], and the excitability limit for spiral wave behavior has been described [10]. The wavelength of a spiral wave increases with decreasing excitability until it becomes infinite at the excitability limit. At this critical point, the unbounded spiral wave has completely opened up to form an unbounded planar wave with a free end. As the excitability is further decreased, the planar wave contracts at its free end. The excitability limit is defined as the point where the wave becomes planar and is stationary in the moving-coordinate system [10]. This excitability limit is exactly the same as the limit defined by the divergence of the steady-state wave segments at \( \phi_{2D} \) in Fig. 3 [23]. The excitability where the steady-state wave segment becomes un-
bounded defines a critical point for two-dimensional media: at lower excitabilities, the asymptotic propagation of waves with free ends is not supported.

The kinematic description for propagating wave segments is in excellent agreement with the numerical simulations, as shown in Figs. 3 and 4. We note, however, that the good agreement for very short waves is likely fortuitous, as our assumptions above that depend on slight curvature are not applicable for these waves. The general agreement between the theoretical and simulated prediction of critical wave size $S$ as a function of light intensity $I$ is in excellent agreement with the numerical simulations, as shown in Fig. 5, in agreement with the prediction of Eq. (11) from the kinematic description.

The feedback stabilization of unstable wave segments yields a characteristic curve of wave size as a function of excitability, the asymptote of which is the excitability limit for spiral wave behavior. This curve also represents a perturbation threshold for the initiation of spiral waves in active media.
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[17] The coefficient $D$ in Eq. (5) is equal to $D_a$ in Eqs. (3) only in the case where the slow variable $v$ is negligible in the dynamics of the front propagation. For a detailed discussion, see V. S. Zykov, Biophysics, (Engl. Trans.) 25, 906 (1980).
[23] The dependence of area on the threshold value in Eq. (2) is slight for all but the smallest waves, but there is a significant dependence for these waves. This dependence gives rise to a quantitative shift in the curve shown in Fig. 3; however, the qualitative features remain unchanged.