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10:4510:45--11:45: Multiple Imputation II11:45: Multiple Imputation II
•• Sequential ImputationSequential Imputation
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What is Missing Data?What is Missing Data?

•• Some missing data is Some missing data is structural:structural:
•• Voting preferences of ineligible votersVoting preferences of ineligible voters
•• Time since most recent Pap smear for malesTime since most recent Pap smear for males

•• Consider data to be missing if a value meaningful Consider data to be missing if a value meaningful 
for analysis is somehow hidden.for analysis is somehow hidden.
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ExamplesExamples

•• Sample surveysSample surveys
•• Unit nonUnit non--responseresponse
•• Item nonItem non--responseresponse

•• Censoring in longitudinal studiesCensoring in longitudinal studies
•• Study terminationStudy termination
•• DropDrop--outout

•• Design nonDesign non--responseresponse
•• Subsampling difficultSubsampling difficult--toto--reach respondents (American Community reach respondents (American Community 

Survey)Survey)

•• Latent variablesLatent variables
•• ““Random effectsRandom effects”” to induce correlation structuresto induce correlation structures
•• Factor analysisFactor analysis
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What are some of the problems that missing What are some of the problems that missing 
data cause?data cause?

Loss of information, efficiency or power due to loss Loss of information, efficiency or power due to loss 
of data.of data.

Complication in data handling, computation and Complication in data handling, computation and 
analysis due to irregularities in the data patterns and analysis due to irregularities in the data patterns and 
nonapplicabilitynonapplicability of standard software.of standard software.

Potentially serious bias due to systematic differences Potentially serious bias due to systematic differences 
between the observed data and the unobserved data.between the observed data and the unobserved data.
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NotationNotation

•• Data matrix Data matrix 

•• Associated missingness matrix Associated missingness matrix R, where, where

•• Assume that cases Assume that cases i are independent (may include are independent (may include 
multiple observations on the same subject).multiple observations on the same subject).

( ),obs misZ Z Z=

1 if 

0 if 

obs
ij ij

mis
ij ij

R Z Z

R Z Z

= ∈

= ∈
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ZZ RR
0   12.7   3                          1      1      10   12.7   3                          1      1      1
1     .       2                          1      0      1 1     .       2                          1      0      1 
0   11.4   2                          1      1      10   11.4   2                          1      1      1
0     .        .                          1      0      00     .        .                          1      0      0
.     9.6    1                          0      1      1.     9.6    1                          0      1      1
.       .      .                           0      0      .       .      .                           0      0      00
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Missing Data PatternsMissing Data Patterns

•• Patterns concern the marginal distribution of Patterns concern the marginal distribution of RR..

•• Certain patterns may allow for simpler or more Certain patterns may allow for simpler or more 
direct techniques to be applied:direct techniques to be applied:

•• ““MonotoneMonotone”” missingness patterns may allow ML estimates (under a missingness patterns may allow ML estimates (under a 
““missing at randommissing at random”” mechanism assumption) to be obtained without mechanism assumption) to be obtained without 
resorting to data augmentation or imputation.resorting to data augmentation or imputation.
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Missing Data MechanismsMissing Data Mechanisms

•• Mechanisms concern the conditional distribution of Mechanisms concern the conditional distribution of 
R|ZR|Z..

•• Missing Completely at Random (MCAR):Missing Completely at Random (MCAR):

•• Missingness independent of the value of the data.Missingness independent of the value of the data.
•• Ex: Have dataset consisting of age, gender, and blood pressure mEx: Have dataset consisting of age, gender, and blood pressure measure.easure.
•• Blood pressure measurement is missing due to equipment breakage.Blood pressure measurement is missing due to equipment breakage.

( | ) ( )P R Z P R=
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Missing Data MechanismsMissing Data Mechanisms

•• Mechanisms concern the conditional distribution of Mechanisms concern the conditional distribution of 
R|ZR|Z..

•• Missing at Random (MAR):Missing at Random (MAR):

•• ConditionalConditional on observed data, missingness is random.on observed data, missingness is random.
•• Ex: Men over 65 are more likely and men under 34 are less likelyEx: Men over 65 are more likely and men under 34 are less likely to to 

refuse to have their blood pressure taken, where a) age and gendrefuse to have their blood pressure taken, where a) age and gender are er are 
observed for observed for allall subjects, and b) subjects, and b) withinwithin the agethe age--gender groups, gender groups, 
missingness is missingness is unrelatedunrelated to blood pressure.to blood pressure.

( | ) ( | )obsP R Z P R Z=
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Missing Data MechanismsMissing Data Mechanisms

•• Mechanisms concern the conditional distribution of Mechanisms concern the conditional distribution of 
R|ZR|Z..

•• Not Missing at Random (NMAR):Not Missing at Random (NMAR):

•• Missingness depends on unobserved data elements even Missingness depends on unobserved data elements even after after 
conditioning on observed data.conditioning on observed data.

•• Ex: Within all age/gender categories, the probability of blood Ex: Within all age/gender categories, the probability of blood 
pressure being refused is positively associated with subjectpressure being refused is positively associated with subject’’s blood s blood 
pressure.pressure.

•• NMAR parameters usually not estimable from data.NMAR parameters usually not estimable from data.

( | ) depends on misP R Z Z
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Missing at RandomMissing at Random

Let     be the set of parameters that govern the data Let     be the set of parameters that govern the data ZZ
and     be the parameters that govern the and     be the parameters that govern the 
missingness indicator missingness indicator RR.  Factor the joint .  Factor the joint 
distribution of the data and the missingness distribution of the data and the missingness 
indicators and note thatindicators and note that

ThusThus

Under MAR:Under MAR:
1)1)
2)     and     are distinct.2)     and     are distinct.

Thus (Rubin 1976)Thus (Rubin 1976)

( , | , ) ( | ) ( | , )f Z R f Z f R Zθ ψ θ ψ=

( , | , ) ( , | ) ( | , , )obs obs mis obs mis misf Z R f Z Z f R Z Z dZθ ψ θ ψ= ∫

( | , ) ( | , )obsf R Z f R Zψ ψ=
θ ψ

( , | , ) ( | , ) ( | ) ( | ) ( | )obs obs obs obs obsL Z R f R Z f Z L Z f Zθ ψ ψ θ θ θ∝ ⇒ ∝

θ
ψ
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Not Missing at RandomNot Missing at Random

Selection model:Selection model:
PatternPattern--mixture model:mixture model:
(Little 1993)(Little 1993)

Previous MAR model is a selection model underPrevious MAR model is a selection model under
and        distinct.  and        distinct.  NMAR NMAR 

selection models posit                         (usually not selection models posit                         (usually not 
estimable from the data).estimable from the data).

PatternPattern--mixture models can allow for (restricted) mixture models can allow for (restricted) 
NMAR models to be fit from observed data.NMAR models to be fit from observed data.

( , | , ) ( | ) ( | , )f Z R f Z f R Zθ ψ θ ψ=

( , | , ) ( | , ) ( | )f Z R f Z R f Rθ ψ θ ψ=

( | , ) ( | , )obsf R Z f R Zψ ψ= ,θ ψ
( | , , )obs misf R Z Z ψ
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An Illustrative ExampleAn Illustrative Example

Assume that Assume that yy22 is fully observed but is fully observed but yy11 is subject to nonis subject to non--
response.  Suppose the missing data mechanism is given response.  Suppose the missing data mechanism is given 
by by 

Thus Thus 

1 2

0 if < 4 year college
log( ),

1 if 4+ years college
y income y

⎧
= = ⎨

⎩

2
1 2 2| ~ ( , ) ~ ( )I Iy y I N y BERNOULLI pμ σ=

0 1 1 2 2

0 1 1 2 2
( 0)

1

y y

y y
eP R
e

β β β

β β β

+ +

+ += =
+

2 2
0 0 1 1 0 1 2( , , , ) and =( , , )θ μ σ μ σ ψ β β β=
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Complete DataComplete Data
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Missing Completely at RandomMissing Completely at Random
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Missing at RandomMissing at Random
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Not Missing at Random (NonNot Missing at Random (Non--ignorable ignorable 
missing datamissing data
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Strategies for Analyzing Missing DataStrategies for Analyzing Missing Data

•• CompleteComplete--Case AnalysisCase Analysis

•• Analyze as IncompleteAnalyze as Incomplete

•• Imputation/Data AugmentationImputation/Data Augmentation
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CompleteComplete--Case AnalysisCase Analysis

•• Often OK if fraction of missing data is small (5Often OK if fraction of missing data is small (5--
15%).15%).

•• But, if itemBut, if item--level missingness is only a few percent for each item but level missingness is only a few percent for each item but 
is independent across predictor variables, a large number of casis independent across predictor variables, a large number of cases can es can 
be discarded in a multivariate analysis.be discarded in a multivariate analysis.

•• Can be biased if mechanism isnCan be biased if mechanism isn’’t MCAR, and is t MCAR, and is 
usually inefficient even if MCAR.usually inefficient even if MCAR.
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Analyze as IncompleteAnalyze as Incomplete

•• Obtain ML estimates (usually under either MCAR Obtain ML estimates (usually under either MCAR 
or MAR assumption).or MAR assumption).

•• Development of algorithms may require certain Development of algorithms may require certain 
missingness patterns (e.g., monotonicity).missingness patterns (e.g., monotonicity).
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Analyze as IncompleteAnalyze as Incomplete

Reparameterize    as    and decompose logReparameterize    as    and decompose log--likelihood likelihood 
(under MAR assumption)(under MAR assumption)

where 1)            are where 1)            are distinctdistinct
2)                are either log2)                are either log--likelihood for likelihood for 

completecomplete--data or easier incompletedata or easier incomplete--data problems data problems 
(Little and Rubin 2002).(Little and Rubin 2002).

•• Maximize each                Maximize each                maximize             .maximize             .

θ φ

1 1( | ) ( | ) ( | )obs obs obs
J Jl Z l Z l Zφ φ φ= + +"

1, Jφ φ…
( | )obs
j jl Zφ

( | )obs
j jl Zφ ( | )obsl Zφ
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Analyze as IncompleteAnalyze as Incomplete

Obtain              using inverse of information matrix Obtain              using inverse of information matrix 
and Delta method:and Delta method:

( )ˆVar θ

( ) ( ) ( ) ( )1ˆ ˆ ˆ ˆVar obs TD I Z Dθ θ φ θ−=

{ }( ) j
jk

k

D
θ

θ
φ
∂⎧ ⎫

= ⎨ ⎬
∂⎩ ⎭

( )

12

1 12
1

1

12

2

( | )

ˆ

( | )

obs

obs

obs
J J

J

l Z

I Z

l Z

φ
φ

φ

φ
φ

−

−

−

⎡ ⎤⎡ ⎤∂
−⎢ ⎥⎢ ⎥∂⎢ ⎥⎣ ⎦

⎢ ⎥= ⎢ ⎥
⎢ ⎥⎡ ⎤∂⎢ ⎥−⎢ ⎥∂⎢ ⎥⎣ ⎦⎣ ⎦

%
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Analyze as IncompleteAnalyze as Incomplete

Example: Multivariate normal with monotone missing Example: Multivariate normal with monotone missing 
data pattern:data pattern:

( )~ ,pY MVN μ Σ

                                 . . . . . 
 
                                             ? 
                                             ? 
                                             ? 
                           ?                ? 
                  ?       ?                ? 
                  ?       ?                ? 
                  ?       ?                ? 
     Y1       Y2           Y3              Yp 
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•• Parameters of interest are              , the mean and Parameters of interest are              , the mean and 
covariance matrix for covariance matrix for YY.  .  

•• Transform toTransform to

the mean and variance of the fullythe mean and variance of the fully--observed      ,observed      ,
the regression parameters of     on     and the the regression parameters of     on     and the 
residual covariance, the regression of      onresidual covariance, the regression of      on
and    , and so forth.and    , and so forth.

( ),θ μ= Σ

11 11 20 1 21 1 22 1

0 1... 1 1 1... 1 , 1 1... 1 1... 1

( , , , , , ,
, , , , )p p p p p p p pp p

φ μ β β
β β β

• • •

• − • − − • − • −

= Σ Σ
Σ

…
…

1Y2Y

1Y

3Y 2Y

1Y
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•• Obtain          for    .  Obtain          for    .  
•• Regress     on     , where       is the set of observations of  Regress     on     , where       is the set of observations of  where      where      

is also observed to obtain                       .is also observed to obtain                       .
•• Regress     on             to obtain                            Regress     on             to obtain                            ..
•• Repeat through     .Repeat through     .
•• Back transform the regression parameters to the MVN mean and Back transform the regression parameters to the MVN mean and 

variance parameters using the SWEEP operator (Beaton 1964, variance parameters using the SWEEP operator (Beaton 1964, 
Little and Rubin 2002).Little and Rubin 2002).

20 1 21 1 22 1
ˆ ˆ, ,β β• • •Σ

1 11,μ Σ 1Y
2Y 1

obsY 1
obsY

1Y
2Y

3Y 1 2,obs obsY Y
pY

30 12 31 12 32 12 33 12
ˆ ˆ ˆ, , ,β β β• • • •Σ

For a  symmetic matrix G, 0,...,

1/ 1/
[ ] / , [ ] / ,

/ /

Note that, for a 2x2 covariance matr

kk kk kk kk

jk kj jk kk jk kj jk kk

jl lj jl jk kl kk jl lj jl jk kl kk

p p k p

h g h g
SWP k G H h h g g RSW k G H h h g g

h h g g g g h h g g g g

× =

⎧ ⎧= − = −
⎪ ⎪= → = = = → = = −⎨ ⎨
⎪ ⎪= = − = = −⎩⎩

1 2

1 1 2

ix for  and , sweeping on row and column 1 yields a
matrix whose off-diagonal elements are the regression coefficient of  when  is regressed on ,
and the lower-diagonal element is the residual

Y Y
Y Y Y

 variance.
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BivariateBivariate Normal ExampleNormal Example

1 1 2

2 2
1 2 1 2 11 12 22

2 2
1 1 11 2 2 20 1 21 1 22 1

20 1 2 21 1 1

2
21 1 12 11
2 2 2 2
22 1 22 12 11

Have  fully observed  and  fully observed  and .

( , | , , , , )

( | , ) ( | , , , ),

,

/ ,

/ .

i i

i i i

n Y r Y Y

f y y

f y f y y

μ μ σ σ σ

μ σ β β σ

β μ β μ

β σ σ

σ σ σ σ

• • •

• •

•

•

=

= −

=

= −
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BivariateBivariate Normal ExampleNormal Example

1 2 1 2
1 1 11 1 1

1 1

2
2 12 22

2 20 1 21 1 1

2
12 21 1 11

2 2 2 2
22 22 1 21 1 11

20 1 21 1 22

ˆ ˆ ˆFrom fully-observed data, have , ( ) .

Solving for , ,  and , we have
ˆ ˆˆ ˆ
ˆˆ ˆ

ˆˆ ˆ ˆ
ˆ ˆ ˆwhere ,  and 

n n

i i
i i

n y n yμ σ μ

μ σ σ

μ β β μ

σ β σ

σ σ β σ

β β σ

− −

= =

• •

•

• •

• • •

= = −

= +

=

= +

∑ ∑

2
1

2 1

 are obtained from 
the complete-case regression of  on .
(Note this is what is obtained by following 
the sweep algorithm on the previous page.)

Y Y
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BivariateBivariate Normal ExampleNormal Example

( ) ( )
( )

1 2
1 111

1 2
20 1 21 1 22 1

ˆ ˆ, 0
ˆ

ˆ ˆ ˆ0 , ,

obs

obs
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−
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n r

i i i
obs i i

y y y
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μ β β
φ σ σ

σ σ

• •
= =

•
•

− − −
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2 2 2 2 2
22 1 1 11 1 22 1 112

1 2 1 2 2 2 2 211
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22 1

ˆ ˆ(1 / ) / /( ) 0
ˆ/ 0 ˆ ˆˆ ˆ ˆ ˆ ˆ, , , , /( ) /( ) 0
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obs obs
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n
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n

r

σ σ
σ

μ σ β β σ σ σ
σ

σ

• •
− −

• • • • •

•

⎡ ⎤+ −
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where ,  are based on the complete case data.

Thus
j ijy s

( ) ( ) ( ) ( )
22

1 2 21 1 12
2 2 2 22 1 2 2 2

11 11 22

ˆ ˆ ˆ( )1ˆˆ ˆˆ ˆ ˆ ˆVar ,  
ˆ ˆ ˆ(1 )

obs T yD I Y D
r n rs

μ σρμ μ φ μ σ ρ
ρ σ σ

−
•

⎡ ⎤−
= = + + =⎢ ⎥−⎣ ⎦

( ) ( )2 2 2 2 2
2 21 1 12 2

1 11 20 1 21 1 22 1

since , , , , ,0,1, ,0D μ μ μ μ μμ β μ
μ σ β β σ •

• • •

⎛ ⎞∂ ∂ ∂ ∂ ∂
= =⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
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BivariateBivariate Normal ExampleNormal Example

•• Thus, compared with a complete case analysis where the Thus, compared with a complete case analysis where the 
variance of    is given by        , we see the factored likelihovariance of    is given by        , we see the factored likelihood od 
method gives an estimator that is more efficient.  method gives an estimator that is more efficient.  

•• The increase in efficiency is a function of the correlation betwThe increase in efficiency is a function of the correlation between een 
Y1 and Y2, and the fraction of data that is missing. Y1 and Y2, and the fraction of data that is missing. 

( )

1
1 1

22
2 222

2 22 1 2

ˆNote that, when missingness is MCAR, ( ) 0 as order ( ),  so

ˆ ˆ1ˆ ˆˆ ˆVar 1
ˆ(1 )

y O r

n r
r n r n

μ

σρμ σ ρ
ρ

−

•

− →

⎡ ⎤ −⎡ ⎤≈ + = −⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦

y 2
22 / rσ
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Analyze as IncompleteAnalyze as Incomplete

•• ML estimates for other types of data (categorical, ML estimates for other types of data (categorical, 
mixed categorical and normal) can be obtained as mixed categorical and normal) can be obtained as 
well.well.

•• ML estimates for more general missing data patterns ML estimates for more general missing data patterns 
can be obtain via EM (expectationcan be obtain via EM (expectation--maximization) maximization) 
algorithms.algorithms.
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EM algorithmEM algorithm

The EM algorithm is a The EM algorithm is a ““statisticalstatistical”” algorithm used toalgorithm used to
determine likelihood or posterior modes conditional ondetermine likelihood or posterior modes conditional on
observed data.  The algorithm capitalizes on the factobserved data.  The algorithm capitalizes on the fact
that parameter estimation would be easy if the datathat parameter estimation would be easy if the data
were were notnot missing.missing.
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Sketch of EM TheorySketch of EM Theory

Factor the full distribution into its observed and missing Factor the full distribution into its observed and missing 
components:components:

Taking the log of both sides yieldsTaking the log of both sides yields
( ) ( ) ( )| | | ,obs mis obsf Y f Y f Y Yθ θ θ=

( ) ( )
( ) ( )

( | ) | | ,

| ( | ) | ,
obs mis obs

obs mis obs

l y l Y l Y Y

l Y l y l Y Y

θ θ θ

θ θ θ

= +

⇒ = −
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Sketch of EM TheorySketch of EM Theory

Taking expectation with respect to the missing data Taking expectation with respect to the missing data 
given the observed data  and a current estimate of given the observed data  and a current estimate of 
θθ = = θθ((tt) yields ) yields 

( ) ( ) ( )

( ) ( )( )
( ) ( )

( ) ( )( )
( ) ( )

( ) ( )

( ) ( )

( )

( ) ( )

( )

| | |

where

| | , ,

| , ,

| | , ,

ln | , ,

t t
obs

t t
obs mis obs

t
obs mis mis obs mis

t t
mis obs obs

t
mis obs mis obs mis

f g

l Y Q H

Q E l Y Y Y

l Y Y f Y Y dY

H E l Y Y Y

f Y Y f Y Y dY

θ θ θ θ θ

θ θ θ θ

θ θ

θ θ θ θ

θ θ

= −

=

=

=

=

∫

∫���	��
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Sketch of EM TheorySketch of EM Theory
Note that, by JensenNote that, by Jensen’’s inequality,s inequality,

so that so that 

Choosing Choosing θθ((tt+1) to maximize +1) to maximize Q(Q(θθ||θθ((tt)) will increase the log)) will increase the log--
likelihood, sincelikelihood, since

ln ln ln ln1 0

ln

ln( ) ln( )

f fg dx g dx f dx
g g

g g dx
g

f g dx g g dx
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Sketch of EM TheorySketch of EM Theory

Hence the EM algorithm works by:Hence the EM algorithm works by:
1) Determining the expected value of the 1) Determining the expected value of the 
completecomplete--data logdata log--likelihood conditional on the likelihood conditional on the 
observed data and the current value of the observed data and the current value of the 
parameter estimates (parameter estimates (EE--stepstep))

2) Maximizing the parameter estimates given the 2) Maximizing the parameter estimates given the 
expected values of the complete data log likelihood expected values of the complete data log likelihood 
≡≡ expected value of the completeexpected value of the complete--data sufficientdata sufficient--
statistics if the distribution is a member of the statistics if the distribution is a member of the 
exponential family. (exponential family. (MM--stepstep))
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EM example: CensoringEM example: Censoring

Suppose we have                                         , but weSuppose we have                                         , but we only observe only observe 
the first m values of y for y<c for a known constant c:the first m values of y for y<c for a known constant c:
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1 1

1 1
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EM example: CensoringEM example: Censoring

ThenThen

2

( )
( ) log
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ˆ 1

ii

ii
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EM example: CensoringEM example: Censoring

Complete data logComplete data log--likelihood:likelihood:

Linear in Linear in 

EE--step:step:

MM--step:         step:         

1
( ) log /

n

i
i

l n yλ λ λ
=
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i
i
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=∑
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NonNon--monotonic monotonic bivariatebivariate normalnormal

Example: Multivariate normal with nonExample: Multivariate normal with non--
monotone missing data pattern:monotone missing data pattern:

Y1    Y2Y1    Y2

( )~ ,pY MVN μ Σ

?

?
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EM for nonEM for non--monotonic monotonic bivariatebivariate normalnormal

1

The "complete data" log-likelihood is given by
( , ) / 2 log(2 | |) 1/ 2( ) ( )Tl n y yμ π μ μ−Σ = − Σ − − Σ −

2 2 2
11 22 12/ 2 log(2 ) / 2 ln( )n nπ σ σ σ= − − − −

2 2 2 2 2 2 2 2
11 22 12 12 22 11 12 1 11 2 2 12 2 22 1 1 2 11 12 1 2 1 22

2 2 2
11 22 12

2 2( ) 2( ) ( 2 )
2( )

s s s s s nσ σ σ σ μ σ μ σ μ σ μ μ σ σ μ μ μ σ

σ σ σ

⎡ ⎤− + + − + − + − +⎣ ⎦
−

1 1
which is clearly linear in the statistics , , 1, 2.

n n

j ij jk ij ik
i i

s y s y y j k
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EM for nonEM for non--monotonic monotonic bivariatebivariate normalnormal

Assume WLOG that the first  observations are fully observed, 
observations 1,...,  are missing for Y2, and observations 1,...,  are missing for Y1.

l
l m m n+ +

1 1 1 2 2 2 2
1 1 1 1 1

ˆ ˆThen ( | ) ( | )
m n l n m

obs obs
i i i i i

i i m i i m i l
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EM for nonEM for non--monotonic monotonic bivariatebivariate normalnormal

1 1 2 10 2 11 2 2 2 2 1 20 1 21 1 1ˆ ˆwhere ( | , , ) , ( | , , )i i i i i i i iy E y y y y E y y yμ β β μ β β• • • •= Σ = + = Σ = +

2 2 2 2 2
1 1 2 1 2 1 2 11 2 1

2 2 2
2 22 1 2
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EM for nonEM for non--monotonic monotonic bivariatebivariate normalnormal

( 1) ( ) ( 1) ( )
1 1 1 2 2 2 2

1 1 1 1 1

ˆ ˆE-step: 
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Imputation/Data AugmentationImputation/Data Augmentation

•• If If properproper, a general solution of MCAR, MAR, and , a general solution of MCAR, MAR, and 
NMAR missingness mechanisms.NMAR missingness mechanisms.

•• Allows more readily for Bayesian approaches to be Allows more readily for Bayesian approaches to be 
developed/incorporated.developed/incorporated.

•• Implementations tend to be parametric and modelImplementations tend to be parametric and model--
based.based.
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Basic Principles of ImputationBasic Principles of Imputation

•• Condition on observed variables.Condition on observed variables.
•• Especially if predictive.Especially if predictive.
•• Even if not in the primary analyses of interest.Even if not in the primary analyses of interest.

•• Impute Impute jointlyjointly so as to preserve correlation so as to preserve correlation 
structures in the data.structures in the data.

•• Impute draws from the predictive distributions, not Impute draws from the predictive distributions, not 
means.means.

•• Impute multiply to allow assessment of imputation Impute multiply to allow assessment of imputation 
variance.variance.

(Little 1988)(Little 1988)
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Improper ImputationImproper Imputation

““The idea of imputation is both seductive and dangerous.  It is The idea of imputation is both seductive and dangerous.  It is 
seductive because it can lull the user into the pleasurable statseductive because it can lull the user into the pleasurable state of e of 
believing that the data are complete after all, and it is dangerbelieving that the data are complete after all, and it is dangerous ous 
because it lumps together situations where the problem is because it lumps together situations where the problem is 
sufficiently minor that it can be legitimately handled in this wsufficiently minor that it can be legitimately handled in this way ay 
and the situations where standard estimators applied to the realand the situations where standard estimators applied to the real
and imputed data have substantial biases.and imputed data have substantial biases.””

DempsterDempster and Rubin (and Rubin (Incomplete Data 
in Sample Surveys, volume 2, 1983))

•• Unconditional mean imputationUnconditional mean imputation
•• Conditional mean imputationConditional mean imputation
•• Hot Deck imputationHot Deck imputation
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Unconditional mean imputationUnconditional mean imputation

•• Impute      from       , the available case mean.Impute      from       , the available case mean.
•• Introduces bias in estimates of mean unless mechanism is MCAR.Introduces bias in estimates of mean unless mechanism is MCAR.
•• Underestimates (cov)variance byUnderestimates (cov)variance by

where        is the sample size of the available cases commowhere        is the sample size of the available cases common to  n to  
and      .and      .

•• Can introduce correction factors for covariance, but MCAR Can introduce correction factors for covariance, but MCAR 
requirement often not met.requirement often not met.

mis
ijZ

( )j
jZ

( )( ) 1 ( 1)jkn n− −
( )jkn jZ
kZ
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Conditional mean imputationConditional mean imputation

•• Assume                         and compute estimates of     Assume                         and compute estimates of     
and      from the complete cases.and      from the complete cases.

•• Use estimates to impute        fromUse estimates to impute        from
•• Mean estimates are unbiased under MAR Mean estimates are unbiased under MAR 

mechanism.mechanism.
•• Variance of     still underestimated by Variance of     still underestimated by 

•• Other problems: e.g., imputing conditional means Other problems: e.g., imputing conditional means 
tends to underestimate tail distributions.tends to underestimate tail distributions.

•• But if missing data proportion is small, an easy way But if missing data proportion is small, an easy way 
to correct for bias.to correct for bias.

( )~ ,pY MVN μ Σ
μ Σ

mis
iZ

obs
iZ

( )( ) 21 ( 1)j
jj in nσ •− −
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Hot deck imputationHot deck imputation

•• Use       as a Use       as a ““donordonor”” to impute      .to impute      .
•• Preserves distributional structure (marginal and Preserves distributional structure (marginal and 

joint) of the data.joint) of the data.
•• Unbiased under MCARUnbiased under MCAR

•• MAR mechanism can be approximated by forming homogeneous MAR mechanism can be approximated by forming homogeneous 
adjustment cells (i.e., MCAR mechanism within adjustment cell) aadjustment cells (i.e., MCAR mechanism within adjustment cell) and nd 
carrying out imputations within cells, or by defining distance mcarrying out imputations within cells, or by defining distance measure easure 
metric and imputing from metric and imputing from ““nearest neighborsnearest neighbors””..

•• Still need to account for imputation in inference.Still need to account for imputation in inference.
•• Multiple imputation can account for the uncertainty in the imputMultiple imputation can account for the uncertainty in the imputed ed 

values by imputing more than once.values by imputing more than once.

obs
iZ

mis
jZ
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Multiple ImputationMultiple Imputation

•• Multiple imputation uses repeated imputations Multiple imputation uses repeated imputations 
under a stochastic model to induce correct under a stochastic model to induce correct 
inference.  More formally:inference.  More formally:

where                   is a posterior predictive where                   is a posterior predictive 
distribution under an MAR selection model.    distribution under an MAR selection model.    
(Rubin 1987, Schafer 1997).(Rubin 1987, Schafer 1997).

( ) ( ) ( ),obs obs mis mis obs misf Z f Z Z f Z Z dZθ θ= ∫
( )mis obsf Z Z
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Multiple Imputation: General algorithmMultiple Imputation: General algorithm

•• Let Let θθ be a parameter (or function of parameters) of be a parameter (or function of parameters) of 
interest under the completeinterest under the complete--data model, estimated data model, estimated 
by a statistic by a statistic θθ((Z)Z)..

•• Obtain Obtain mm imputations                 from                  .imputations                 from                  .

•• MultipleMultiple--imputation point estimate of imputation point estimate of θθ isis

(1) ( ),mis mis
mZ Z…

( )1
( )

1

ˆ ˆ ,
m

obs mis
t

t
m Z Zθ θ−

=
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( )mis obsf Z Z
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Multiple Imputation: General algorithmMultiple Imputation: General algorithm

•• If If θθ is scalar, asymptotic variance of      is estimated is scalar, asymptotic variance of      is estimated 
by the sum of the withinby the sum of the within--imputation and betweenimputation and between--
imputation varianceimputation variance

wherewhere

Inference based on                       whereInference based on                       where

θ̂
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Missing InformationMissing Information

•• The fraction of missing information about The fraction of missing information about relative relative 
to the complete data model is given byto the complete data model is given by

where                      is the relative increase in where                      is the relative increase in 
variance due to nonvariance due to non--response.response.

( 2) ( 3)
1

r
r

νλ + +
=

+

θ

1(1 )
Ur
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Number of ImputationsNumber of Imputations

•• Often, Often, mm can be small (usually 3can be small (usually 3--10) to obtain stable 10) to obtain stable 
inference about inference about θθ..

•• Relative efficiency of a point estimate based on Relative efficiency of a point estimate based on mm
imputations is given by                  If           andimputations is given by                  If           and

, RE=0.95., RE=0.95.
( ) 11 / .mλ −+ .5λ =

5m =
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Heuristic Bayesian JustificationHeuristic Bayesian Justification

•• Adjust for finite Adjust for finite mm using using tt distribution and distribution and 
Satterwaite approximation.Satterwaite approximation.

•• Rubin (1987) shows that these results approximate Rubin (1987) shows that these results approximate 
the observedthe observed--data posterior for data posterior for θθ based on based on mm
imputations.imputations.

|

| |
Var Var Var

mis obs

mis obs mis obs

obs obs
Z Z

obs obs obs
Z Z Z Z

E Z E E Z Z

Z E Z Z E Z Z
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Multiple Imputation: Multivariate parametersMultiple Imputation: Multivariate parameters

•• Alternative reference distribution for kAlternative reference distribution for k--component component 
θθ.. (Li, Raghunathan, and Rubin 1991; Schafer 1997, (Li, Raghunathan, and Rubin 1991; Schafer 1997, 
p.112p.112--114)114)

•• Let     and      be the multivariate analogs of the Let     and      be the multivariate analogs of the 
univariate case, and letunivariate case, and let

•• More stable estimate of variance is given byMore stable estimate of variance is given by

and                                     has an       distriband                                     has an       distribution ution 
under               , whereunder               , where

1
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Gibbs samplingGibbs sampling

•• Obtain draws from posterior distribution ofObtain draws from posterior distribution of
for                    by initializing    at      , drawingfor                    by initializing    at      , drawing

from                           ,      from             from                           ,      from             
, and so forth. As          , , and so forth. As          , 

.  (Gelfand and Smith 1990; 
Gelman and Rubin 1992)

•• Data augmentation in a Bayesian framework is Data augmentation in a Bayesian framework is 
simple in principle: obtain a draw of simple in principle: obtain a draw of ,,
then of               .then of               .

| dataθ

θ (0)θ
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1θ
( )1, ,
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Gibbs samplingGibbs sampling

•• Obvious extension when utilizing Gibbs sampler.Obvious extension when utilizing Gibbs sampler.
(1) (0) (0) (0)

1 2

(1) (1) (1) (0)
1 1
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1 1

, , ,data, Z

, , ,data, Z

Z ,data, Z , ,Z

Z ,data, Z , ,Z

mis
q

mis
q q

mis mis mis
r
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−
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Convergence, autocorrelation.Convergence, autocorrelation.

•• How large does How large does TT have to be to truly obtain draws have to be to truly obtain draws 
from the posterior (convergence)?from the posterior (convergence)?

•• Monitor by starting chains from widely separated Monitor by starting chains from widely separated 
areas in the parameter space and see if converge areas in the parameter space and see if converge 
(ratio of between(ratio of between--toto--within chain variance within chain variance 0).0).

•• Generally ratio of the square root of the total variance to Generally ratio of the square root of the total variance to 
the withinthe within--chain variance < 1.1 is sufficient.chain variance < 1.1 is sufficient.

•• If draws have high autocorrelation, If draws have high autocorrelation, TT may need to may need to 
be in the thousands to obtain convergence.be in the thousands to obtain convergence.

•• Need imputations to be independentNeed imputations to be independent
•• Use widely separated draws from a single chain.Use widely separated draws from a single chain.
•• Use draws from independent chains.Use draws from independent chains.
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Multivariate normalMultivariate normal

•• MV normal with nonMV normal with non--monotonic missing data:monotonic missing data:

•• Assume a nonAssume a non--informative prior:informative prior:

( )~ ,pY MVN μ Σ

                 ?        ?  . . . . . 
                 ? 
                                             ? 
                                             ? 
                                             ? 
                           ?                ? 
                  ?                         ? 
                  ?       ?                ? 
       ?        ?       ?                 ? 
     Y1       Y2           Y3              Yp 

/ 2( , ) | | pp μ −Σ ∝ Σ
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Multivariate normalMultivariate normal

•• Initialize by imputing missing elements via Initialize by imputing missing elements via 
conditional imputation and initialize        by a conditional imputation and initialize        by a 
draw from               , where draw from               , where CC is the sample is the sample 
covariance matrix from                      .covariance matrix from                      .

1.1. DrawDraw

2.2. Draw Draw 
3.3. Draw Draw 
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Multivariate normalMultivariate normal

4.4. Repeat 3. for               Repeat 3. for               
5.5. Cycle through 1.Cycle through 1.--4.; imputations are taken after 4.; imputations are taken after 

convergence and spaced far enough apart to convergence and spaced far enough apart to 
eliminate correlation.eliminate correlation.

•• Algorithms have been developed for a variety of Algorithms have been developed for a variety of 
data models, including multinomial and mixed data models, including multinomial and mixed 
normal and multinomial (normal and multinomial (““general locationgeneral location””
model).model).

(1) (1)
2 , , .mis mis

py y…
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NMAR Multiple ImputationNMAR Multiple Imputation

•• MAR selection model can be extended to NMAR MAR selection model can be extended to NMAR 
selection model.selection model.

•• Raghunathan and Siscovick (1996) consider whether the risk of Raghunathan and Siscovick (1996) consider whether the risk of 
sudden cardiac death is related to the use of thiazide diureticssudden cardiac death is related to the use of thiazide diuretics using a using a 
case control study, adjusting for a number of potential medical case control study, adjusting for a number of potential medical 
confounders and smoking status.  confounders and smoking status.  

•• Use multiple imputation to impute missing covariates.Use multiple imputation to impute missing covariates.
•• Conduct sensitivity analysis with respect to smoking status (17%Conduct sensitivity analysis with respect to smoking status (17%

missing) using nonmissing) using non--ignorable imputation model that assumes ignorable imputation model that assumes 
smokers are more likely to have known smoking status than nonsmokers are more likely to have known smoking status than non--
smokers. smokers. 

•• Impute smoking with probability      , whereImpute smoking with probability      , where is the probability is the probability 
under ignorability and                 .under ignorability and                 .

φδφ
0 1δ≤ ≤
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Sequential ImputationSequential Imputation

•• In practice, some datasets (e.g., health surveys) may In practice, some datasets (e.g., health surveys) may 
have dozens or even hundreds of variables with have dozens or even hundreds of variables with 
missing data.missing data.

•• Complex missing data patterns: missing data may be structural (yComplex missing data patterns: missing data may be structural (years ears 
of smoking for nonof smoking for non--smokers) or truly missing (years of smoking for smokers) or truly missing (years of smoking for 
smokers).smokers).

•• Many different types of variables (continuous, categorical, counMany different types of variables (continuous, categorical, count).t).

•• RaghunathanRaghunathan et al. (2001) proposed et al. (2001) proposed sequential imputationsequential imputation as as 
a way to deal with these situations.a way to deal with these situations.
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Sequential ImputationSequential Imputation

•• Sequential imputation proceeds by ordering variablesSequential imputation proceeds by ordering variables
in order of their fraction of in order of their fraction of missingnessmissingness (lowest to (lowest to 

highest).  (Let highest).  (Let XX denote the set of variables that have no denote the set of variables that have no 
missing values.)missing values.)

•• Begin by filling in the missing data using some reasonable Begin by filling in the missing data using some reasonable 
imputation technique (e.g., impute missing Yimputation technique (e.g., impute missing Y11 conditional conditional 
on X and parameters on X and parameters θθ11 estimated from the completeestimated from the complete--case case 
data, data, impute missing Yimpute missing Y22 conditional on X, conditional on X, YY1,1, and and 
parameters parameters θθ22 estimated from the completeestimated from the complete--case data, etc.)case data, etc.)

1,..., nY Y



69

Sequential ImputationSequential Imputation

•• Rather than drawing from the posterior distribution of Rather than drawing from the posterior distribution of θθ
(conditional on (conditional on YYobsobs, , YYmismis and X), and then imputing and X), and then imputing YYmismis

conditional on conditional on YYobsobs,  X, and ,  X, and θθ, we draw from the posterior , we draw from the posterior 
distribution of distribution of θθ1 1 given given YYobsobs, , YYmismis and X , then impute Yand X , then impute Y11

mismis

given given θθ11 and and YYobsobs, , YYmismis, X, draw from the posterior , X, draw from the posterior 
distribution of distribution of θθ2 2 given given YYobsobs, , YYmismis and X, then impute Yand X, then impute Y22

mismis

given given θθ2 and2 and YYobsobs, , YYmismis, X, , and so forth., X, , and so forth.
•• Could possible fail to preserve the joint distribution of the Could possible fail to preserve the joint distribution of the 

elements of Y because the conditional densities from which elements of Y because the conditional densities from which 
the draws are obtained are not compatible with any the draws are obtained are not compatible with any 
multivariate distribution of Y|X.multivariate distribution of Y|X.

•• In practice this does not appear to be a major issue.In practice this does not appear to be a major issue.
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Sequential ImputationSequential Imputation

Example: Cigarette use.Example: Cigarette use.
•• Some subjects are missing smoking status (current smoker, Some subjects are missing smoking status (current smoker, 

past smoker, never smoker), and thus have no data entered past smoker, never smoker), and thus have no data entered 
on number of cigarettes currently smoked.  Other subjects on number of cigarettes currently smoked.  Other subjects 
are known to be current smokers but have missing data on are known to be current smokers but have missing data on 
number of cigarettes smoked per day.number of cigarettes smoked per day.

•• Impute smoking status, and for those imputed to be current Impute smoking status, and for those imputed to be current 
smokers as well as those known to be current smokers but smokers as well as those known to be current smokers but 
whose daily cigarette use is missing, impute daily cigarette whose daily cigarette use is missing, impute daily cigarette 
use.use.
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Sequential ImputationSequential Imputation

Let Let YY11 represent smoking status.represent smoking status.

Regress Regress YY11
obsobs and the most recent imputation of and the most recent imputation of YY11

mismis on X to on X to 
obtain the MLE of obtain the MLE of ββ=B, and the associated covariance matrix =B, and the associated covariance matrix 
V.V.

Compute Compute ββ**==B+TzB+Tz, where T, where TTTT=V and z~N(0,I).T=V and z~N(0,I).

1
1 1 2 3 3 3~ (1, , , ); log( / ) , 1,2, (1 exp( ))i i i i ij i i j i jj
Y MULTI X j Xπ π π π π β π β −= = = +∑

* *
3Compute exp( ) /(1 exp( )), 1,2,  and 1ij i j i j i ijj j

P X X j P Pβ β= + = = −∑ ∑
0 1 1 2 1 2 3

*
, 1 , .

For all missing elements, let 0, , , 1.  Draw ~ [0,1].

Impute  where 
i i i i i i i i

i i j i i j

R R P R P P R u UNI

Y j R u R−

= = = + =

= ≤ <
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Sequential ImputationSequential Imputation

Let Let YY22 represent cigarettes use among current smokers.represent cigarettes use among current smokers.

Regress Regress YY22
obsobs and the most recent imputation of and the most recent imputation of YY22

mismis on X and on X and 
YY11

obs obs ,Y,Y11
mismis to obtain the MLE of to obtain the MLE of ββ=B, and the associated =B, and the associated 

covariance matrix V.covariance matrix V.
Compute Compute ββ**==B+TzB+Tz, where T, where TTTT=V and z~N(0,I).T=V and z~N(0,I).

2 ~ ( ); log( )i i i iY POI Xλ λ β=

* *
iCompute exp( )i jXλ β=

* *
2 iFor all missing elements, generate ~POI( ).iY λ
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CongenialityCongeniality

What happens is the imputer and analyst are What happens is the imputer and analyst are 
different, or, more precisely, if the imputation model different, or, more precisely, if the imputation model 
and the analytic model do not correspond?and the analytic model do not correspond?
This situation was addressed in This situation was addressed in MengMeng (Statistical (Statistical 
Science 1994), who coined the term Science 1994), who coined the term 
““uncongenialityuncongeniality”” to describe this situation.to describe this situation.
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CongenialityCongeniality

When the imputation is made under the correct When the imputation is made under the correct 
model, inferences under an incorrect model will model, inferences under an incorrect model will 
tend to be conservative.  tend to be conservative.  

When the imputation model itself is incorrect, When the imputation model itself is incorrect, 
inferences may be conservative or anticonservative, inferences may be conservative or anticonservative, 
depending on the nature of the model failure.depending on the nature of the model failure.
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CongenialityCongeniality

Ex: Ex: XX fully observed, fully observed, YY partially observed, wherepartially observed, where

Can show thatCan show that

As bAs b--> 0, linear approximation improves; as b > 0, linear approximation improves; as b -->>∞∞, linear approximation fails., linear approximation fails.
Assume an MAR Assume an MAR missingnessmissingness mechanism for Y given by .mechanism for Y given by .

~ (0, )
, ~ (0,1)X

X UNI b
Y e Nε ε= +

3

12 ( 2) 2Cov( , )
Var( ) 2

be b bX Y
X b

β
⎡ ⎤− + +⎣ ⎦= =

1(  observed | )
1

Probability of response ~80% for b=.5, declining to 55% for b=2

P y x
x

=
+
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CongenialityCongeniality

Imputation under correct modelImputation under correct model

Analysis under linear modelAnalysis under linear model

Uncongenial, but imputation model correctUncongenial, but imputation model correct

~ (0, )
, ~ (0,1)X

X UNI b
Y e Nε ε= +

2~ (0, )
iid

Y X

N

α β ε

ε σ

= + +
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CongenialityCongeniality

100 simulations of samples of size 100 under 100 simulations of samples of size 100 under 
different values of different values of bb::

98983.003.003.003.002.02.0

98982.232.232.242.241.51.5

96961.721.721.691.691.01.0
96961.231.231.291.29.5.5

Coverage of Coverage of 
Nominal Nominal 
90% CI90% CI

Mean Mean True True ββbb β̂
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CongenialityCongeniality

Imputation and analysis under (incorrect) linear Imputation and analysis under (incorrect) linear 
modelmodel
100 simulations of samples of size under different 100 simulations of samples of size under different 
values of values of bb::

78782.792.793.003.002.02.0

86862.152.152.242.241.51.5

84841.581.581.691.691.01.0
92921.221.221.291.29.5.5

Coverage of Coverage of 
Nominal Nominal 
90% CI90% CI

Mean Mean True True ββbb
β̂
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CongenialityCongeniality

Because missing data is very common in population Because missing data is very common in population 
surveys,  surveys,  uncongenialityuncongeniality is often an issue:is often an issue:
Imputation is made under Bayesian models that do Imputation is made under Bayesian models that do 
not easily accommodate complex sample design not easily accommodate complex sample design 
considerations.considerations.
Complete data analysis can then employ techniques Complete data analysis can then employ techniques 
(linearization, replication methods) that account for (linearization, replication methods) that account for 
the complex sample design (clustering, unequal the complex sample design (clustering, unequal 
probability of selection) in the analysis.probability of selection) in the analysis.
An open area for research.An open area for research.
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Multiple Imputation with Hot DeckMultiple Imputation with Hot Deck

Rubin and Rubin and SchenkerSchenker (1986) suggest using a (1986) suggest using a 
Bayesian bootstrapBayesian bootstrap technique to obtain a proper technique to obtain a proper 
imputation procedure in a hotimputation procedure in a hot--deck settingdeck setting

Suppose each element in the population takes one of Suppose each element in the population takes one of 
the values             with probabilitythe values             with probability
If an improper prior of the form If an improper prior of the form 
is used, then is used, then 

which is a which is a DirichletDirichlet distribution with parameters distribution with parameters 

1,..., Kd d 1,..., Kθ θ
1( ) kk

p θ θ −=∏

1( | )  where 

 number of times an observation  takes on the value 

kn
kk

k k

p y

n y q

θ θ −=

=
∏

kn
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Multiple Imputation with Hot DeckMultiple Imputation with Hot Deck

Draw    from the posterior distribution of           ,Draw    from the posterior distribution of           ,
then draw      from      with probability    .then draw      from      with probability    .

Standard hot deck imputation (sampling each Standard hot deck imputation (sampling each 
unique value with replacement with probability    )unique value with replacement with probability    )
does not account for the uncertainty in the empirical does not account for the uncertainty in the empirical 
distribution function.distribution function.
Can extend by stratifying by adjustment cells.Can extend by stratifying by adjustment cells.
Complex sample design?  Stratification, clustering, Complex sample design?  Stratification, clustering, 
unequal probability of selection.unequal probability of selection.

1,..., Kθ θ
misY obsY *θ

*θ

kq n
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An Example of MI in Practice:An Example of MI in Practice:
Multiple Imputation in the Presence of OutliersMultiple Imputation in the Presence of Outliers

(Elliott and (Elliott and StettlerStettler 2006)2006)
To ascertain the prevalence of pediatric obesity in medically To ascertain the prevalence of pediatric obesity in medically 
underserved areas, the Healthy For Life Survey obtained data underserved areas, the Healthy For Life Survey obtained data 
from a probability sample of children using Health Resource from a probability sample of children using Health Resource 
and Service Administration (HSRA) supported Community and Service Administration (HSRA) supported Community 
Health Centers at least once during calendar year 2001 Health Centers at least once during calendar year 2001 
((StettlerStettler et al. 2005).et al. 2005).

Compute bodyCompute body--mass index (BMI) and Boxmass index (BMI) and Box--Cox transform as Cox transform as 
a function of age and gender; if BMI ``za function of age and gender; if BMI ``z--score'' exceeds 95th score'' exceeds 95th 
percentile of reference population, child is classified as obesepercentile of reference population, child is classified as obese..
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An Example of EM in Practice:An Example of EM in Practice:
Multiple Imputation in the Presence of OutliersMultiple Imputation in the Presence of Outliers

Abstract height and weight during last visit to the health Abstract height and weight during last visit to the health 
clinic in 2001.clinic in 2001.

OneOne--fourth of height data missing.fourth of height data missing.
Height measured only sporadically; less likely to be observed amHeight measured only sporadically; less likely to be observed among ong 
older children and children seen more frequently at the clinic.older children and children seen more frequently at the clinic.

Use multiple imputation to reduce bias and inefficiency Use multiple imputation to reduce bias and inefficiency 
associated with a completeassociated with a complete--case analysis.case analysis.

Potentially problematic: data Potentially problematic: data overdispersedoverdispersed and included incorrectly and included incorrectly 
recorded or abstracted elements. recorded or abstracted elements. 
Failure to account for abstraction errors may cause insufficientFailure to account for abstraction errors may cause insufficient
standardization between centers to be interpreted as unequal risstandardization between centers to be interpreted as unequal risk for k for 
pediatric obesity.pediatric obesity.
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An Example of EM in Practice:An Example of EM in Practice:
Multiple Imputation in the Presence of OutliersMultiple Imputation in the Presence of Outliers

Standardization in multiStandardization in multi--center studies is expensive; propose center studies is expensive; propose 
analytic alternative to outlier correction when extensive analytic alternative to outlier correction when extensive 
training impossible.training impossible.

Treat outliers as belonging to an unknown Treat outliers as belonging to an unknown ““latent classlatent class”” of highof high--
variance subjectvariance subject
Impute latent class along with height dataImpute latent class along with height data
Drop Drop ““outlieroutlier”” class before completeclass before complete--data analysisdata analysis
Can extend Can extend ““latent variance classlatent variance class”” to account for to account for overdispersionoverdispersion in in 
height/weight dataheight/weight data
Allows for uncertainty in whether or not a subject is an outlierAllows for uncertainty in whether or not a subject is an outlier to be to be 
carried through the inference.carried through the inference.
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Accounting for the Complex Sample DesignAccounting for the Complex Sample Design

Include design variables in mean modelInclude design variables in mean model
Consider association between posterior distribution of Consider association between posterior distribution of 
latent class membership and probability of selection latent class membership and probability of selection 
Use standard designUse standard design--based analyses at the completebased analyses at the complete--data data 
stage of analysis to further enhance robustness.stage of analysis to further enhance robustness.
Use of MI to compute obesity estimates relies more Use of MI to compute obesity estimates relies more 
heavily on the empirical distribution of the data than a heavily on the empirical distribution of the data than a 
fully modelfully model--based approach. based approach. 
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““Complete DataComplete Data”” mixture modelmixture model
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““Complete DataComplete Data”” mixture model: priorsmixture model: priors
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Missing DataMissing Data

•Ci are missing for all subjects

•Allow some components of Zi to be missing under missing 
at random (MAR) assumption (Rubin 1978): conditional on 
the observed elements of Zi , the missingness status of the 
elements of Zi is unrelated to their value.
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Model EstimationModel Estimation

Gibbs sampler data augmentation algorithm (impute 
missing elements of Zi and the completely unobserved Ci at 
each step of the algorithm). 
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Multiple ImputationMultiple Imputation
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Multiple ImputationMultiple Imputation
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Application to the Healthy for Life ProjectApplication to the Healthy for Life Project

•Probability sample of children aged 2-11 served at one 
of 141 HRSA-supported Community Health Centers in 
the eastern United States and Puerto Rico during 
calendar year 2001.

•Stratified sample of 30 centers, with second-stage 
sample of approximately 100 children/center stratified 
by age (2-5 vs. 6-11).

•Inverse probability-of-selection case weights were post-
stratified to known age group-region  (US mainland 
urban, suburban, and rural, Puerto Rico (PR) urban and 
non-urban, and New York City Chinatown) totals.



93

Application to the Healthy for Life ProjectApplication to the Healthy for Life Project

•Dropped 373 cases because of unknown age, gender, or 
both height and weight information; additional 3 cases 
dropped because of unknown weight information (to 
simplify analysis).  2,474 cases remained, of which 606 
were missing height data.

•Improve normality approximation via ``z-score'' or 
Box-Cox transformation (Weiss et al. 2004)
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Modeling Healthy for Life ProjectModeling Healthy for Life Project
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Choosing the number of classesChoosing the number of classes
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Effect of OutliersEffect of Outliers

If height data is missing and an older child incorrectly noted If height data is missing and an older child incorrectly noted 
as younger, the resulting weight zas younger, the resulting weight z--score would be extremely score would be extremely 
large, likely yielding a large BMI after height imputation, and large, likely yielding a large BMI after height imputation, and 
potentially classifying a nonpotentially classifying a non--obese child as obese; the reverse obese child as obese; the reverse 
is true if a younger child is incorrectly noted as older.is true if a younger child is incorrectly noted as older.
Since children are more likely than not to be nonSince children are more likely than not to be non--obese, the obese, the 
net effect of age transcription errors should be to inflate net effect of age transcription errors should be to inflate 
obesity rates among younger children, and deflate to a much obesity rates among younger children, and deflate to a much 
lesser degree obesity rates among older children.lesser degree obesity rates among older children.
Analysis of 2.5% and 97.5% Analysis of 2.5% and 97.5% quantilesquantiles suggested that younger suggested that younger 
children tended to have large BMI outliers and older children children tended to have large BMI outliers and older children 
tended to have small BMI outliers, consistent with clerical tended to have small BMI outliers, consistent with clerical 
errors in age. errors in age. 
Overall impact modest.Overall impact modest.
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SoftwareSoftware

•• Horton and Lipsitz (2001) provide an overview of currently Horton and Lipsitz (2001) provide an overview of currently 
available software for multiple imputation.available software for multiple imputation.

•• SOLAS 3.0 (SOLAS 3.0 (http://www.statsol.ie/solas/solas.htmhttp://www.statsol.ie/solas/solas.htm))
•• Generally designed for regression modelsGenerally designed for regression models
•• Utilizes both predictive distribution and predictive mean matchiUtilizes both predictive distribution and predictive mean matching to obtain ng to obtain 

imputations, a imputations, a ““hothot--deckdeck””--like MI procedure (Rubin 1987).like MI procedure (Rubin 1987).
•• Earlier versions did not preserve correlation structure.Earlier versions did not preserve correlation structure.

•• SAS V 9.1SAS V 9.1
•• PROC MI.PROC MI.
•• Easy to combine results.Easy to combine results.
•• Little control over model; generally requires MVN assumption.Little control over model; generally requires MVN assumption.

•• Joe SchaferJoe Schafer’’s free software for multiple imputations free software for multiple imputation
((http://http://www.stat.psu.edu/~jls/misoftwa.html#topwww.stat.psu.edu/~jls/misoftwa.html#top))

•• Multivariate normalMultivariate normal
•• CategoricalCategorical
•• Mixed normal and categorical (general location)Mixed normal and categorical (general location)
•• Clustered multivariate normal.Clustered multivariate normal.
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