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IBA techniques: Practical Session

Use of the IBA DataFurnace

Introduction

The DataFurnace can be used for all particle scattering data (ie. RBS, EBS, ERD,
NRA but not PIXE at present) to obtain depth profiles, and is a sophisticated code.
Some acquaintance with it is also useful to all who may make use of the IBC’s depth

profiling facilities.

We start with an introduction to the windows:

Frequently used buttons

Filenames: Geometiies: Associations:

Directory: [BRG oo Gtk

acall acall-»aas
beall bas beall-=bas
ample =

S

Open batch file  (batch/open)

Plot spectra (spectra/plot_spectra)

Plot fit (viewNDF/data_fit)

Plot structure (viewNDF/best_structure)
Plot profiles (viewNDF/profiles)

Setup NDF (setup/NDF)

Results (viewNDF/view_results)
Run NDF for this sample (runNDF/runSample)
Exit & store settings

The buttons are accelerators. Most of the functions can be accessed through the
menu (these are indicated in the box). Note also that keyboard accelerators are

indicated on their menu commands.

A “sample” (#20) is defined by one or more spectra (#19). Typically we have two
spectra collected simultaneously from two detectors in the chamber (see
“Simultaneously collected spectra™: this option, #27, can be used if the relative

charges are known well enough).

The structure file (#22) restricts the state space which is searched for a solution.

The geometry file (#21) determines the geometry associated (#28) with each

spectrum.

The batch (#17) is a set of samples. These will often be similar samples with the

same geometry and structure files.
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Other buttons

8 WiNDF 3 9 1 1 (=13

Batch Spectr p RunMDF View NDF Window Notepadiiilis!p
32 bt bt [0 o [l D) R Q)
) 0l ¥7.1 - cal 8 (=3

IBA DataFufi®e
Directory: [PREr st S|

Save batch file (batch/save)

Filenames: Geometiies: Assoclations: Charge (uC) Bring main window to top

2
3
e e el st 8 Setup geometry file (setup/geometries...)
E 9  Setup structure file  (setup/structure...)
T L| 11 Show log file (viewNDF/view_log)
-

m Significant Areas

A WiNDF v7.1.3
Batch Spectra Setup RunMDF View NDF ‘Window Motepad Help

g0 3% bl bl | s | RS
|

m WANDF Control ¥7.1 - cal
16 WIiNDF version number (see

Directory: Di\exampleshcalib] Hel p/ d bOUtW| N DF)

1g -

Filenames: Geometries: Associations: Charge (uC) 17 Batch filename: cal.spc

acall acall-»aas 3498436
beall bas E[ beall-sbas 3833
aple # 1

i 53

18 Working directory: d:\examples\calibl
19 Spectra for this sample: acall & bcall
20 This is sample 1 of 6

21 Geometry files (one per spectrum)

|| 22 Structure file (one per sample)

Comment box

You can either open a batch file directly with “Open Batch” (#1) or switch the
directory by clicking on the directory window (#18). If there is no batch file in a
directory you have to start somewhere. All related spectra are gathered together into
one directory. NDF only works inside a directory: there are very many output files
and we use the directory structure to organise them together.
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A WiNDF v7.1.3
Batch Spectra Setup RunMNDF View NDF Window MNotepad Help

o] 3 | ol bl J2T w &

N
e,

QED)

24
IBA DataFv

Dirvectory: [sR5 gt el

FANDF Control V7.1 - cal - Unsaved =3

nace

Ch

Associations:

acall-=aas
beall-=has [1]

Filenames: Geometiies:

acall
beall

28

Simultaneously collected spectra

EEX

=, Link Associations

Link Association: |bca|1 >bas [1]
with Association:

Properties
¢ ERD with range foil, one spectrum, charges kept equal
@ Multiple simultaneous spectra, charge ratios kept equal

Remove
Cancel Link.

=

24 Changes in the batch file m.arks it “unsaved”
25
26
27
28

Use the “Link” button to link associations
Detectors A & B are linked
Use the right option!

Associate each spectrum to its geometry file
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Exercise 1: Calibrations

Open /examples/calibl. This is Example 1 on the website
(www.ee.surrey.ac.uk/ibe/ndf)

The calibration sample is Au/Ni/S10,/Si substrate, where the metal films are very
thin (~1.5nm) and the oxide film is ~150nm thick. This sample has been discussed
extensively in Jeynes ef al, NIM B137 (1998) 1229.

We can use the 4 elemental edges to do a linear regression to obtain the gain g (in
keV/channel) and offset o (in keV) of the electronics calibration:

E=gC+o

where E is the energy of the scattered particle and C is the channel number in which
the elemental edge appears. In principle, the detector does not register the energy E
but a slightly lower energy due to energy loss through the detector dead layer and
other effects (this is discussed extensively in the NIM B137 reference) but we usually
ignore this “pulse height defect” effect. Actually, the fact that the offset o is non-zero
is due to the pulse height defect.

tep 1: look at the spectra!

EEX

Tools

W ol hal T[] s e )| R 1D e

Press this button (#4) to get this

— acall window!

— becall 29 This is the gold layer represented in
the A spectrum. The cursor is at this
position

The matrix shows number of counts in
the spectrum (25 pileup counts in the
B spectrum) in the top row, and mass
number (Au is 196) in the bottom row
ﬂ/\ A (this channel number has imaginary

T T 4 mass for the B spectrum), given the
0 Channel 512 parameters in the geometry file (see
| <x| w2| y2| | Xmax 51z Ymax [z0000 | Channel 418 step 2)

%‘ﬂn ’ —‘rg”': o o o 31 The shape of the spectrum can be
_Exit | Refiesh| Nomnalise: | g [10 manipulated with these buttons

Counts

1
w
o

0

| 0 Channel 512
| x| w2| y2| Xmax[572 Ymax [2g57 | Channel 15
#2| ®2| _logh)| | ¥min [0 Ymin [g | Counts 20625
_Exit | Nomalise: Nomalised Charge: [1g

In the example the calibration is already done, but we will show the working.

Look at the spectra (Step 1). The elemental edges are at channel numbers 417, 358,
281, 199 (Au, Ni, Si, O edges respectively) for the spectrum from the A detector (red
data), and 394, 343, 278, 204 for the B detector.

We have constructed a spreadsheet (calspcl.xls) to do the linear regression, and the
values of gain and offset are entered in the geometry file (#21).
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E3 Microsoft Excel - CALSPC1.XLS

Linear regression

EEX

14 gain keVich
15 offset kev.
16 R value:

222217 232487
72155387 37551
".000000 " 0.99336

energy calculated fr|

] Fle Edt View Insert Format Jooks Data Window Help -8 X
arial 10 - =E=8 F %, @ cAA-
DEEan gRY §BRA-C @ = 4% e
A39 - ~
A B c D E B G H J K L M o P =
i =
g A detector B detector
M1 M2 theta Kinematical factor kinematical factor|Cx & det Energy  Eneray Ex expected Ex expected
et adet et BxegiCxsccht  ExegiCxsccht
0941345843 303| 941346 949250 097023 0743 95042 413916 951223 392155
0817104957 34| 817105 840276 090334 031687 81708 35007 63963 345278
0654843894 283| 654844 694301 080922 083325 654872 284987 695483 282489
203 472667 523989 068751 072387 472654 203006 523448 209233
9
10 M1
11 thetad 29147, 167 1
12 thetod 234747 orrelation between mber and the 32 3He beam, 1MeV, scattering angles
13 beam keV

33 Mass of Au, Ni, Si, O

17 767304

18 gainkeVich 218643 2.31604

= -0.000461" +2.471469x - 10527918 _» |
R? = 0.999945 A

34

+ detector A

19 offset keV'
20 R value:

30579
099977

397747
093997

Channel numbers of elemental edges

= detector B

P
=

—Poly. (detector A)

35 Energies of scattered particles

— Poly. (detector B)

36 Result of linear correlation

2+

R* = 0,999966

+

37 Expected channel numbers of edges

100

200

chz

300 400 500

using #36

4« » w)\Sheet1 Sheet2 {Sheet3 /
Ready

5

A WiNDF v7.1.3

Eile Window

sl | O

Geometry File

EEX

- [o)X]

JONRT}

Click the filename to open the editor

38

Data File Format [1: R aw Suney data
ot M (120 goiMi [0 goiaMin [0 pgie M [0
Mat| 440 Max| g Max[ g

EwptTyee [RBS |
He

Incident

Scatising

Geometry |bm | lonEnergy(keV) | 1000
sl Scatierng | 167 ‘ Incidence g
HEm Sold Angle
FwHM [kev] | 12 fmsi

Quad: | o Gain2 1864

Moe | Cancel | save | saveds |

Detector

5.22

Offset 30

| Energy Calbration:

39
40

Enter the values of gain & offset

Check that the IBA technique and beam are
correct (RBS and 3He in this case)

41 Check the scattering geometry and beam

energy are correct
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Simulating the spectrum

C—
20 W3R bl s o U RQ

wo | =
: . ?hh‘lfi.Mghmi‘mté“[‘lk.é":ﬁu?‘ R : 42 Click on structure file name (#22) to
o g " o ik sl o = e e o open the editor; select required
K Ca| Sc Ti| V O Mn Fe Co|Ni Cu 2n Ga Ge s Se Br Ki| [ elements (AU, NI, SI, O)

Rb Sr| ¥ 2Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te | Xe

Total Thickness: 1530, x10°15 atms/cm2 i o .
Cs Ba| Lu Hf Ta W Re Os It Pt|Au Hg TI Pb Bi Po At Rn 3 43 Open matrix restrictions window

[d Pm Sm Eu Gd Tb Dy Ho Er Tm Yb

2 —-_— 44 Enter desired restrictions
Molect
e - R 45 Run simulation

Edit Molecule Delete Molecule

‘ I .
3 ] = 46 Profile file editor (ndf.prf). The
(B8 vamail [ ]| R simulation is of the structure given by
Degth Range (1015atm/cm2) F“'e T’e' Name  Colowr Amount Fraction
Minimum Value | omla . Element 1 100 ndfprf
Maximum Value | Element 2 D E
TS Gl . s | Chd Elenert3 || 47 Execute the simulation
inimum Yalue | Done — Element 4 [
Masimum Value | g 0 o r = [
otal: | 100
density atms/cc emekedt layer & Thickness [25000 Eﬁ:
4977 ¥1E22  (Otakes defaul) —— T
glec spit | delete
23212 (0 takes default) Previous layer layer
Layer Thickness Range
Minimum (1015atm/ern2) [ 20 Maximum Layers to Display [3 o |
a Save Simulate Quit

ﬁ Magimum (1015atm/cm2)
Roughness

NDF w7.9c 22Jul04: The IBEA Data Furnace

(c) University of Surrey 1997-2004. All right:
(a) Nuno Pessoa Barradas

N.P.Barradas, C. Jeynes, R.P. Webb, Appl. Phys. Lett. 71 (1997) 291
C. Jeynes, N.P. Barradas, P.K. Marriott, M. Jenkin, E. UWendler, G. Boudreault,

R.P. Webb, J. Phys. D: Appl. Phys. 36 (2003) R97-R126 (Topical Review).

Will simulate one spectruwn: no fit!
512 channels

FWHM will be convoluted

Isotopic distribution will be used
Data will not bhe smoothed

Will g .2 spectra for 6 samples

Initialising param sample 1: acall
heall
Simulated spectra in bFxy.DAT (b batch name, X sample number, vy geometry number)
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File Name: [caf0i0idatFt  +| Display
Line Colour Line Style Line Thickness
[ [is55 [ig c 5
20557 T - c : 51
[ = =
. [ -
” | - Title: [caf0101 daLFit 52
g | e
] E 9 — " |%
8 . : } O — o c
| | O — 10 s c
. .
| 2
T T = 1
Channel 512 54
| <x| yi2| y2| ¥max[512 Ymax [20557 | Channel 387
2| w2| logh)| Hmin [0 ¥mn [g | Counts 2135 55
Est | Refiesh | Nomalie: NomaisedChawge: [0~ =

lealf0T02 dJFi

|0

e Math ‘\Pnb Fit Flg iFM iFdes in\em Fi
0

Display the result of the simulation
When the fit window is on top: ...

... the menu changes. The Rol is
displayed from here

You can click on the window to fix the
Rol

Or you can click in the “First” and “Last”
columns to change the typing entry
point

The display of the fit window can be
manipulated using Options/Plot

Plot details window

A convenient way to make the A
detector spectrum invisible

Using the simulator we check that the gain and offset, and the solid angle, are
reasonable. For the solid angle we check that the Si signal from the SiO2 is the right

height using the Rol window.

3 s ﬁﬁ )
B bl bl oL o] el | | Q) e
R £V
# : CIEX)]
5 -
% NDF Setu o]
e PR T [
VL] [ 19258} = caibin oy + 128 Chamneks f’:"e‘
s oo © UnaFastCooing || 2% Chamels | - O calf
512 Chamnels
calf
- Convokde FWHM  Smooth Data calf
-  UkaSlowCooling |+ Yes  Yes
» ¢ Custom Cooling ~ No “ No — calf
2
€
Bayesian Inference Output
3 = FYes & No oK | Customise | Cancel
(8 N
[,
0 Channel 120
A S| mas | 80000 Channel 30
| w2| w2| _logy)| Xmn[g  Ymn[g  Couns 82432
| Ext | Refresh | Nomalse: Nomalised Charge: [75

en

3 31503 4327 781  7.9536 31.3885 B0E
4 914887 202723 4513 311129 68825

B 3171468 650.342 4877 851283 14.8717 0.0(

3.8257
§ 600133 132805 4519 321428 67.8572 0.0000 0.0000

Fitting with NDF: 1

56
57
58

Sample 2
Setup NDF

Try higher speeds first, compression
will make NDF run faster frequently
with little or no penalty, convolution
of FWHM is critical to good fitting,
smoothing data is not valid
statistically, isotopes will significantly
affect the Ni signal

59
60
61
62
63

Run NDF for this sample

Look at resulting fit

Note that substrate does not fit
Look at fitted structure

Inspect output file

v
v

000 0.0000

>
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LEX

4 WiNDF v7.1.3
File Options Tools Window

2g

STV

- A
K ; CIE[X) i) imi] |
B — |
IB Chan: 0 0 [EE] 2 a 1!J‘ BDJ
Dire ctnl‘v'[ an ] i Speed Compression [sch
o 5000 ¢ Local Min anly = 128Chanmels | | 0P
Filenames: Geor £ ) Ulira Fast Cooing £ 296 Channels ||| = - calf0201.dat. Expt
acall aa DF plot - B
beall ba
- 100+ _
[ Si
=
(o}
3 4 = S
o © |
£
s
- -
<
|
0- |
jiJiﬂi@[ 0 ; . .
2| w2| logiy 0 Depth 10415 atoms/cm2 4000
Exit | _Refresh | | <x| w2| 2| Rmax [4000 Ymax [100 Depth  1878.283
w2| w2 Kmin [0 Apply || At% 1085211
F change X-units to [nm)
v
< >

The structure file clearly shows that the O signal runs far too deep! What is wrong?
There is a perfectly good fit for the high energy part of the spectrum but somehow a
stupid structure is being found! Run NDF, and while it is running:

o

(Topical Review).

M ndf

R.P. Webb, J. Phys. D: Appl. (2003) R97-R1Z6

Normal cooling

128 channels

FWHM will be convoluted

Isotopic distribution will be used
Data will not be swmoothed

PROFILE output will not be normalised
Will fit 6 sawples

acall
beall

Initialising parameters sample 2:

LMarkowv
cooling =

tart simulated annealing

36E+05
.333E+05
.241E+05
.127E+05
663E+04
.42Z2E+04
.221E+04
.116E+04
. 607E+03

3
T
T
T
T
T
T
T
T
T

KA KA R4 ha
R cBcRe

w4

159E+06
344E+04
344E+04

Z30E+04
2ZS5E+04
Z215E+04

.215E+04

.159E+06
.344E+04
.344E+04
.340E+D4
.231E+04
.230E+04
.225E+04
.215E+04
.215E+D4

. 000000
.9”4401

.928043
. 907007
.912143
.855391
.804129
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File Options Tools Window

MR Llballl]] i O 21D

D Control WZ ) ccal L\ T S NDF Daculte _ £2IND rae [ I=fse ]

<% NDF plot - Data Fit E‘g

10977
[10802 54473 ]
- calf0201.dat.Expt
— calf0201.dat.Fit
- calf0202.dat.Expt
. — calf0202.dat.Fit
c L) L) vs‘I
0 Channel 120

#> | x| wi2| y2| | Xmax [120 Ymax [ 80000 Channel 53
#/2 logly) Kmin [0 Yrin lg— Counts 82138
i Normalise: Normalised Charge: [1g
T T Loz
Exit | [ Refresh I change X-units to [nm)

Done -

€4

press refresh in the yellow screen: this shows the Rols being used in the geometry
files. The data is fitted in the Rol but not outside it (at low energy).

The IBA Data Fumnace ¥7.9c 22Jul04 run 03/04/2005 08:23:20 Filename: cal02.res
Any public outcome using these results must cite

N.P. Barradas, C. Jeynes, R.P. Webb, Appl. Phys. Lett. 71 (1997) 291.

Used ZBL stopping powers. Should cite J. F. Ziegler, J. P. Biersack, U. Littmark
Stopping and Ranges of lons in Solids (Pergamon, New York, 1985).

Batch calspc  structure aunisi.str | The data switches were:
Isotopic distribution was used.
Data was not smoothed.

File: acall : raw XRBS. Geometry file aa.geo

Compressed to 512 channels, pileup correction factor 0.1200E-05
Detector Pw/HM 12,00 keV, no straggling.

RBS: 1000keV 3He ROI= 120+17: 440

IBM geometry: angle of incidence = (.00, scattering angle = 167.00
-1 = E = 21776 ch+ 29.93 keV, Charge = 3534 uC, Omega = 5.540 msr
s Partial chisquared 0.1074E+03

Counts

File: beall - raw XRBS. Geometry file ba.geo =
Compressed to 512 channels, pileup correction factor 0.1200E-05

Detector Pw/HM  12.00 ke, no straggling. =
RBS: 1000 keV 3He ROI= 100+ 16: 400

IBM geometry: angle of incidence =  0.00, scattering angle = 134.50
E = 23025 ch + 38.93 keV, Charge = 3.868 uC, Omega = 4.706 msr
Partial chisquared 0.2415E+02

0

L) . .
The simulated annealing parameters were:
0 ChannNe|| Nomal cooling T0 =0.42308 405, Tf =0 2612E.+00, Cooling factor0 524
Masimum number of functions proposed at each T: 1467

#> | x| wi2| y2| | Xmax [120 Ymax [ 80000 Channel 61
/2| w2 logly) Kmin [0 Yrin lg— Counts 70676

The fit assigned 7 layers. The composition was:

=

: - | density (1e22at/cm3):  4.97700 4.30200 912500 530400
Exit Nomalise: Nomalised Charge: [10° || Layer t(lelsaonditm (lezzamg)si 0 Ni ' Au
1 30127 5760 5230 00027 420570 0.0003 57.9400
—— e I 3000 3104 Bads 0000 22983 2026 457678 ||
e | i —| 3 31808 4327 7281  7.9536 313985 606580 0.0000
Esit_| [Refiesh] changeXunitd 4 914887 202723 4513 311123 63.8257 0.0000 0.0613
5 B00133 132805 4513 321428 67.8572 0.0000 0.0000
6 3171468 650342 4877 851283 148717 0.0000 0.0000 v
Done
]
| ]

Now inspect the results file. Note that the solid angle (“Omega”) is different from
Sample 1. Actually we used different geometry files!
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Direct inspection of various files

WARNING! Changing Files this way WILL lead to inconsistancies in WiNDF [Z)X) l ® aas.geo - Notepad [E B calspc - Notepad EEX

Lookin: [ calbt =] ek B~ File Edt Format View Help Fle Edt Format View Help
|1 call  3.498436 aas aunisi
A |)aat.geo 120 440 call 3.833 has
) [#)asz.ge0 3He 3He acall  3.498436 aa aunisi
MyRecent |[5] 1000 bcall  3.833 ha
D e Sa= 12 acall  3.498436 aa aunisi3
i 8] as.geo ibm bcall  3.833 ba
V'ed L]balg 0 167 acall 3.498436 aa aunisis
a |*1baz.q¢f Type: GEOFile 5.22 bcall 3.8
Desktop |<)ps ged Date Modified: 02/04/2005 10:41 C%GJ-S:?“ 30.6 gg:% ?498“33 aal aunisi3
[)bas.gel 22 107 brtes pile " 1.20000004768372E-06 acall 3.408436 aa2 aunisi3
bcall  3.833 ba2z
My Documents
w3
My Compuis B aa.geo - Notepad E]@
File Edit Format View Help
\,l -
MyNelwulk File name: aas.geo % Open 120 440
‘ BT e,
Files of type: | Geometry Files *.geo ~| Cancel %goo
Tbm
0 167
5.54

2.177 30
pile 1.20000004768372E-06

Fitting with NDF: 2

EEX

mlx M\Mlﬂ\ EM\-\&HUM\I\ o

Mu

EEREE

Directory:| 12233 CGER|
0

2000

Filenames: Geos
sl Py
beall bas

- calf0301.dat.Expt
. — calf0301.dat.Fit

- calf0302.dat.Expt

— calf0302.dat.Fit

v
£
3
S 64 Sample 3, with same geometry files
as sample 1!
s §§ 65 The substrate now fits, even outside
Channel 51i the Rols
| x| y2| v Channel 233 .
e e e | G 66 The fitted structure now looks
P | reasonable, and the oxide is
chorgesantl| & 172811 ‘3‘53%;’?5? SHigaT % 00 0000 approximately SiO2!
39869 8 556 35.2958 637241 0.0000 0.9800
| B 143524 31 733 4516 316763 68.3237 00000 0.0000 i

The problem now is that the fitted structure does not match what we know about the
sample, that it is a layered structure with pure layers and sharp interfaces. The
solution found is a valid solution consistent with the data, but we wish to know if our
expected solution (4 pure layers of Au, Ni, Si02, Si) is also consistent with the data.
To do this we restrict the state space within which solutions are searched for.

10
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78 WiNDF v7.1.3
Window

difs

| FiRal Ng Pm Sm| Eu Gd Tb Dy Ho Ei Tm|¥b| density alms/oc
Mati |
o M e ) o ) Gt e
New Molecule § 85555
EdiMolecue | _Delele Molecule =
B aunisi3.str - No... @

File Edt Format View Help

20
4

si
1000 30000

#IE22 (O takes defaul)

(0takes defauit)

s
si1026
éo 5000

6
K|

5 Density (atm/cc) X1E22
| b lem/ecifg Fick fom Accept Quit
Density (a/cc) [ 1995483 Data Base

Name:

Ni
20 200
d

Au
efes g 200

Tk da

Fitting with NDF: 3
Restrictive structure file

67 Sample 4

68
69

70

Structure file editor

Structure file editor second screen:
here we can insist that the layers are

Solt kil ot ko u o it el ([ e - ;

e e 8¢ N 0] F e : i pure, that they occur in a certain
e Afs pls olal Mim!numvﬂﬁr P
' Ga] 5111 i 2 o e | || MSRMMNSRRY o order, what densities are to be used,
Rb| St| Y| 2t Nb|Mo| Te| Rul Rh| Pd| Ag Cd| In| Sn| Sb| Te| I e e ; and what minimum thickness Iayer IS
Cs Ba| Lu Hf Ta W Re O0s It Pkaq TI Pb Bi Po At RAn MuMVdu:;Ei M

permitted

Molecules can be specified with the
molecule editor. Note the convenient
converter between g/cc and atoms/cc

The structure file can also be entered
directly using the Notepad editor

So we can force NDF to find the solution we are expecting. Note that a good fit is
obtained, indicating that this is a valid solution. IBA data are often ambiguous, and
in this case the ambiguity is due to the limited energy resolution of the data which
limits the film thicknesses that the data can determine. We have effectively told the
code that very thin films are present which our systems cannot prove.

2 cal04.prf - Notepad
File Edit Format View Help

4
29.02 0.0000 0.0000 0.0000 100.0000
27.05 0. 0000 0.0000 100.0000 0.0000
1513.41 0.0000 100.0000 0.0000 0.0000
1225914.01 100.0000 0.0000 0. 0000 0. 0000
thickness(at/cm2), comp_molecules...
molecules 4
4,977 si
6.000 sil026
0.125 N
5.904 Au

batch cal.spc
Str aunisi3.str

<

The IBA Data Furnace v7.9c 223ul04 run 03/04/2005 09:28:14 Filename: calod.pr-

EEX

>

You can look at the result file using the Notepad editor, and the results are output in a
form convenient for putting straight back into the simulator. We can therefore simply
store this file as NDF.PRF, and run the simulation.

The point now is that the calibration sample structure is very well known and we want
only to verify the calibration parameters. So we don’t actually need to do a full
fitting, which does not use any knowledge of the sample (except what is in the
structure file); a simple local minimisation will do instead. This is much quicker (and
needs less attention to the details of the structure file).

11
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Fitting with NDF: 4
Local Minimisation

(8 WiNDF v7.1.3

e 72 Sample 5
W12 bl bl o€

b 5

Exit

73 Select local minimisation

?Ir\e 1BA Data Fumace v7.9c 22)ul04 un 04/04/2005 20:14:44 Filenarr 74 Run NDF[ Which nOW needs an initlal

e e et Prcs Lot 71 (1967) 291, h | h
bt et i Woull B‘L,,i‘;%;,)m guess. We have already created this
Batchcalspe  stucture aunisi3.str | The data switches were: ﬂle (ndf'PI I) by Copylng the OUtPUt Of
Ot the last fit (cal04.prf) to ndf.prf. In
Cormemed 575 hannes i comeeaemraco 0 1200E 05 any case, we know what the profile

Compression Detector FwHM 12,00 keV., no stragglng.

RES: 1000ke 3He ROI= 120+ 17: 440 7 H i
g i;éég:‘""’:‘ 5 1EM geomely: angle f ncdence - 0,00, scateing angl = 167.00 ﬂle ShOU|d |00k ||ke (Slnce the
e e % 5‘2%5“"9" s E = 21731 ch+ 30.10keV, Charge = 3408 C, Omega = 5.307 mst |b . | . ” k d
ol ing < D tial chi d 0.6599E +02
ol ook el chisquare calibration sampie Is we nOWn) an

o lr onvol L ile: beall XRBS. Geometry file bal . . .

 Dratim ity | [ et e S o we could have written it out easily,
’ etector FWHM 1200 kel no stagoing

 Custom Coolng N “ B 1000 ke He ROI- 100+ 16 400 : i L

g geomety ange fncidence = 0,00, scateing angl = 13450 without dOIng the flttlng Step

Bayesian Inference Dulput = 23037 ch+ 3318 keV, Charge = 3737 uC, Omega = 4.432 st

CYes @ MNo OK | Customise Patial chisquared 0.3325€ +02

- Lol each cpinisaon ry 75 The local minimisation tweaks the
| ﬁ M T The fit assigned 4 lapers. The composition was: H 3 H
‘ 0——— densiy (1e22at/em3): 497700 6.00000 812500 590400 Callbratlon Values (galn’ Offset’
0 “‘j‘ %::‘g‘“ggé"z‘gélgzh‘é““na’S' 508 unot charge) for the best fit, as well as the
j o i [ TS, s moes seor 1 layer thicknesses. The values of gain

6 | Rt & offset can be copied straight into
the geometry files, and the solid
angle can be modified to account for

the change in the charge

- vl | Ol Q) " 75 Sample 6

S ——————————— 76 Main menu: spectra/add-null-spectrum
A . S E— ——— — — (not shown: datafit window menu is
Direc

calf0601.c showing)

Filenames:

calfos02.c 77 Run simulation (calculates spectra from
profile file ndf.prf)

Counts

N P e 184 Data Fumaco7.36 22Julld run 04/04/2005 20:48: 11 Filename: calD6 res
e  public outcome using these resuls must cite

o
0

Channel
| x| w2| y2| Kmex[5iz Ymax[egop | Chamnel O

otopic distibulion was used.

rlrawXRBS, Geomety fle sa2 geo
4 to 51

i ke\/ o stragging
0417,

P 0Vl Crrge = 10300 O 5307
nul 1w XRBS. Geomely fle ba2 geo
harnel

tector FWHM 1200 ke, no stiagaing

S: 1000 ke He ROI- 100+ 16, 400

M geomety: angle ofincidnce = .00, scatteing angle = 13450 Add Nl Spectrumoftype:
23040 ch + 3900 keV, Cherge = 1.000 uC, Omegs - 4482 msr Select Fie:

fort 25

0.0000E 400

File Format

>

fit. Simulation of a spectrum from NDF.PRF with 4 layers: fot 37 " 512chx 1col
1 fort 99 @ Raw Suniey data
ndt bat  Nom. Surey data
Refiesh|  Done ndt ord € 14inhead, 512ch # 1col

> e  1024ch x Bcol
windi i || € st2ch: 5120 1 200k col2read
 1024chx Teol

Name [l € 1024ch x dcol

€ 14 head, 1024ch 1 1col
Cancel .

Pure simulation can be used to design analyses and to see what is feasible. Play with
it!
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Exercise 2: Analysing a batch of data

Open /examples/crest2. This is example 2 on the website
www.ee.surrey.ac.uk/ibc/ndf and has been discussed extensively in the Topical
Review: Jeynes et al J.Phys.D 36 (2003) R97

It was the result of a Masterclass involving eighteen year old school leavers, where
they analysed an.d wrote up a set of RBS data, which was subsequently published:

A.Belson, D.Brasted, C.Dawes, S.Mashford, H.Sunnucks, J.S.Sharpe, C.N.McKinty, M.Kerford, M.A.Lourengo,
A. Kewell, T.Butler, K.P.Homewood, C.Jeynes, R.P.Webb, K.J.Reeson Kirkby, lon Beam Synthesised FeSi, —
development of band gap and structure during annealing, CREST Masterclass project: Presented at ESPRIT
Advanced Research Initiative in Microelectronics (MEL-ARI) Athens, October 1999

16000 _

— Afesia2
— Bfesia2

Counts

C T ) .}
0 Channel 512

(This is copied into the document using file/copy on the main menu.)

It shows two spectra collected simultaneously as before, of annealed iron implants in
silicon, in a batch of 12 samples with various anneals and implant treatments.

12000- ¢2f0501.dat.Expt

— ¢2f0502.dat.Fit

Counts

0_ i D ;..‘--""" ;
50 Channel 450

The partial spectra are shown (datafit window menu: file/open-separated-spectra):
Fe-green, Si-blue, O-orange. Note the slight channelling below ch.150.

In this case the Fe and Si signals overlap dramatically, making the depth profiles
quite hard to extract. We will demonstrate how DataFurnace solves these spectra very
easily as a batch.

13
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With an appropriate (not very restrictive) structure file and the correct calibration, the
whole batch can be run (runNDF/run_batch).

The calibration (gain & offset) is taken initially from the previous exercise (see
figure). But they are changed to allow NDF to fit the O signal accurately.

In this case the only well known energy in the spectra is the Si edge (since the Fe is
buried and the O signal is very weak). Therefore, NDF does not have sufficient
information to adjust the gain & offset, and we hold the gain constant. Because the
fits are very sensitive to elemental edge (sharply rising) signals we allow the offset to
vary. This will be determined by the Si edge signal.

Example 2 calibration

E3 Microsoft Excel - CALSPC1.XLS

@_1 File Edt View Insert Format Tools Data Window Help [ =
avial B |EEIEH- DAL
Lol @8 (L wes 81 Especially for the B detector and
A B g ) E F B E J using the rather well defined O
1 . o
2 T EX surface signals it is clear that the
3 M1 M2 theta kinematical factor kinematical factor|[Cx Adet  CxBdet  |Energy  Ener . g :
4 Adet Bdet chit ch#t Adet Bt calibration is non-linear
5 Au E [E3 0941345843 0.949260432 418 393| 9413458 949
6 Ni 3| 7 0817104957 0840275593 38 45| 817.105 840 i Ni
[ 7 |si il 09 0B54843894 0694300927 28] 83 £54.8439 694 82 We therefore use lonly.the 0, .SII.Nl
g 0 3 16 0472867205 0.523989106 205 4726672 523! signals for the calibration. This is
10 M valid since there are no heavy
11 thetaA 29147 R . -
12 thetab 2347468 1345 Correlation between channel number and th elements in the sample, and it is
13 beam ke . . K
S553165" 2 324565 energy calculated from kinematical factors linear
72155382 37 55099
”1.000000” 0.999958 1000 -
7673038 y =-0.0004615 + 2471469x- 10527918
2186429 2.316037 900 R = 0999945
3057902 39.77474 300 =
0.999768 0.999965 700
> 600 / —Poly. {detector A}
? 500 ;/ — Poly. {detector B)
& 400
300
-0.00044 944.3817 200 y=-0000039¢ + 2 339546x + 36 439439
2470875 8166622 2 = 0999966
-11.3907 656.9884 100 >
W < » n)\Sheetl { Sheet2 { Sheet3 / |« »
Ready

The solid angles are also taken from the previous spectra, but in general (and in these
in particular) the solid-angle.charge product is determined by the spectra, and so we
allow the charge to vary. It turns out that the charge collection for this set of spectra
1s sometimes not very good (compare the collected charges in batch file calib.spc with
the fitted charges in c2.spc, most obviously sample 8 in c2.spc).

14
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Exit

¥ NDF Resulis - c202.res

Filenames: Geom

Isotopic distrbution was us:
ala was ot smoothe

Detecta PWHI 1200 ke,
1000

Counts

o ebmy e o ek
Partial chisquared 0. 7439E +01

5 | | | | | | NP Battadss, C Jeynes, RLP. Webb,
Directory: 16000 Used ZBL stopping powers. Shouid cite J. F. Zieg
Stopping and Aanges of ons i S0k Pergamon, Nework, 1995

£ 2722 ch + 1778 keV, Charge =

File: Afesib? raw XRBS. Geamety fie a1.g
Comrerssdto 12 charnse, sl cnuecmn foctor 0.1600E-05
200 ol

g

ke 3He RO 70 Nt

5
IB.g=t [t & T T T T T [ BADat Funoce .2 204 DL/OZ00 122717 Pl o2
Ao Py Lt 71 oz

ler, J. P. Biersack, U. Litma

Baichc2spe  stucture fesi2:str | The data switches were:

685, scateingange = 16700
7.436 uC, Omega = 5.300 mst

F:Blesb2 - XABS. Geomely e bl geo

0.1500E-05

etector FwHM 1200 kel Chu
R T e e ROl 755

Frtial chisquared 0 6768 -

Refiesh | Nomaise: | Nomalsed Charge: [0

oepn 0 | 2
i 3

B fesi2.str - E

Fle Edt Format View Help |,

2 ol el o o e
2| 2| Ko o
| [Fohesh]

stiagging.
1 16; 420

] x| y| y2| | Rnax sz ma [ 16000 Lz The smdsed i et yore
Counts 13038 Custom cooling: T0 =0,1633E+05, T =0.9261E-02, ‘:Whnq factor0.577
ﬂ w2 _logly) o oun Masinum number of funclons proposed af each T- 7646

T T 1BM geomety- angle of incidence = 0,00, scaltering angle = 13450
Channel £ 23243ch+ 62ksV, Charge - B020C. Omego= 4E00msr

The fit assigned 15 layers. The composiion was:

0 v densiy (1e22at/em3) 8.48300 497700 697575
0 Depth 1071 oer a[mm/mzmml l[\:ZZaI/n:nﬁ]F
00000 0000

Si S0
10100.0000

833731 9.4760

1509
ar Dauie S s aieve Bo
804 1393 5225  7.0605 929395 0.0000

5 5312 0 0

22666 5312 95676 90,4324 0.0000
@ 37217 5430 129125 67.0875 0.0000

s
51102 6.975754
0 100

01

0 Depth 10*15 atoms/cm2 2400

Fitting with NDF fFeSisamples 1

77 Sample 5 has significant surface
oxide

78 The structure file allows silica only
near the surface, and very thin films

79 This is an excellent fit, done on
“ultra-slow”, customised to keep
gain fixed. Previous runs have
adjusted the collected charge to
allow good fits

80 The extracted depth profiles fit the
oxygen signal with a thin pure oxide,
although purity was not demanded in
the structure file. Slow fits are
needed to fit the O signal
convincingly.

File Options Tooks Window

o]

83
84

59 MR | b ol o7
"

Tilename: Fe050 85
Afesie2
Bfesie2 Si050
Fe 050
00502
T T T
Depth nm 350 86
o Xma [ 350 Ymax[25 | Depth 2002217
2| ¥ Xmin 50 [Apply ] Ymin [0 Counts 10.85274
change Xunitsto_10°15 atoms/em3
s
| x2| x2| log)| | Xmin 50 Ymin [ommm 3 _-y
= [Fist_JLost JFe 0501 510501 00501 JFe0502 o502 00502 [Fiel
B | [GEER | REma] 0 [4 342 [19563 [161806 [10.08 [187.78 [1600.78 [1119
T, 1[0 Jo |
20 [0
Ext | Refiesh 70 o
(RORE o 0
. . 88

NDF: elemental profiles

Open the elemental profiles window

This has one plot for each element in each
spectrum. In this case there are two
spectra and three elements, thus six plots.
Here, four are invisible (using options/plot)

Each plot is obtained by subtractingfrom
the dataall the calculatedpartial spectra
otherthan the one in question, and
plotting the remainder as depth against
concentration. There are therefore 2
independentplots for the Fe profile, one
for each detector

There is signal at negative depth because
the finite energy resolution must put some
counts from the surface at higher energies
(as well as lower)

Depth can be plotted in linear units (nm),
and this is valid provided the atomic density
is correct

The numbers of atoms/cm? can be counted
directly from the data

In this case there are 186 and 188.1015
Fe/cm? for the A & B detectors respectively
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