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Introduction/Motivation

Reversals

Evidence of field reversals extends throughout the paleomagnetic
record, although the record is most complete for more recent
periods.

Inter-event times vary widely, from ‘subchrons’ to ‘superchrons’.
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Introduction/Motivation

The geodynamo MHD equations
The geodynamo equations are symmetric with respect to reversals
B→ −B.

∂B

∂t
= ∇× (u× B) + ∇2B ,

Ro

(
∂u

∂t
+ (u · ∇)u

)
+ ez × u = −∇P + q Ra Θ r

+ E ∇2u + (∇× B)× B ,

∂Θ

∂t
+ u · ∇Θ = q∇2Θ + H(|B|2) ,

∇ · B = 0, ∇ · u = 0 ,

Ro =
η

2ΩL2
, q =

κ

η
, Ra =

gαβL2

2Ωκ
E =

ν

2ΩL2
.
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Introduction/Motivation

Aspects of study

Different facets of reversals can be studied:

I Reversal statistics/frequency (long timescale)

I Reversal mechanisms/diagnostics (individual transitions)

Factors affecting these processes:

I Purely internal (core) effects

I CMB/Mantle effects

I Inner core growth/Earth evolution effects
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Introduction/Motivation

Influences from outside the core

Mantle influences can arise in various ways:

I global — thermal lid, controlling the forcing parameter for
convection

I spatially dependent — heterogeneous thermal b.c.s at the
CMB

Inner core influences may similarly have different aspects:

I global — varying form of convection/energy budget, after IC
formed

I spatially dependent — tangent cylinder effects of inner core
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Introduction/Motivation

Geodynamo time scales

Observed phenomenon Time scale

Secular variation 10–100 yr
Main field dynamics 1–10 kyr

Inter-reversal intervals > 100 kyr

Theoretical expectation Time scale

Torsional oscillations/waves 10-100 yr
Convective over-turn 1 kyr

Magnetic diffusion 1–10 kyr
Mantle processes > 1 Myr
Inner core growth > 100 Myr
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Reversal statistics/frequency

Inter-reversal durations
The dominant empirical approach has been to characterise
reversals as arising from exponential or Gamma distributions, but
with the mean reversal frequency varying over longer time scales.
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Reversal statistics/frequency

Reversals from geodynamo calculations

Detailed MHD calculations have obtained reversals since
Glatzmaier & Roberts (1995).

Sequences of multiple reversals have now been obtained by many
authors, e.g. Glatzmaier et al. (1999), Kutzner & Christensen
(2002), Li et al. (2002).

But the number of reversals obtained are not sufficient for serious
statistical analysis of the long-term behaviour.

An alternative approach uses simpler models — toy, low order or
axisymmetric — to allow comparison with long-term records, e.g.
Hoyng et al. (2001), Melbourne et al. (2001), Ryan & Sarson
(2007, 2008).
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Reversal statistics/frequency

A low order αω model

We want to model the statistics of geomagnetic reversals on long
timescales, beyond the range of detailed simulations.
We consider the toy ODE model:

dS

dt
= −κS + αT ,

dT

dt
= −κT + ωS ,

dω
dt

= −κωω + fω
[
1− λ1ST − λ2(S2 + T 2)

]
.

For constant α, irregular reversals can already be obtained (cf.
Rikitake 1958). With multiplicative noise in mind (cf. Hoyng et al.
2001), we want to couple these equations to a dynamically varying
form of α.

Graeme Sarson: Geomagnetic reversals, ICTP Conference ‘From Core to Crust’ 11



Reversal statistics/frequency

Shell model of turbulence
Shell models provide a scalar analogue of the spectral
Navier–Stokes equation.
The spectral domain is represented by N shells, of wavenumbers
kn = k02n, n = 1, 2, . . . ,N.
In the Gledzer–Ohkitani–Yamada (GOY) model, the complex
modes un satisfy

dun

dt
= −νk2

nun + fα
[
1− λ3ST − λ4(S2 + T 2)

]
δn,n0

+ikn

(
u∗n+2u

∗
n+1 −

1

4
u∗n+1u

∗
n−1 +

1

8
u∗n−1u

∗
n−2

)
.

We base our α-effect on the shell-model helicity, H:

α ∼ −1

3
τH , =⇒ α ∼ −1

3

N∑
n=1

(−1)n |un| .
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Reversal statistics/frequency

Typical behaviour: S , T , α, ω
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Reversal statistics/frequency

Reversal statistics
The distribution of inter-event times has often been assumed to arise
from Poisson or Gamma processes.
We perform a Distribution Identification test on the ordered Grad-
stein & Ogg (1996; GO96) data, Ti , with reference to known prob-
ability distributions with cumulative probability function F .
The Anderson–Darling statistic, A, is

A = −N −
N∑

i=1

2i − 1

N
ln F (Ti ) + ln (1− F (TN+1−i )) .

A low value of A (with a high corresponding p-value) is a significant
fit.
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Reversal statistics/frequency

Reversal statistics

I We applied this test for 14 standard distributions, including
Poisson, Gamma, lognormal and loglogistic.

I Neither Poisson nor Gamma distributions show significant fits
(A = 24 and 14, respectively).

I Lognormal and loglogistic distributions showed the best fits
(A < 1; as low as 0.3 for 3-parameter loglogistic).
p-values for the the significance of these fits are p > 0.2, so
the fits would not be rejected at normal significance levels.

I Similar outcomes obtained using Kolmogorov–Smirnov and χ2

tests, using the alternative Cande & Kent (1995) reversal
chronology, and extending to ca. 40 ‘standard’ distributions.

I Other authors report that similar distributions satisfactorily fit
the reversal chronology. (E.g. Carbone et al. 2006.)
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Reversal statistics/frequency

Lognormal fit: GO96 data
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Reversal statistics/frequency

Lognormal fit: synthetic data

Graeme Sarson: Geomagnetic reversals, ICTP Conference ‘From Core to Crust’ 16



Reversal statistics/frequency

Synthetic reversal statistics

I Lognormal and loglogistic distributions also give the best fits
to the synthetic data (A < 1; as low as 0.5 for 3-parameter
fits).
p-values for these fits are p > 0.1; again the fits would not be
rejected at normal significance levels.

I Synthetic reversals from other low order models are also best
fit by lognormal and loglogistic distributions, but the fits are
significantly worse (A ≈ 20).

I These fits suggest a role for multiplicative noise, acting via
the α-effect.
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Reversal statistics/frequency

The role of multiplicative noise
Given a schematic equation for B,

dB

dt
= αB ,

Bi = B(ti ) will evolve, subject to αi = α(t), as

Bi+1 = (1 + δtαi ) Bi =⇒ BN =

(
N∏

i=0

(1 + δtαi )

)
B0

=⇒ ln BN =

(
N∑

i=0

ln(1 + δtαi )

)
+ ln B0 ≈

(
N∑

i=0

δtαi

)
+ ln B0 .

If the αi are small, independent random perturbations, then ln B
will approach the normal distribution, and B the lognormal
distribution.
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Reversal statistics/frequency

Significance of superchrons?
The superchron(s) arguably remain outliers to lognormal-type fits.
They may be better fit by Pareto-Lévy tails, reflecting a modified
underlying mechanism. (E.g. an ‘amplification’ mechanism, cf.
Montroll & Shlesinger, 1982.)
In our model, superchrons do correspond to a different style of
dynamo action. (And similar tails can be obtained for some
parameter regimes.)
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Reversal statistics/frequency

Implications for external influences

This work suggests that the observed record of reversals may arise
entirely from internal core effects.

This is clearly not conclusive, however; significant analysis remains
to be done. And other works highlight other interpretations of the
reversal record (e.g. Jonkers 2003; Carbone et al. 2006).

Mantle developments may very plausibly affect the long-term
reversal statistics.

In particular, heterogeneous structure of CMB may very plausibly
produce eras with varying tendency to reverse.
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Reversal statistics/frequency

Varying CMB thermal b.c.s

Under suitable model conditions, inhomogneous thermal
boundaries clearly may influence reversal frequency. E.g.
Glatzmaier et al. (1999).

© 1999 Macmillan Magazines Ltd

temperature in the lower mantle can vary by hundreds of degrees
Kelvin over lateral distances of roughly 1,000 kilometres. Convec-
tion in the fluid core just below the CMB is much more efficient
because of the much smaller viscosity; lateral temperature varia-
tions there do not exceed 0.001 K. Consequently, large variations in
the radial temperature gradient may occur over the CMB, and large

variations may thus also occur in the conduction of heat from the
core to the mantle. This would result in slightly cooler (heavier) core
fluid, on average, below the cold mantle and slightly warmer
(lighter) fluid below the hot mantle, which modifies buoyancy
and pressure-gradient forces throughout the fluid core. These
forces, together with Coriolis forces (due to the component of the

articles
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Figure 1 Dynamo simulations. The eight simulations have different imposed patterns of

radial heat flux at the core–mantle boundary (CMB). Top row: the pattern of CMB heat flux

in Hammer projections over the CMB with the geographical north pole at the top-centre

and the south pole at the bottom-centre of each projection. Solid contours represent

greater heat flux out of the core relative to the mean; broken contours represent less heat

flux. The patterns are proportional to spherical harmonic of degree 1 and order 0 (pattern

a), of degree 2 and order 2 (pattern b), of degree 2 and order 0 (patterns c and d) and of

degree 4 and order 0 (patterns e and f). The uniform CMB heat-flux case is g and the

tomographic case is h. Second row: the trajectory of the south magnetic pole of the dipolar

part of the magnetic field (observed outside the core) spanning the times indicated in the

plots below; the marker dots are about 100 years apart. Third row: plots of the south

magnetic pole latitude versus time. Fourth row: plots of the magnitude of the dipole

moment versus time. a–d span 100,000 years; e–h span 300,000 years; the tick marks

on the time axes are at intervals of 20,000 years (one dipole magnetic diffusion time).

These simulations began long before the 0 times plotted here.
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Reversal statistics/frequency

Effect of Inner core growth?

The effects of inner core growth are also poorly known at this
time, although some investigations have been made. E.g. Roberts
& Glatzmaier (2001).
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Reversal mechanisms/diagnostics
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Reversal mechanisms/diagnostics

Reversal processes

The processes occurring during individual transitions can also be
studied by comparing paleomagnetic data with synthetic data —
again, both low order models and more detailed ‘simulations’ are
possible.

Reversals in detailed simulations are difficult to interpret.
Interpretations often refer to ‘kinematic’ mechanisms identified in
simpler contexts — but the relevance of these mechanisms to
realistic dynamical solutions is not always clear.

Here, I’ll initially continue to concentrate on the low order model
described above.

The paleomagnetic records of reversal transitions consists of both
intensity data (Virtual Dipole Moments; VDMs) and directional
data (Virtual Geomagnetic Poles; VGPs).
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Reversal mechanisms/diagnostics

Virtual Axial Dipole Moments (VADMs)
‘Saw-tooth’ behaviour is often observed in paleomagnetic VADMS
(Valet & Meynadier 1993; Meynadier et al. 1994).
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Reversal mechanisms/diagnostics

Synthetic Axial Dipole Moments (SADMs)

The fluctuations in S , in our top model, can be surprisingly similar.
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Reversal mechanisms/diagnostics

Lognormal fits to VADM and SADM data
It’s worth noting that both VDM and SDM amplitudes are also
well fit by a lognormal distribution.
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Reversal mechanisms/diagnostics

Analysis of low order model behaviour
Analysis of our (de-coupled) low order model, for α = αc constant,
suggests mechanisms for the variations observed.
Here there are three fixed points in (S ,T , ω) space:

F 0 = (0, 0, fω/κω) ,

F± = (±αc

κ

√
κfωαc − κωκ3

fωλ1α2
c

,±

√
κfωαc − κωκ3

fωλ1α2
c

,
κ2

αc
) .

I For αc < 0, F 0 is a stable spiral;
I For 0 ≤ αc ≤ κ2κω/fω, F 0 is a stable node;
I For κ2κω/fω < αc ≤ κ/fω(κ2

ω/4 + κωκ), F± are stable nodes
(locally);

I For αc > κ/fω(κ2
ω/4 + κωκ) , F± are stable spirals (locally);

I For αc > αA, F± are globally unstable to a chaotic attractor,
allowing reversals.
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Reversal mechanisms/diagnostics

Interpretation of VADM reversals?
Fluctuations in α (and hence of S , T and ω) suggest tentative
identification of different types of reversals,

We need some more quantitative analysis, however.
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Reversal mechanisms/diagnostics

Phase space reconstruction: SINT 2000 data

We construct the delay vectors

Vi = {Si ,Si+τ , Si+2τ , ...,Si+(m−1)τ} ,

for embedding dimension m and delay τ .

For the SINT 2000 paleointensity data (Valet et al. 2005):

I the mutual information method suggests an optimum τ = 13;

I the method of false nearest neighbours suggests an
embedding dimension in the range m = 3–7.
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Reversal mechanisms/diagnostics

Phase space reconstruction: SINT 2000 data

We construct the delay vectors

Vi = {Si ,Si+τ , Si+2τ , ...,Si+(m−1)τ} ,

for embedding dimension m and delay τ .

We can analyse these embedded vectors for characteristics of deter-
ministic chaos:

I the determinism test of Kaplan and Glass (1992) gives
Λ = 0.87;

I various algorithms (Wolf et al. 1985; Rosenstein et al. 1994;
Kantz 1994) give a maximum Lyapunov exponent of 11 Ma−1;

I the scale dependent Lyapunov exponent (SDLE) behaviour is
consistent with intermittent chaos (Gao et al. 2006).
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Reversal mechanisms/diagnostics

Phase portrait: SINT 2000 data
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Reversal mechanisms/diagnostics

Phase portrait: Synthetic data
The embedded data-sets arguably exhibit similar attractors.
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Reversal mechanisms/diagnostics

Phase portrait: experimental dynamo
Similarly simple attractors have been found from reversing data in
MHD experiments. E.g. Ravelet et al. (2008).

a constant torque. As the value of the torque is increased,

the stable equilibrium of the pendulum becomes more and

more tilted from the vertical and for a critical torque

corresponding to the angle �=2, the pendulum undergoes

a saddle-node bifurcation to a limit cycle that goes through

the previous fixed points. Direct time recordings of the

magnetic field, measured at the periphery of the flow in the

midplane between the two impellers, are displayed in

Fig. 3 (bottom). We propose to ascribe the strong radial

component (in green) that switches between �25 G to a

quadrupolar mode [see Fig. 3, top right]. Its interaction

with the dipolar mode (Fig. 3, top left) that is the dominant

one for exact counter-rotation, gives rise to the observed

relaxation dynamics. This hypothesis is supported by mea-

surements made outside of the equatorial plane (x �
109 mm, r � 206 mm) where the radial to azimuthal field

ratio is much smaller, as it should if the radial field mostly

results from the quadrupolar component. We note that it

has been often observed that dipolar and quadrupolar

dynamo modes can have their respective thresholds in a

narrow range of Rm [7] and this has been used to model the

dynamics of the magnetic fields of the Earth [8] or the Sun

[9]. The relaxation oscillation is observed in a rather

narrow range of impeller frequency F2 (less than 1 Hz).

Increasing the frequency difference between the impellers,

statistically stationary regimes are recovered (22–18 to 22–

16.5 Hz in Fig. 3, middle). They also correspond to fixed

points located on the trajectory of the limit cycle, except

for the case 22–16.5 Hz that separates from it.

When the rotation frequency of the slowest impeller is

decreased further, new dynamical regimes occur. One of

them consists in field reversals [5]. The three components

of the magnetic field reverse at random intervals (see

Fig. 4, top left, where only the azimuthal component is

displayed). The average length of phases with given polar-

ity can be 2 orders of magnitude larger than the duration of

a reversal that corresponds to an ohmic diffusion time scale

(�� � �0�L
2 � 1 s on the scale L of the experiment). We

observe that the regimes with given polarity involve an

amplitude of the azimuthal field in the range 50–100 G.

The amplitude very slowly decays before each reversal and

displays a strong overshoot immediately after. Similar

features have been reported in some palaeomagnetic re-

cordings of the Earth’s magnetic field [10]. Another open

question in palaeomagnetism concerns the variation of the

mean frequency of reversals over the geological ages. We

show here that a slight change of the fluid physical prop-

erties is enough to strongly modify this rate. Increasing the

sodium temperature from 131 to 147
�
C transforms the

aperiodic reversal regime of Fig. 4 (top left) into a nearly

periodic one (top right) with a higher average frequency.

This change in temperature decreases Rm by less than 5%

(respectively, increases Re by 7%).

We also emphasize that, despite the strong level of

turbulent fluctuations, the trajectories connecting the two

field polarities are rather robust, as shown in the two-

dimensional cut of the phase space displayed in Fig. 4

(bottom). For both aperiodic and nearly periodic reversals,

a noisy limit cycle is obtained, the system slowing down in

the vicinity of two points labeled �P that correspond to the

nearly stationary phases with a given polarity. We will

show next that the fixed points �P together with two other

ones labeled �Q, are also involved in other dynamical

regimes observed in the vicinity of reversals in the parame-

ter space and shown in Fig. 4. For rotation frequencies 22–

15 Hz, the magnetic field displays intermittent bursts

(middle right). The most probable value of the azimuthal

field is roughly 20 G but bursts up to more than 100 G are

observed such that the probability density function of the

field has an exponential tail (not shown). For rotation

frequencies 21–15 Hz, the same type of dynamics occur,

but in a symmetric fashion, both positive and negative

FIG. 4 (color). Top: time recordings of the azimuthal compo-

nent of the magnetic field observed for impellers rotating at (22–

16) Hz. The sodium temperature is 131
�
C (left) and 147

�
C

(right). Middle: time recordings of the azimuthal component of

the magnetic field observed for impellers rotating at (22–15) Hz

(left), (21–15) Hz (right). Bottom: plot of a cut in phase space

�B��t�; B��t� �t�� with �t � 1 s for the four regimes: in green

(black) for aperiodic (nearly periodic) reversals, in blue, for

symmetric bursts (21–15 Hz) and in red for asymmetric bursts

(22–15 Hz). In these last two plots the magnetic field is time

averaged over 0.25 s to remove high frequency fluctuations.

PRL 101, 074502 (2008) P H Y S I C A L R E V I E W L E T T E R S
week ending

15 AUGUST 2008

074502-3
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Reversal mechanisms/diagnostics

Evidence for external influences?

Some studies suggest that VGP transition paths follow preferred
routes, linked to CMB structures (e.g. Laj et al. 1991).

© 1991 Nature  Publishing Group
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Reversal mechanisms/diagnostics

Link between VGPs and CMB flux patches

Such paths can be expected from reversals which involve
latitudinally migrating flux patches (‘dynamo waves’). E.g.
Gubbins & Sarson (1994).

© 1994 Nature  Publishing Group
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Reversal mechanisms/diagnostics

Heterogeneous thermal boundary conditions

And heterogeneous thermal boundary conditions may plausibly lead
to preferred latitudes for such flux and flow features (e.g. Willis et
al. 2007).

88 A.P. Willis et al. / Physics of the Earth and Planetary Interiors 165 (2007) 83–92

Fig. 2. Contour plots of the velocity stream function on the equatorial plane for solutions with E = 1.2× 10−4, q = 10, R = 1.5Rc, Pr = 1. Cases

(a) and (b) are for non-magnetic convection, and (c) and (d) are dynamos. The figures in the left panels are for homogeneous boundary heat flux

and those in the right panels correspond to inhomogeneous boundary heat flux with ǫ = 0.9. The relatively cold regions at approximately 70◦W and

120◦E correspond to the Americas and eastern Asia, respectively. The hot regions at 30◦E and 150◦W correspond to Africa and the Pacific. Zero

longitude is marked in (b) and (d) and all angles are measured anticlockwise. The letters C and H represent cold and hot mantle, respectively.

8, the dynamo decayed and the flow reverted to that of

non-magnetic convection.

The next step was to explore the effect of the inhomo-

geneous tomographic boundary condition on the dynamo

solution, increasing the boundary inhomogeneity until

a significant thermal coupling was seen. Dynamo solu-

tions at all values of ǫ generated magnetic fields with

flux patches in high latitudes, at least for short intervals

of time. At ǫ = 0.3 only a slight preference in longitude

was observed in these patches; for 0.6 the high-latitude

patches would often stay close to the cold regions, but

sometimes drifted away or split in two; see Fig. 3. When

ǫ was increased further to 0.9, the field was strongly

locked although not completely stationary—the mag-

netic flux lobes are subject to small east-west motions,

but of no more than a few degrees—so that snapshots are

representative of the field configuration at any time.

In addition to the flows for homogeneous boundary

conditions compared in Fig. 2 are the non-magnetic and

dynamo solutions for the tomographic boundary con-

dition (right-hand plots). Flow is weak below the hot

regions (where the boundary heat flux is low) for both

dynamo and non-magnetic flows. The non-magnetic

flow is more chaotic than the dynamo flow, however, and

Fig. 3. (a) The observed field in 1990, (b) Br at the CMB and the model field for ǫ = 0.6; other parameters are as in Fig. 2. In the model plot Br is

truncated at l = 14 for comparison with the observed field. In both plots western high-latitude patches have drifted slightly from the longitude of

the cold boundary region. Several drifting patches of flux occur near the equator. In the model the northwestern patch has split in two (over Alaska

and California).
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Reversal mechanisms/diagnostics

Heterogeneous thermal boundary conditions

In many models, this does lead to some clustering of VGP paths.
(e.g. Glatzmaier et al. 1999).

© 1999 Macmillan Magazines Ltd

temperature in the lower mantle can vary by hundreds of degrees
Kelvin over lateral distances of roughly 1,000 kilometres. Convec-
tion in the fluid core just below the CMB is much more efficient
because of the much smaller viscosity; lateral temperature varia-
tions there do not exceed 0.001 K. Consequently, large variations in
the radial temperature gradient may occur over the CMB, and large

variations may thus also occur in the conduction of heat from the
core to the mantle. This would result in slightly cooler (heavier) core
fluid, on average, below the cold mantle and slightly warmer
(lighter) fluid below the hot mantle, which modifies buoyancy
and pressure-gradient forces throughout the fluid core. These
forces, together with Coriolis forces (due to the component of the
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Figure 1 Dynamo simulations. The eight simulations have different imposed patterns of

radial heat flux at the core–mantle boundary (CMB). Top row: the pattern of CMB heat flux

in Hammer projections over the CMB with the geographical north pole at the top-centre

and the south pole at the bottom-centre of each projection. Solid contours represent

greater heat flux out of the core relative to the mean; broken contours represent less heat

flux. The patterns are proportional to spherical harmonic of degree 1 and order 0 (pattern

a), of degree 2 and order 2 (pattern b), of degree 2 and order 0 (patterns c and d) and of

degree 4 and order 0 (patterns e and f). The uniform CMB heat-flux case is g and the

tomographic case is h. Second row: the trajectory of the south magnetic pole of the dipolar

part of the magnetic field (observed outside the core) spanning the times indicated in the

plots below; the marker dots are about 100 years apart. Third row: plots of the south

magnetic pole latitude versus time. Fourth row: plots of the magnitude of the dipole

moment versus time. a–d span 100,000 years; e–h span 300,000 years; the tick marks

on the time axes are at intervals of 20,000 years (one dipole magnetic diffusion time).

These simulations began long before the 0 times plotted here.
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The magnitude of these effects are very unclear, however.
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Conclusions

Conclusions

Many details of the processes behind geomagnetic reversals (as
with the geodynamo in general) remain unclear, with rival
interpretations remaining possible.

At present, the case for control from the mantle has not been
definitively made.

The situation can only improve with more observations, and with a
better understanding of the processes occurring in numerical
models.

Research on reversal processes may ultimately help constrain our
understanding of other parts of the Earth’s deep interior (or vice
versa).
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