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RECONFIGURABLE VIRTUAL
INSTRUMENTATION (RVI)

A BLOCK-BASED OPEN SOURCE APPROACH
USING FPGA TECHNOLOGY




An artistic view of an RVI System

Reconfigurable Virtual Instrumentation

Emulated Instruments

Virtual Instrument The RVI system can be seen
as a “magic-box” connected to
a PC through a standard port

High-level software application
— select a virtual instrument
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Reconfigurable Virtual Instrumentation

Function generator Oscilloscope

Multimeter
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Proposal for an RVI system

Goal: To provide a high-performance and low-cost reusable common hardware/software
platform for

1) Implementation of multiple standard electronic instruments
2) Fast prototyping and evaluation of hardware algorithms
3) Implementation of custom scientific instrumentation

Hardware & Software modularity
> Block-based design methodology
> Hierarchical structure

Common standardized global architecture
> Block interfaces definition
> Clear mechanism of blocks interaction

Open Source & Open Cores
> Sharing the design effort and results by a large community of user and contributors with
different expertise's and backgrounds (EE, Physicist, Comp. Sci. , DSP experts, etc)




RVI SYSTEM ARCHITECTURE

 Reconfigurable Instrument

— a versatile hardware platform that can be
reconfigured into different electronic instruments
using a software tool




Challenges involved in RVI

A suitable hardware platform A complete software chain

- the magic box - - from FPGA design to GUI -

>  Flexibility and Adaptability > Portability and Adaptability
e to wide variety of e Linux, Windows, others OS
requirements « FPGA vendors and families

PP, USB, Serial, etc.
»  Upgradeability

. must be able to take e expansion of the potential
advantage of new electronics users/developers base
devices and facilities

e  mitigate the obsolescence of > Upgradeability

the hardware

e Migration to new versions




High-Level RVI System Architecture

e Hardware sub-system

— RI connected to PC through a physical
connection.




RVI Hardware System
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Reconfigurable Instrument

 |CTP-RVI Mother Board http//www.ictp.it/~fpga
— FPGA device (ACTEL AP3E family)
— a block of communication ports
— an extension memory
— debugging facilities and miscellaneous components

— two high quality board-to-board connectors with 54 pins directly
connected to the FPGA gp-1/0O
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Two Interacting RVI Instruments
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The Global Software Architecture

PC Domain

FPGA Domain

User Interface

Data Processing Data Processing
Modules Modules

Device Driver

Physical interface 1

PC Interface Core

Dual Port Memory Registers

Instrument Core

FPGA Ports

Computer Software

user interface, port drivers, and
offline data elaboration programs
and utilities



The Computer Software

» collection of independent modules hierarchically organized

» Dbasically, the CS provides:
— a generic RVI graphical and textual user interface
— a library of virtual instruments with custom user interfaces
— data storage facilities
— physical communication control (drivers




Synthesizable Hardware Description Code

» asynthesis friendly VHDL description

» basically, the SHDC provides:
— PC-FPGA communication block
— the instrument core
— external hardware specific interface block
— FPGA port assignment (and other constraints) description file.




Integrating a reconfigurable instrument core
In an RVI system

 The core must comply with

— the standardized interfaces of the PC-FPGA
communication block and the external hardware specific
Interface block

— a common mechanism of interaction




Architecture for Single Instruments
Implementation Examples
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Block diagram of the FPGA architecture for a

Block diagram of the FPGA architecture for a Reconfigurable Reconfigurable Virtual Arbitrary Waveform Generator

>—A demodulator for Anolog to Digital conversion. or Digital oscilloscope.




PC-FPGA Communication Block

e The communication between the PC and the Core
Instrument Is done Iin two ways:

— by reading and writing into registers (read-only reg. for the
Core Instrument, read-only reg. for the PC and reserved
reg. to handle the RVI communication protocol).

— by reading and writing data into the dual port memory.




General Purpose Debugging Interface
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GUI for a Wave Form Generator
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A possible FPGA Global Architecture for RVI

1) PC <-> FPGA

communication
2) External Hardware
3) Instruments cores

4) External memory

5) Standard Ports
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Concrete architecture for an RVI hardware

platform
1
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Conclusions (1)

e FPGA technologies are opening up new
opportunities including in the field of scientific
Instrumentation

Excellent hardware cost/performance ratio




Conclusions (2)

e RVI Platform

Many areas of applications from basic research and high
education to Industry

- Emulation of standard general purpose instruments




Conclusions (3)

e The Rl could be seen as a parallel coprocessor of
the PC

Accelerate execution of time consuming or time critical tasks
- Online digital signal processing
- Computational intensive algorithms




Conclusions (4)

e Open Source & Open Core Approach

Is Affordable and Sustainable

Stimulates Scientific Research and Production of Intellectual
Properties




