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Introducing myself

* Biologist and physicist

* Not a ,marine” (only a little bit)

* Individual-based/agent-based modelling
* Pattern-oriented modelling

* Ecological modelling to support environmental
decision making

* Theory: emergence of stability properties



What are my lectures about?

* What is a model?

* Individual-based modelling

* The Modelling Cycle

* The ODD protocol

°* NetLogo (including a demo tour)

* Pattern-oriented modelling
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The real purpose of my lectures..

You all buy and read this
book:

Grimm V, Railsback SF
(2005) Individual-based
Modeling and Ecology.
Princeton University Press,
Princeton, N.J.

Individual-based
Mo-deling and
E’cology

VoLKER GRIMM AND STEVEN F. RAlLSBACK
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.. also this one (next year)

A Course in Individual- and Agent-based Modeling - Scientific Modeling with NetLogo

Book Objectives Book Contents NetLogo Information Feedback & Links

You can download 16 (of 24) chapters:

Railsback SF, Grimm V (2011) A Course in Individual-
based and Agent-based Modeling. Princeton
University Press, Princeton, N.J.

http://www.railsback-grimm-abm-book.com §




What I1s a model?

* Before we think about what INDIVIDUAL-
BASED models are, we need to agree on what
a model is.

Definition
A model is a purposeful (simplified)
representation

Modelling is not an activity of some specialists
(modellers) but something we do all the time,

necessarily, because we never have enough data
and time.

Thinking = problem solving = modelling
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Modelling: “simplified” representation

* Why do we simplify?
* How do we simplify?
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Modelling: essential or not essential?

* When trying to solve a problem, or answer a question,
we continuously are asking ourselves the question:

Is it likely that this aspect of the real system is
essential for the solution of my problem?

* The problem to be solved serves like a kind of
customer, or filter

* But how can we know whether something is essential?

* Answer: We cannot! That's why — in science - we
develop the model: To see whether we captured key
features of the system!!
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Chapter Two

A Primer to Modeling

Modeling is presented as a discipline that draws (in the first instance)
on the perception of the detective rather than the expertise of the
mathematician.

—Anthony Starfield and Andrew Bleloch, 1986

2.1 INTRODUCTION

SERIES IN THEORETICAL AND Co
Individual-based modeling is, above all, modeling. If we want to make
individual-based modeling effective and coherent, we must understand what

Individual-based
) modeling really is and how it works. Therefore, in this chapter we introduce
. general guidelines for developing models, referring readers to other authors
O' e I n g d n (especially Starfield, Smith, and Bleloch 1990; Starfield and Bleloch 1986; and

Haefner 1996) for more detailed introduction to the principles of modeling.
These guidelines also set the stage for the remainder of the book: subsequent
chapters address the modeling tasks introduced here.

E’cology
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Lessons for individual-based modelling

* IBM requires some techniques (programming,
mathematics, statistics)

* But "modelling” is independent of this

* In a scientific model, we make all our heuristics and
simplifying assumptions explicit
* And, we use mathematics and computer logics to

rigorously explore the consequences of these
assmputions
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Why individual-based models?

IBM
Agents/Individuals described as discrete, unique, and
autonomous entities

* Individuals ARE discrete entities. Important at low
densities.

* Individuals, even of same species and age, can be
different. Important e.g. for buffer mechanisms.

* Individuals have a life history.
* |nteractions among individuals usually are local, not global.

* |Individuals make decisions, which are adaptive, i.e.
depend on the individual's and its environment’s state.

* |ndividuals are no atoms.
* ,Ecology” emerges from individual behavior.
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Why individual-based models?

Individuals are represented explicitly
1. Individuals are unigue and different
2. Individuals interact locally

3. Individuals show adaptive behavior

ABMs including all three of these elements can
be dubbed “full-fledged”. Most ABMs focus on
only one or two of these elements. (Why?)
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Why NOT individual-based models?

But: there are also good arguments to avoid the IBM approach
and prefer more aggregated modelling techniques (calculus,
matrix models, statistical (empirical) models, etc. )

* Too complex to be understood.

* Impossible to include everything in a model.
* Too data hungry.

* Too many parameters unknown.

* Too much uncertainty in model structure.

e Hard to test.

* Require too much man and computer power.

* Problem of model communication is limiting
scientific value.
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State-of-the-Art

From: D.L. DeAngelis.

Spatial See also: DeAngelis & Mooij (2005). Ann. Rev. Ecol. Syst. 36
Models; e.g.,
pdes,
metapopulation
models
Local - behavior
Interactions Finite Moderate life history
numbers of structure and behaviors
individuals
Evolutionary
Discrete ohvsiol change
ivi . siolo
Individuals Variation among
Age, size, Individuals
stage
structure — .
: Complex life histories

models; ( _

including memory and
pde and _
matrix other (_:um.ulatlvely

changing internal

variables

Classical Level 1 Level 2 Level 3 Level 4 Level 5
Progenitors
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Terminology

In individual-based models (IBM), agents
used to be quite simple- or even zero-minded
(plants, animals), whereas agent-based
models (ABM) have a strong focus on
decision making and mental processes.

But these historical differences are fading
away, which is good. | will use ABM and IBM
iInterchangably.

Multi-agent systems (MAS) are similar, but have their
background in artificial intelligence and computer
science (and are often not useful for non-computer
scientists)
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Example: Oystercatcher mortality (1976-1981)

0 7 ® Observed

O Individual-based model predictions
4 + | —— Regression predictions

3 4 Calibration years
< >

O

Overwinter mortality (%)

O | | |
15 20 25 30

Density on mussel beds (birds ha™)

Data collected by John Goss-Custard from Exe estuary, UK
Data from Stillman et al. (2000) Journal of Applied Ecology, 37, 564-588



Example: Oystercatcher mortality (1976-1991)

S A ®
. ® Observed
o\\o/ O Individual-based model predictions
> 4 1| —Regression predictions e ,©
© o
= : :
© 34 Calibration years o
= < >
© o
= 2 O 0O
-
2 14 . ¢
O 6 °

O | | |

15 20 25 30

Density on mussel beds (birds ha™)

Data collected by John Goss-Custard from Exe estuary, UK
Data from Stillman et al. (2000) Journal of Applied Ecology, 37, 564-588



Example: flocks of starlings

Individuals are represented explicitly
* Individuals are different
* Individuals interact locally

Behavioral Ecology
doi:10.1093,/beheco/arql49

Self-organized aerial displays of thousands of
starlings: a model

H. Hildenbrandt," C. Carere,”* and C.K. Hemelrijk*

“Theoretical biology; Behavioural Ecology and Self-organisation, Centre for Ec ologu al and Evolutionary
Studies, University of Groningen, PO Box 14, 9750 AA, Haren, The Netherlands, "CNR-INFM, Dipartimento
di Fisica, Universita® di Roma La Sapienza, Ple A. Moro 2, 00185 Roma, Italy, and “Dipartimento di
Ecologia e Sviluppo Economico Sostenibile Universita dcgll Studi della Tuscia, Viterbo, Italy

Through combining theoretical models and empirical data, complexity science has increased our understanding of social
behavior of animals, in particular of social insects, primates, and fish. What are missing are studies of roll(‘rri\c behavior of
huge swarms of birds. Recently detailed empirical data have been collected of the swarming maneuvers of large flocks of
thousands of starlings (Stumus vulgaris) at their communal sleeping site (roost). Their flocking maneuvers are of dazzling
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Example: flocks of starlings

Main new features of Hildenbrandt et al. 2010:
Flight physics (banking, lift, drag, ...)

No fixec

neighborhood radius: birds

try to ta

Ke Into account 6-8 neighbors

Invisible (soft) wall of preferred
roosting area



Modelling: iterative process

* We need to have a clearly formulated research question
* We need to simplify to simplify TO SIMPLIFY

* Simplify to the threshold of pain, and beyond — and see
how it works!

* Modelling is an iterative process: formulating the
question, the simplified representation, implementing the
model as a program, testing the program, analyzing the
model output, throwing everything in the trash can,
starting with a modified (question/model/program) etc. etc.

* The Modelling Cycle
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The Modelling Cycle

Communicate
the model
Formulate the
question
Assemble
hypotheses
™
Analyze the
model
Chose model
structure
Implement the
model HELMHOLTZ
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Tasks of the cycle

Formulate the question

* The question or problem serves as a filter for those
aspects of the real system that are included in the
model.

* First modelling the system, then specifying the
guestion does not work!

Assemble hypothesis

* We need a conceptual (often: verbal, graphical) model
of how the system works and what the answer is.

* This conceptual model can be based on: empirical
experience; theory; intuition ... .

* Discuss and revise the conceptual model thoroughly,
but not forever. It can't be tested in your head!
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Example: , Influence diagram®
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Tasks of the cycle

Choose model structure ODD

* What are the model's entities, by what sets of state
variables are they characterized. How to represent the
abiotic environment? What are temporal and spatial
resolutions and extents?

* Which processes do we include in the model
(interactions, disturbances, management, growth, etc.)?

* How do we schedule the processes?
* How do we represent (=model) these processes?

Implement the model

* Write down the equations and/or implement the model as
a computer programm (if-then rules, loops)

* Chose an appropriate software platform (e.g. for
prototyping, NetLogo).
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Tasks of the cycle

Analyze the model

* Usually, we do not understand immediately why a
simulation model does what it does. So, we need to perform
controlled simulation experiments to understand what is
going on (,What if | make the environment homogeneous, or
double carrying capacity?”)

* Simulation experiments are designed and analyzed just as
real experiments.

* This is the ,hard” science part of the cycle, which usually
requires 95% of our time.

Communicate the model

* Like a lab protocol, model development has to be
documented with written formulations.

* The final formulation should enable peers to fully understand
and reimplement the model (— ODD).

e




The modelling cycle

Communicate
the model
Formulate the
question
“ .
The role of ,patterns™ will be
FE— explained later (pattern-
h th 1 H
et oriented modelling, POM)
Stakeholder involvement
Analyze the Recommendations
moda Problem
formulation
Model
Chose model design and
structure formulation
|ﬂ"||1|Eﬂ"lEﬂt the Quantifi-
model cation of Implement-
uncertainties

Validation Parameterization

Schmolke A, Thorbek P, DeAngelis DL,
Grimm V. 2010. Trends in Ecology and
Evolution 25: 479-486

Verification
and sensitivity
analysis

Modeling Cycle




ODD: Overview — Design concepts - Detail

ECOLOGICAL MODELLING 198 (2006) 115126

available at www.sciencedirect.com

“e.? ScienceDirect

E il
T =

[ ] _\‘[ __\\_ H R journal homepage: www.elsevier.com/locate/ecolmodel

A standard protocol for describing individual-based and
agent-based models

Volker Grimm®*, Uta Berger®, Finn Bastiansen®, Sigrunn Eliassen®, Vincent Ginot?,
Jarl Giske*, John Goss-Custard®, Tamara Grand?, Simone K. Heinz®, Geir Huse9,
Andreas Huth?, Jane U. Jepsen?, Christian Jgrgensen®, Wolf M. Mooij", Birgit Miiller?,
Guy Pe’er’, Cyril Piou®, Steven F. Railsback’, Andrew M. Robbins*, Martha M. Robbins¥,
Eva Rossmanith!, Nadja Riiger®, Espen Strand®, Sami Souissi™, Richard A. Stillman®,
Rune Vabg9, Ute Visser®, Donald L. DeAngelis"

8 UFZ Umweltforschungszentrum Leipzig-Halle GmbH, Department Okologische Systemanalyse, Permoserstr. 15, 04318 Leipzig,
Gcermary

b Zentrum filr Marine Tropendkologie, Fahrenheitstr. &, 28359 Eremen, Germany

= University of Bergen, Department of Biology, P.O. Box 7800, N-5020 Bergen, Norway
4 INRA, Unité de Biométrie, Domaine St.-Paul, 84 814 Avignon Cedex 9, France
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Ecological Modelling 221 (20007 2760-2768

Contents lists available at ScienceDirect

Ecological Modelling

journal homepage: www.elsevier.com/locate/ecolmodel

The ODD protocol: A review and first update

Volker Grimm@*, Uta Berger®, Donald L. DeAngelis, J. Gary Polhill9, Jarl Giske®, Steven F. Railsback®2

*Helmbholtz Centre for Environmental Research-UFZ, Depariment of Eceloglcal Modelllng, Permosarsitr, 15, (4318 Lelpzig, Cermany
b Institute of Forest Growth and Computer Science, Dresden Univarsity of Technology, P.O. 1117, 01735 Tharandt, Germany

©USGS/ Biological Resowrces Diviston and Depe. of Biology, University of Mimmi, PO Box 2491 18, Coral Gables, FL 22124, USA

d Macaulay Land Use Research Institute, Cralgiebuckler, Aberdeen, AR5 8QH, United Kingdom

¢ Umiversity of Bergen, Department of Blology, P.O, Box 7803, N-5020 Bargen, Norway

F Department of Mathematics, Humboldt State University, Arcata, C1 95521, U5A

2 Lang, Ratlsback &Associates, 250 Califormia Avenue, Arcata, CA 95521, USA

ARTICLE INFO ABSTEREACT
Article history; The "ODD" {Overview, Design concepts, and Details) protocol was published in 2006 to standardize the
Received 15 February 2010 published descriptions of individual-based and agent-based models (ABMs). The primary objectives of

Received in revised form 10 August 2010

Accepted 13 August 2010 ODD are to make model descriptions more understandable and complete, thereby making ABMs less

subject to criticism for being irreproducible. We have systematically evaluated existing uses of the ODD
protocol and identified, as expected, parts of ODD needing improvement and clarification. Accordingly,
we revise the definition of ODD to clarify aspects of the original version and thereby facilitate future
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ODD

Elements of the original ODD

Elements of the updated ODD

protocol (Grimm et al. 2006) protocol
1. Purpose 1. Purpose
_E 2. State variables and scales 2(Entities)state variables, and
E scale
3 3. Process overview and 3. Process overview and
scheduling scheduling
4. Design concepts 4. Design concepts
¢ Emergence * Emergence
e Adaptation e Adaptation/Adaptive traits?
g e Fitness ¢ Objectives
S .?@
=
o e Prediction e Prediction
.“E',! e Sensing e Sensing
A e Interaction e Interaction
e Stochasticity ¢ Stochasticity
e Collectives e Collectives
e Observation e Observation
P 5. Initilization 5. Initialization
g 6. Input 6. InpQt data >
= 7. Submodels 7. Submodels




1. Purpose

Question: What is the purpose of the model?



2. Entities, state variables, and scales

Questions:

What kinds of entities are in the model?

Agents, collectives, spatial units, global environment

By what state variables, or attributes, are
these entities characterized?

Age, sex, wealth, opinion, strategy; soil type, land costs;
rainfall, market price, disturbance frequency

What are the temporal and spatial resolutions
and extents of the model?



3. Process overview and scheduling

Questions:

Who (i.e., what entity) does what, and in what
order?

When are state variables updated?

How Is time modeled, as discrete steps or as
a continuum over which both continuous
processes and discrete events can occur?
Except for very simple schedules, one should use pseudo-code
to describe the schedule in every detail, so that the model can
be re-implemented from this code. Ideally, the pseudo-code

corresponds fully to the actual code used in the program
Implementing the ABM.

e



4. Design concepts

Questions:

There are ten design concepts. Most of
these were discussed extensively by
Railsback (2001), Grimm and Railsback
(2005; Ch. 5), and in Railsback and Grimm
(in press) and are summarized in the
following questions:



Emergence
What emerges from the model (rather than being imposed)?
Adaptation
How do the agents adapt to improve their fitness? (Directly and
indirectly)
Fitness
What are the goals of the agents? What determines their survival?
Prediction
How do agents predict the consequences of their decisions?
Use of learning, memory, environmental cues, embedded
assumptions
Sensing
What are agents assumed to know or perceive when making
decisions?
Is the sensing process itself explicitly modelled?
Interaction
What forms of interaction among agents are there?
Stochasticity
Justification for any stochasticity in the model
Collectives
Grouping of individuals
Observation
How are data collected from the model for analysis?

__



5. Initialization

Questions:

What is the initial state of the model world, I.e.,
at timet =0 of a simulation run?

In detail, how many entities of what type are there
initially, and what are the exact values of their state
variables (or how were they set stochastically)?

Is initialization always the same, or is it allowed to vary
among simulations? Are the initial values chosen
arbitrarily or based on data? References to those data
should be provided.



6. Input data

Question:

Does the model use Iinput from external
sources such as data files or other models to
represent processes that change over time?



7. Submodels

Questions:

What, in detail, are the submodels that
represent the processes listed in “Process
overview and scheduling”?

What are the model parameters, their dimensions, and
reference values?

How were submodels designed or chosen, and how
were they parameterized and then tested?



Example

2.2.1. Purpose

The model was designed to predict the probability of small re-
introduced populations of wild dogs establishing themselves and
persisting in the release area under various scenarios, including
regular translocation of disperser groups.
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Example

2.2.2. State variables and scales

The three entities included in the model were individuals, packs
and disperser groups. Individuals were characterized by their state
variables sex, age, social status and pack or disperser group mem-
bership. A pack was defined as a reproductive unit (either newly
formed or established, see below) that contained a dominant pair,
potentially also including pups as well as subordinate yearlings
and adults of both sexes. Pups were less than one, yearlings be-
tween one and two, and adults more than 2 years of age. A dis-
perser group consisted of one or more same-sexed individuals
originating from the same pack. Time proceeded in discrete steps
of 1 year. The model was not spatially explicit to make it more gen-
erally applicable and because disperser groups are highly mobile;
however, space was indirectly included in the model by consider-
ing the ecological capacity for wild dogs in HiP (see below).

uuuuuuuuuuuuuu
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Example

2.2.3. Process overview and scheduling

The fate of each individual in the population was traced from
birth to death. Within each vear, the following processes were sim-
ulated in the given (biologically meaningful and computationally
practical) order for each of the given entities: ageing (individuals),
reproduction (packs), dispersal (individuals), pack formation (dis-
perser groups), mortality (individuals), catastrophes (individuals),
management interventions [ packs and disperser groups) and dom-
inance (packs). Individuals, packs and disperser groups were pro-
cessed in a randomized sequence every year. The rules defining
the above processes are described in Section 2.2.7 below.

2.2.4. Design concepts

2241 Emergence. Wild dog population and pack dynamics
emerged from the behaviour of individuals, but individual behav-
iour was entirely imposed by probabilistic empirical rules, No Allee
effects at the pack level were imposed onto the model, as no such
effects were observed in the population modelled here (Somers
et al., 2008). However, possible Allee effects were allowed to
emerge from the model.

2242 Interaction. Four types of interaction were modelled /'
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implicitly: (i) within each pack, dispersing individuals of the same 2ENTRUM EOR

sex formed a disnerser eroun. (11 formation of a new nack was UMWELTEORSCHUNG
UFZ

R "



Example

2.2.5. Initialization

Simulations started with a specified number of packs and indi-
viduals per pack, but no disperser groups. One male and female per
pack were randomly selected as dominants. Sex and age of individ-
uals in initial packs was random: the probability of being male was
0.50 and age was uniformly distributed from 1 to 6 years.

2.2.6. Input

The model did not include any environmental variables as driv-
ing the population, as competitor density, amount of rainfall and
prey availability did not significantly influence the population
modelled here (Somers et al., 2008). Environmental variation was

represented by environmental stochasticity and random cata-
strophic events.
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Example

2.2.7. Submodels
2.2.7.1. Ageing. The age of all individuals increased by 1 year. All

individuals that reached their observed maximum age of 9 years
died (Somers et al., 2008).

2.2.7.2. Reproduction. Both males and females could theoretically
become dominant and reproduce from 1 to 8 years of age, with
only packs that contained a dominant pair potentially reproducing
(Somers et al., 2008). The probability of a pack reproducing in a gi-
ven year was piecewise density-dependent, which best matched
the observed linear negative density dependence in population
growth rate (Somers et al., 2008 ). HiP’'s ecological capacity for wild
dogs, based on the availability of the most important prey species,
was estimated to be at N=62 (Lindsey et al., 2004), with N being
the total number of all adults and yearlings plus half the number
of pups. If N was smaller than half of the ecological capacity, a litter
was added annually with an observed probability 0.33 to newly

farmod narclre 16 in theo Bret hroadineg caoscenn Aftar farmatinn
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ODD Update

Elements of the original ODD

Elements of the updated ODD

protocol (Grimm et al. 2006) protocol
1. Purpose 1. Purpose
_E 2. State variables and scales 2(Entities)state variables, and
E scale
3 3. Process overview and 3. Process overview and
scheduling scheduling
4. Design concepts 4. Design concepts
¢ Emergence * Emergence
e Adaptation e Adaptation/Adaptive traits?
g e Fitness ¢ Objectives
S .?@
=
o e Prediction e Prediction
.“E',! e Sensing e Sensing
A e Interaction e Interaction
e Stochasticity ¢ Stochasticity
e Collectives e Collectives
e Observation e Observation
P 5. Initilization 5. Initialization
g 6. Input 6. InpQt data >
= 7. Submodels 7. Submodels




Big surprise with ODD

* Originally designed merely for communication (in
publications)

* Turns out to change your way of formulating and
designing ABMs in the first place!!

* You start thinking and speaking — ODD

* You start expecting others to speak ODD, to better
understand what they do and mean



Remark: ODD and NetLogo match well

Elements of the updated ODD NetLogo elements
protocol
3 1. Purpose Information tab
2 2. Entities, state variables, and breeds, turtles-own,
E scales patches-own, globals
S 3. Process overview and “go” procedure
© scheduling
4. Design concepts e [nformation tab
e Emergence e primitives
" e Adaptation/Adaptive traits? e plots, monitors,
% e Objectives agent monitors,
o e Learning file output
o e Prediction
_E; e Sensing
o e Interaction
a « Stochasticity
e Collectives
e Observation
7, 2. Initialization “setup” procedure
[ 6. Input data file input
o 7. Submodels procedures, reporters

__



How to implement IBMs?

All-purpose programming languages (C++, Delphi, Java, etc.)
* You can do anything you want (flexibility)

* You have to implement anything you want yourself. Almost
nothing that supports IBMs is provided ready-to-use

* No observer facilities
* Platforms often proprietory

Software libraries designed for IBMs (Swarm, Repast, Mason)

* You can do anything you want (flexibility)

Many IBM-specific things provided, including observer tools
Free (based on Objective C or Java)

* User communities

* Easier to share code with others (same design concepts)
Steep learning curve (unsuitable for beginners course)
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NetLogo

Integrated software platforms (NetLogo)
* Easy to use for beginners (good for courses)
* Powerful concepts (patches, turtles, ask)

* You can probably do (almost) anything you want, but that
might sometimes require work-arounds

* Very easy to share code

* Very good documentation

* User community

* Maintained by active group (Northwestern University)
* Look and feel of video games

* Can be too slow (interpreter)

* Model library gives an incomplete idea of NetLogo

* Inceasingly used for , serious science*

R g



How it looks like

File Edit Tools Zoom Tabs Help
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Procedures tab

Demo 1 - NetLogo {C:Dokumente und Einstellungen',yogri'.Eigene Dateien', ARBORETUM  AKTUELLE M o ] 4]

File Edit Tools Zoom Tabs Help

Interface | Informationl Proceduresl

A e | WS 08 | Bm | B | T E | .
ﬂ Delete I Buttor | Shider | Switch | Chooser| Monitor| Plot | Output | Tesxt / World, ConSIStIng
s of_ grid of patches
, with 25 turtles
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/3 NetLogo 3.1 User Manual - Microsoft Internet Explorer _|ol ]
| &
L]

Datei Bearbeiten  Ansicht  Fawvoriken  Extras 2

) o —~ I ] 3 -
GZurUck - \_) e \ﬂ \ELI _'_\J | 7 ! suchen \ff\f:’ Fawariten @{| = -

Adresse I@ C:iDokumente und Einstellungen'vogriiEigene Dateien'Eigene Software!etLogoldocstindes:. html j Wechseln zu | Links P r. I m I t I V es

L B
(=command)

Relezse Motes

%iremems % NetLogo 3.1 User Manual g ro u p ed an d
alphabetically

Copyright

N Categories: Turtle - Patch - Agentset - CalerrTantrolLagic - World - Perspective
T e o Input/Output - Files - List - String - bath - Plotting - Links - Movie - Systern - HubMet
Sample Model: Party |Specia|: ‘ariahles - Keywords - Constants ‘

Learning NetLogo i’
Categories of Primitives

~n This is an approximate grouping. Remember that a turtle-related primitive might still be called by
elerence J patches or observers, and vice versa. To see which agent (turtles, patches, abserver) can actually run
each command, consult each individual entry in the dictionary.

Turtle-related

back (bk) =breeds=-at =hreeds=-here <hreeds=-on can-move? clear-turtles (ct) create-<breeds=
create-custom-=bresds= create-custom-turtles (cct) create-turtles (crt) die distance distancesxy
downhill downhilld dix dy face facesy forward (fd) hatch hatch-<hreeds= hideturtle (ht) home inspect js-
=breed="7 is-turtle? jump left (It) myself nobody -of other-tutles-here ather-<breeds=hers patch-aheac
patch-at-heading-and-distance patch-here patch-left-and-ahead patch-right-and-ahead pen-dowin {pd
pen-erase (pe) pen-up (pu) random-xcor random-ycor right (it) self set-default-shape _ setline-

thickness sebey shapes showturtle (st) sprout sprout-<breeds= stamp stamp-erase subject subtract-
headinms fie trnaards triaeardcas fudle tortlec tortlac_at totles_from tortlec_hera fudlaconn b |r'rlon::_r|ﬁmrn_lL|
+

l_ ’_ ’_ ’_ I_ | J Arbeitsplatz A

_ \ You should always switch between Programming Guide
Tutorials  and Primitives Dictionary. Check also: Code Examples

and Model Library.
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NetLogo

Demonstration tour...



Summary so far

* What is a model?

* Individual-based modelling

* The Modelling Cycle

* The ODD protocol

°* NetLogo (including a demo tour)



Pattern-oriented Modelling
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The modelling cycle

Communicate
the model

Analyze the
model

Formulate the
question

Assemble

hypotheses

Implement the
model

Chose model
structure
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Problem: verification and validation

* We want to make sure that our models are
“sufficiently good” representations of their
real counterparts.

* We want to learn about the real world

°* We want to capture essential elements of a
real system’s “internal organization”

* We want to capture the “generative
mechanisms” that generate the structure
and behavior of real systems
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Problem: verification and validation

V1

the model “mimics the real world well enough for its
stated purpose (Giere, 1991)” (Rykiel 1996, p. 230).

V2

we can place confidence “in inferences about the
real system that are based on model results (Curry

et al., 1989)” (Rykiel 1996, p. 230)

Note:

Rykiel combines both aspects under one term, vaIidatiPn
/7 HELMHOLTZ
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Hildenbrandt et al. 2010



Fundamental problem

°* Our model might reproduce the right pattern
for the wrong reasons

°* How can we be sure to capture the real
,generative mechanisms“?

* How can we design models so that we
,optimize* model complexity?
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The Medawar zone

Verificatio
Validation

n
=

Medawar zone

Payoff

Model complexity

Problem

Data
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“Mechanisticially rich models”

°|If amodel is too poor in structure, it will not
be able to capture essential mechanisms

°* There will be too few means to test (validate)
the model

e .Complexity” of model is not bad per se, but
can increase the payoff

DeAngelis and Mooij 2003 ff: HELMHOLTZ
ZENTRUM FUR

UMWELTFORSCHUNG
UFZ

R "



Example: Beech forests

Pattern |: Mosaik of developmental stages

Urwald Corkova Uvalo
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Beech forests

Example

stages

Mosaik of developmental

Pattern |
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Example: Beech forests

Pattern II: Vertical structure - Cycles

eranwachsstadium

Optimalstadium
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Example: Beech forests

Real complex system Observed patterns Model structure

—>
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Rademacher et al. 2004, Grimm et al. 2005
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Verification

Occurrence of mosaic pattern v/

Size of mosaic patches 0,3 ha (model) / 0,1- 2 ha (Remmert) v

Duration of stages v

Modell
Development 105
Optimal 45
Decay 120

(Korpel)
85-100
40-50
95-110

(Percentage total area)

Modell (Korpel)
35,7+ 11,9 34 — 43
20,3+9,3 20 — 22
441+ 11,8 42 — 45

Succession of stages: 90% right, only in 3% wrong v/
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Validation

Age structure in the canopy v

Spatial distribution of very large (or old) trees
(,giants") v

« Amount and spatial distribution of dead wood
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Why did it work?

e Model structure oriented towards MULTIPLE
patterns.

* This makes model rich in structure and
mechanism (but not too rich).

* This richness allows to analyze the model from
different perspectives.

* This allows for independent predictions.

* If the predictions are OK, we know that the
model is ,structurally realistic (contains
essential key structures and processes).

« If all this is so, the model can easily be
adjusted to other questions.
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POM = Systematic use of Multiple Patterns

Medawar zone

Payoff

Model complexity

Multiple
Patterns
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Patterns: Examples

* Red shift in spectra of galaxies

and stars i
* Atomic spectra 25
* Iridium layer: mass extinctions e
* Chargaff‘s rule e %
° DN A Ejecta layer .

" B5Myrs+

 Cretaceous layer 0]

* Exercise: Scan your textbooks et o
for patterns that were key to
decode internal organizations
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Spatial patterns in ecology
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Spatial patterns in marine ecology

Distance (km)

-600 -400 -200 0 200
Distance (km)

Tremblay et al. (unpublished)
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Learn to see also “weak patterns”




Patterns as filters

* Multiple (3 or more) ,weak” patterns may
narrow down model structure better than
one single ,strong” pattern

* Cycles in small mammals (,, strong*)
* Abundance within certain bounds
* Recovery after disturbance needs 10 years

* Territory size changes with abundance in a
certain way
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Pattern-oriented Modelling: Three elements

1. Provide state variables so that patterns
observed in reality in principle also can
emerge in the model

2. Contrast alternative theories (=models) of
certain adaptive behaviours

3. Use multiple patterns to determine entire
sets of unknown parameters (,inverse
modelling“)



Pattern-oriented Modelling

. Multi-criteria design of models

2. Multi-criteria assessment of models
(verification, validation)

3. Multi-criteria inverse parameterization of
models



Pattern-oriented Modelling 1/3: Design

Real complex system Observed patterns Model structure

Grimm et al. 2005
Rademacher et al. 2004




Pattern-oriented Modelling 1/3: Design

(a) Model building

Ln (size) Size (predator)
Size structures population  Biological processes
and communities depend on size

R s

Size-structured
state variables

Simulations
Roview Cel

ppppp

Ecosystem oceanography for global
change in fisheries

Grimm et al. 2005 Philippe Maurice Cury’, Yunne-Jai Shin", Benjamin Planque?®, Joél Marcel Durant?,
Rademacher et al. 2004 Jean-Marc Fromentin®, Stephanie Kramer-Schadt®, Nils Christian Stenseth®*®,
Morgane Travers' and Volker Grimm’

T




Pattern-oriented Modelling 2/3: assessment

Pattern Maximize growth Maximize survival State-based,
predictive

Hierarchical feeding v v
Response to high v v v
flow
Response to inter- v v
specific competition
Response to v v
predatory fish
Seasonal velocity v
preference
Response to reduced v
food availability

Railsback and Harvey 2002

Lahoutan Cotthvaat < [vant
&y]ﬁ:__.iqdua ot Apmakana.




Pattern-oriented Modelling 2/3: assessment

(b) Multiple patterns validation

» Individual level » Population level » Community level
Diet composition Size structure Size spectrum (survey)
< (catch) ‘@
; L
Sardine Anchovy S <
S Sh:
£ 5
~ Ln(size)

Fish length
Trophic level (catch)
Spatial distribution

Euphausiids ( } ©
survey fn
‘ Time
Species dominance
w Pqiﬂ
Lm |
2§
5 [

Temperature

TRENDS in Ecology & Evolution




Pattern-oriented Modelling 3/3

AUSTRIA

Filters Parameterizations passing
the filters

None 357
1 506
2 138
3 154
4 180
5 12
2+3+4 13
5+ 10
243+ +1 11

Ll

L]

COY index

1991 1992 1993 1994 1995 1996 1997 1993 1999 2000

Time (years)

Population growth rate
=l
=

0.05
0.00
01234232255
31443 1
4
Filter combinations

1.0

0.8

.6

0.4

0.2

0.0

SOnMean

Wiegand et al. 2005

(ﬁ' HELMHOLTZ

ZENTRUM FUR
UMWELTFORSCHUNG
UFZ




Pattern-oriented System Science

|||||||||||

|
|||||||||||||||

| Ludwig van Bertalantfy

® It is neither bottom-up nor top-down, but we
need both perspectives to capture the
essence of complex systems

® Patterns are the key to decode complex
systems

*POM is good for youl!



Readings on POM

e Ze Book I: Grimm and Railsback 2005
 Ze Book Ill: Railsback and Grimm 2010
* Review: Grimm et al. 2005

‘Eﬁ_

REVIEW

Pattern-Oriented Modeling of Agent-Based
Complex Systems: Lessons from Ecology

Volker Grimm,'* Eloy Revilla,® Uta Berger,? Florian Jeltsch,* Wolf M. Mooij,® Steven F. Railsback,®
Hans-Hermann Thulke,' Jacob Weiner,” Thorsten Wiegand,” Donald L. DeAngelis®

Agent-based complex systems are dynamic networks of many interacting agents; examples
include ecosystems, financial markets, and cities. The search for general principles
underdying the internal organization of such systems often uses bottom-up simulation
models such as cellular automata and agent-based models. No general framework for
designing, testing, and analyzing bottom-up models has yet been established, but recent
advances in ecological modeling have come together in a general strategy we call pattern-
orented modeling. This strategy provides a unifying framework for decoding the internal
organization of agent-based complex systems and may lead toward unifying algorithmic
theories of the relation between adaptive behavior and systemn complexity.

hat makes James Bond an agent?
He has a clear goal, he is au-
tonomous in his decisions about

achieving the goal, and he adapis these de-

Bottom-up models have been developed
for many types of ACSs (4), but the identifi-
cation of geneml prnciples underlying the
organization of ACSs has been hampered by

Ecology, in the past 30 years, has produced as
many ndividual-based models as all other dis-
ciplines together have produced agent-based
models (73), and has focused more on bottom-
up models that address real systems and prob-
lems (14).

We describe here how observed pattems
can be used o optimize model structure, test
and contrast theores for agent behavior, and
reduce pamameter uncertainty. Finally, we
discuss POM as a unifying framework for the
science of agent-based complex systems
general.

Patterns for Model Structure;




Summary POM

« Patterns characterize system
*POM means to ,decode” these patterns

*Try and identify ,internal organization®
of systems

* Multiple patterns — multi-criteria
assessment

e Patterns as filters
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Summary

* What is a model?

* Individual-based modelling

* The Modelling Cycle

* The ODD protocol

°* NetLogo (including a demo tour)

* Pattern-oriented modelling



Study questions

1. Go through the NetLogo tutorials

2. Get copies of the ODD papers from the
internet and formulate the Overview and
Design concepts part of your model (or an
existing model)

3. List patterns that characterize your system
of interest (include references, if possible).
How could they affect model design?

4. What would be the 1-3 key behaviors of
individuals in your model?

EITE 88



