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Abstract

The formalism of probabilistic graphical models provides a unifying framework for capturing complex dependencies among random variables, and building large-scale multivariate statistical models. Graphical models have become a focus of research in many statistical, computational and mathematical fields, including bioinformatics, communication theory, statistical physics, combinatorial optimization, signal and image processing, information retrieval and statistical machine learning. Many problems that arise in specific instances — including the key problems of computing marginals and modes of probability distributions — are best studied in the general setting. Working with exponential family representations, and exploiting the conjugate duality between the cumulant function and the entropy for exponential families, we develop general variational representations of the problems of computing likelihoods, marginal probabilities and most probable configurations. We describe how a wide variety
of algorithms — among them sum-product, cluster variational methods, expectation-propagation, mean field methods, max-product and linear programming relaxation, as well as conic programming relaxations — can all be understood in terms of exact or approximate forms of these variational representations. The variational approach provides a complementary alternative to Markov chain Monte Carlo as a general source of approximation methods for inference in large-scale statistical models.
Graphical models bring together graph theory and probability theory in a powerful formalism for multivariate statistical modeling. In various applied fields including bioinformatics, speech processing, image processing and control theory, statistical models have long been formulated in terms of graphs, and algorithms for computing basic statistical quantities such as likelihoods and score functions have often been expressed in terms of recursions operating on these graphs; examples include phylogenies, pedigrees, hidden Markov models, Markov random fields, and Kalman filters. These ideas can be understood, unified, and generalized within the formalism of graphical models. Indeed, graphical models provide a natural tool for formulating variations on these classical architectures, as well as for exploring entirely new families of statistical models. Accordingly, in fields that involve the study of large numbers of interacting variables, graphical models are increasingly in evidence.

Graph theory plays an important role in many computationally oriented fields, including combinatorial optimization, statistical physics, and economics. Beyond its use as a language for formulating models, graph theory also plays a fundamental role in assessing computational
complexity and feasibility. In particular, the running time of an algorithm or the magnitude of an error bound can often be characterized in terms of structural properties of a graph. This statement is also true in the context of graphical models. Indeed, as we discuss, the computational complexity of a fundamental method known as the junction tree algorithm — which generalizes many of the recursive algorithms on graphs cited above — can be characterized in terms of a natural graph-theoretic measure of interaction among variables. For suitably sparse graphs, the junction tree algorithm provides a systematic solution to the problem of computing likelihoods and other statistical quantities associated with a graphical model.

Unfortunately, many graphical models of practical interest are not “suitably sparse,” so that the junction tree algorithm no longer provides a viable computational framework. One popular source of methods for attempting to cope with such cases is the Markov chain Monte Carlo (MCMC) framework, and indeed there is a significant literature on the application of MCMC methods to graphical models [e.g., 28, 93, 202]. Our focus in this survey is rather different: we present an alternative computational methodology for statistical inference that is based on variational methods. These techniques provide a general class of alternatives to MCMC, and have applications outside of the graphical model framework. As we will see, however, they are particularly natural in their application to graphical models, due to their relationships with the structural properties of graphs.

The phrase “variational” itself is an umbrella term that refers to various mathematical tools for optimization-based formulations of problems, as well as associated techniques for their solution. The general idea is to express a quantity of interest as the solution of an optimization problem. The optimization problem can then be “relaxed” in various ways, either by approximating the function to be optimized or by approximating the set over which the optimization takes place. Such relaxations, in turn, provide a means of approximating the original quantity of interest.

The roots of both MCMC methods and variational methods lie in statistical physics. Indeed, the successful deployment of MCMC methods in statistical physics motivated and predated their entry into
statistics. However, the development of MCMC methodology specifically designed for statistical problems has played an important role in sparking widespread application of such methods in statistics [88]. A similar development in the case of variational methodology would be of significant interest. In our view, the most promising avenue toward a variational methodology tuned to statistics is to build on existing links between variational analysis and the exponential family of distributions [4, 11, 43, 74]. Indeed, the notions of convexity that lie at the heart of the statistical theory of the exponential family have immediate implications for the design of variational relaxations. Moreover, these variational relaxations have particularly interesting algorithmic consequences in the setting of graphical models, where they again lead to recursions on graphs.

Thus, we present a story with three interrelated themes. We begin in Section 2 with a discussion of graphical models, providing both an overview of the general mathematical framework, and also presenting several specific examples. All of these examples, as well as the majority of current applications of graphical models, involve distributions in the exponential family. Accordingly, Section 3 is devoted to a discussion of exponential families, focusing on the mathematical links to convex analysis, and thus anticipating our development of variational methods. In particular, the principal object of interest in our exposition is a certain conjugate dual relation associated with exponential families. From this foundation of conjugate duality, we develop a general variational representation for computing likelihoods and marginal probabilities in exponential families. Subsequent sections are devoted to the exploration of various instantiations of this variational principle, both in exact and approximate forms, which in turn yield various algorithms for computing exact and approximate marginal probabilities, respectively. In Section 4, we discuss the connection between the Bethe approximation and the sum-product algorithm, including both its exact form for trees and approximate form for graphs with cycles. We also develop the connections between Bethe-like approximations and other algorithms, including generalized sum-product, expectation-propagation and related moment-matching methods. In Section 5, we discuss the class of mean field methods, which arise from a qualitatively
different approximation to the exact variational principle, with the added benefit of generating lower bounds on the likelihood. In Section 6, we discuss the role of variational methods in parameter estimation, including both the fully observed and partially observed cases, as well as both frequentist and Bayesian settings. Both Bethe-type and mean field methods are based on nonconvex optimization problems, which typically have multiple solutions. In contrast, Section 7 discusses variational methods based on convex relaxations of the exact variational principle, many of which are also guaranteed to yield upper bounds on the log likelihood. Section 8 is devoted to the problem of mode computation, with particular emphasis on the case of discrete random variables, in which context computing the mode requires solving an integer programming problem. We develop connections between (reweighted) max-product algorithms and hierarchies of linear programming relaxations. In Section 9, we discuss the broader class of conic programming relaxations, and show how they can be understood in terms of semidefinite constraints imposed via moment matrices. We conclude with a discussion in Section 10.

The scope of this survey is limited in the following sense: given a distribution represented as a graphical model, we are concerned with the problem of computing marginal probabilities (including likelihoods), as well as the problem of computing modes. We refer to such computational tasks as problems of “probabilistic inference,” or “inference” for short. As with presentations of MCMC methods, such a limited focus may appear to aim most directly at applications in Bayesian statistics. While Bayesian statistics is indeed a natural terrain for deploying many of the methods that we present here, we see these methods as having applications throughout statistics, within both the frequentist and Bayesian paradigms, and we indicate some of these applications at various junctures in the survey.
We begin with background on graphical models. The key idea is that of factorization: a graphical model consists of a collection of probability distributions that factorize according to the structure of an underlying graph. Here, we are using the terminology “distribution” loosely; our notation $p$ should be understood as a mass function (density with respect to counting measure) in the discrete case, and a density with respect to Lebesgue measure in the continuous case. Our focus in this section is the interplay between probabilistic notions such as conditional independence on one hand, and on the other hand, graph-theoretic notions such as cliques and separation.

2.1 Probability Distributions on Graphs

We begin by describing the various types of graphical formalisms that are useful. A graph $G = (V, E)$ is formed by a collection of vertices $V = \{1, 2, \ldots, m\}$, and a collection of edges $E \subset V \times V$. Each edge consists of a pair of vertices $s, t \in E$, and may either be undirected, in which case there is no distinction between edge $(s, t)$ and edge $(t, s)$, or directed, in which case we write $(s \rightarrow t)$ to indicate the direction. See Appendix A.1 for more background on graphs and their properties.
In order to define a graphical model, we associate with each vertex \( s \in V \) a random variable \( X_s \) taking values in some space \( \mathcal{X}_s \). Depending on the application, this state space \( \mathcal{X}_s \) may either be continuous, (e.g., \( \mathcal{X}_s = \mathbb{R} \)) or discrete (e.g., \( \mathcal{X}_s = \{0,1,\ldots,r-1\} \)). We use lowercase letters (e.g., \( x_s \in \mathcal{X}_s \)) to denote particular elements of \( \mathcal{X}_s \), so that the notation \( \{X_s = x_s\} \) corresponds to the event that the random variable \( X_s \) takes the value \( x_s \in \mathcal{X}_s \). For any subset \( A \) of the vertex set \( V \), we define the subvector \( X_A := (X_s, s \in A) \), with the notation \( x_A := (x_s, s \in A) \) corresponding to the analogous quantity for values of the random vector \( X_A \). Similarly, we define \( \otimes_{s \in A} \mathcal{X}_s \) to be the Cartesian product of the state spaces for each of the elements of \( X_A \).

### 2.1.1 Directed Graphical Models

Given a directed graph with edges \((s \to t)\), we say that \( t \) is a child of \( s \), or conversely, that \( s \) is a parent of \( t \). For any vertex \( s \in V \), let \( \pi(s) \) denote the set of all parents of given node \( s \in V \). (If a vertex \( s \) has no parents, then the set \( \pi(s) \) should be understood to be empty.) A directed cycle is a sequence \((s_1, s_2, \ldots, s_k)\) such that \((s_i \to s_{i+1}) \in E\) for all \( i = 1, \ldots, k-1 \), and \((s_k \to s_1) \in E\). See Figure 2.1 for an illustration of these concepts.

Now suppose that \( G \) is a directed acyclic graph (DAG), meaning that every edge is directed, and that the graph contains no directed cycles.

![Fig. 2.1](image-url)
cycles. For any such DAG, we can define a partial order on the vertex set $V$ by the notion of ancestry: we say that node $s$ is an ancestor of $u$ if there is a directed path $(s,t_1,t_2,\ldots,t_k,u)$ (see Figure 2.1(b)). Given a DAG, for each vertex $s$ and its parent set $\pi(s)$, let $p_s(x_s \mid x_{\pi(s)})$ denote a nonnegative function over the variables $(x_s,x_{\pi(s)})$, normalized such that $\int p_s(x_s \mid x_{\pi(s)})dx_s = 1$. In terms of these local functions, a directed graphical model consists of a collection of probability distributions (densities or mass functions) that factorize in the following way:

$$p(x_1,x_2,\ldots,x_m) = \prod_{s \in V} p_s(x_s \mid x_{\pi(s)}). \quad (2.1)$$

It can be verified that our use of notation is consistent, in that $p_s(x_s \mid x_{\pi(s)})$ is, in fact, the conditional probability of $\{X_s = x_s\}$ given $\{X_{\pi(s)} = x_{\pi(s)}\}$ for the distribution $p(\cdot)$ defined by the factorization (2.1). This follows by an inductive argument that makes use of the normalization condition imposed on $p_s(\cdot)$, and the partial ordering induced by the ancestor relationship of the DAG.

### 2.1.2 Undirected Graphical Models

In the undirected case, the probability distribution factorizes according to functions defined on the cliques of the graph. A clique $C$ is a fully connected subset of the vertex set $V$, meaning that $(s,t) \in E$ for all $s,t \in C$. Let us associate with each clique $C$ a compatibility function $\psi_C : (\otimes_{s \in C} X_s) \rightarrow \mathbb{R}_+$. Recall that $\otimes_{s \in C} X_s$ denotes the Cartesian product of the state spaces of the random vector $X_C$. Consequently, the compatibility function $\psi_C$ is a local quantity, defined only for elements $x_C$ within the clique.

With this notation, an undirected graphical model — also known as a Markov random field (MRF), or a Gibbs distribution — is a collection of distributions that factorize as

$$p(x_1,x_2,\ldots,x_m) = \frac{1}{Z} \prod_{C \in \mathcal{C}} \psi_C(x_C), \quad (2.2)$$

where $Z$ is a constant chosen to ensure that the distribution is normalized. The set $\mathcal{C}$ is often taken to be the set of all maximal cliques of the graph, i.e., the set of cliques that are not properly contained
within any other clique. This condition can be imposed without loss of generality, because any representation based on nonmaximal cliques can always be converted to one based on maximal cliques by redefining the compatibility function on a maximal clique to be the product over the compatibility functions on the subsets of that clique. However, there may be computational benefits to using a nonmaximal representation — in particular, algorithms may be able to exploit specific features of the factorization special to the nonmaximal representation. For this reason, we do not necessarily restrict compatibility functions to maximal cliques only, but instead define the set $C$ to contain all cliques. (Factor graphs, discussed in the following section, allow for a finer-grained specification of factorization properties.)

It is important to understand that for a general undirected graph the compatibility functions $\psi_C$ need not have any obvious or direct relation to marginal or conditional distributions defined over the graph cliques. This property should be contrasted with the directed factorization (2.1), where the factors correspond to conditional probabilities over the child-parent sets.

### 2.1.3 Factor Graphs

For large graphs, the factorization properties of a graphical model, whether undirected or directed, may be difficult to visualize from the usual depictions of graphs. The formalism of factor graphs provides an alternative graphical representation, one which emphasizes the factorization of the distribution [143, 157].

Let $F$ represent an index set for the set of factors defining a graphical model distribution. In the undirected case, this set indexes the collection $C$ of cliques, while in the directed case $F$ indexes the set of parent–child neighborhoods. We then consider a bipartite graph $G' = (V, F, E')$, where $V$ is the original set of vertices, and $E'$ is a new edge set, joining only vertices $s \in V$ to factors $a \in F$. In particular, edge $(s, a) \in E'$ if and only if $x_s$ participates in the factor indexed by $a \in F$. See Figure 2.2(b) for an illustration.

For undirected models, the factor graph representation is of particular value when $C$ consists of more than the maximal cliques. Indeed, the compatibility functions for the nonmaximal cliques do not have
Fig. 2.2 Illustration of undirected graphical models and factor graphs. (a) An undirected graph on $m = 7$ vertices, with maximal cliques \{1, 2, 3, 4\}, \{4, 5, 6\}, and \{6, 7\}. (b) Equivalent representation of the undirected graph in (a) as a factor graph, assuming that we define compatibility functions only on the maximal cliques in (a). The factor graph is a bipartite graph with vertex set $V = \{1, \ldots, 7\}$ and factor set $F = \{a, b, c\}$, one for each of the compatibility functions of the original undirected graph.

2.2 Conditional Independence

Families of probability distributions as defined as in Equations (2.1) or (2.2) also have a characterization in terms of conditional independencies among subsets of random variables — the Markov properties of the graphical model. We only touch upon this characterization here, as it is not needed in the remainder of the survey; for a full treatment, we refer the interested reader to Lauritzen [153].

For undirected graphical models, conditional independence is identified with the graph-theoretic notion of reachability. In particular, let $A$, $B$, and $C$ be an arbitrary triple of mutually disjoint subsets of vertices. Let us stipulate that $X_A$ be independent of $X_B$ given $X_C$ if there is no path from a vertex in $A$ to a vertex in $B$ when we remove the vertices $C$ from the graph. Ranging over all possible choices of subsets $A$, $B$, and $C$ gives rise to a list of conditional independence assertions. It can be shown that this list is always consistent (i.e., there exist probability distributions that satisfy all of these assertions); moreover, the set of probability distributions that satisfy these assertions is exactly the set of distributions defined by (2.2) ranging over all possible choices of compatibility functions.
Thus, there are two equivalent characterizations of the family of probability distributions associated with an undirected graph. This equivalence is a fundamental mathematical result, linking an algebraic concept (factorization) and a graph-theoretic concept (reachability). This result also has algorithmic consequences, in that it reduces the problem of assessing conditional independence to the problem of assessing reachability on a graph, which is readily solved using simple breadth-first search algorithms [56].

An analogous result holds in the case of directed graphical models, with the only alteration being a different notion of reachability [153]. Once again, it is possible to establish an equivalence between the set of probability distributions specified by the directed factorization (2.1), and that defined in terms of a set of conditional independence assertions.

2.3 Statistical Inference and Exact Algorithms

Given a probability distribution $p$ defined by a graphical model, our focus will be solving one or more of the following computational inference problems:

(a) Computing the likelihood of observed data.
(b) Computing the marginal distribution $p(x_A)$ over a particular subset $A \subset V$ of nodes.
(c) Computing the conditional distribution $p(x_A | x_B)$, for disjoint subsets $A$ and $B$, where $A \cup B$ is in general a proper subset of $V$.
(d) Computing a mode of the density (i.e., an element $\hat{x}$ in the set $\text{arg max}_{x \in X^m} p(x)$).

Clearly problem (a) is a special case of problem (b). The computation of a conditional probability in (c) is similar in that it also requires marginalization steps, an initial one to obtain the numerator $p(x_A, x_B)$, and a further step to obtain the denominator $p(x_B)$. In contrast, the problem of computing modes stated in (d) is fundamentally different, since it entails maximization rather than integration. Nonetheless, our variational development in the sequel will highlight some important
connections between the problem of computing marginals and that of computing modes.

To understand the challenges inherent in these inference problems, consider the case of a discrete random vector $x \in \mathcal{X}^m$, where $\mathcal{X}_s = \{0, 1, \ldots, r - 1\}$ for each vertex $s \in V$. A naive approach to computing a marginal at a single node — say $p(x_s)$ — entails summing over all configurations of the form $\{x' \in \mathcal{X}^m | x'_s = x_s\}$. Since this set has $r^{m-1}$ elements, it is clear that a brute force approach will rapidly become intractable. Even with binary variables ($r = 2$) and a graph with $m \approx 100$ nodes (a small size for many applications), this summation is beyond the reach of brute-force computation. Similarly, in this discrete case, computing a mode entails solving an integer programming problem over an exponential number of configurations. For continuous random vectors, the problems are no easier$^1$ and typically harder, since they require computing a large number of integrals.

For undirected graphs without cycles or for directed graphs in which each node has a single parent — known generically as trees in either case — these inference problems can be solved exactly by recursive “message-passing” algorithms of a dynamic programming nature, with a computational complexity that scales only linearly in the number of nodes. In particular, for the case of computing marginals, the dynamic programming solution takes the form of a general algorithm known as the sum-product algorithm, whereas for the problem of computing modes it takes the form of an analogous algorithm known as the max-product algorithm. We describe these algorithms in Section 2.5.1. More generally, as we discuss in Section 2.5.2, the junction tree algorithm provides a solution to inference problems for arbitrary graphs. The junction tree algorithm has a computational complexity that is exponential in a quantity known as the treewidth of the graph.

2.4 Applications

Before turning to these algorithmic issues, however, it is helpful to ground the discussion by considering some examples of applications of

\footnote{The Gaussian case is an important exception to this statement.}
graphical models. We present examples of the use of graphical models in
the general areas of Bayesian hierarchical modeling, contingency table
analysis, and combinatorial optimization and satisfiability, as well spe-
cific examples in bioinformatics, speech and language processing, image
processing, spatial statistics, communication and coding theory.

2.4.1 Hierarchical Bayesian Models

The Bayesian framework treats all model quantities — observed data,
latent variables, parameters, nuisance variables — as random variables.
Thus, in a graphical model representation of a Bayesian model, all such
variables appear explicitly as vertices in the graph. The general com-
putational machinery associated with graphical models applies directly
to Bayesian computations of quantities such as marginal likelihoods
and posterior probabilities of parameters. Although Bayesian models
can be represented using either directed or undirected graphs, it is the
directed formalism that is most commonly encountered in practice. In
particular, in hierarchical Bayesian models, the specification of prior
distributions generally involves additional parameters known as hyper-
parameters, and the overall model is specified as a set of conditional
probabilities linking hyperparameters, parameters and data. Taking the
product of such conditional probability distributions defines the joint
probability; this factorization is simply a particular instance of Equa-
tion (2.1).

There are several advantages to treating a hierarchical Bayesian
model as a directed graphical model. First, hierarchical models are often
specified by making various assertions of conditional independence.
These assertions imply other conditional independence relationships,
and the reachability algorithms (mentioned in Section 2.1) provide a
systematic method for investigating all such relationships. Second, the
visualization provided by the graph can be useful both for understand-
ing the model (including the basic step of verifying that the graph is
acyclic), as well for exploring extensions. Finally, general computational
methods such as MCMC and variational inference algorithms can be
implemented for general graphical models, and hence apply to hier-
archical models in graphical form. These advantages and others have
led to the development of general software programs for specifying and manipulating hierarchical Bayesian models via the directed graphical model formalism [93].

### 2.4.2 Contingency Table Analysis

Contingency tables are a central tool in categorical data analysis [1, 80, 151], dating back to the seminal work of Pearson, Yule, and Fisher. An $m$-dimensional contingency table with $r$ levels describes a probability distribution over $m$ random variables $(X_1, \ldots, X_m)$, each of which takes one of $r$ possible values. For the special case $m = 2$, a contingency table with $r$ levels is simply a $r \times r$ matrix of nonnegative elements summing to one, whereas for $m > 2$, it is a multi-dimensional array with $r^m$ nonnegative entries summing to one. Thus, the table fully specifies a probability distribution over a random vector $(X_1, \ldots, X_m)$, where each $X_s$ takes one of $r$ possible values.

Contingency tables can be modeled within the framework of graphical models, and graphs provide a useful visualization of many natural questions. For instance, one central question in contingency table analysis is distinguishing different orders of interaction in the data. As a concrete example, given $m = 3$ variables, a simple question is testing whether or not the three variables are independent. From a graphical model perspective, this test amounts to distinguishing whether the associated interaction graph is completely disconnected or not (see panels (a) and (b) in Figure 2.3). A more subtle test is to distinguish whether the random variables interact in only a pairwise manner (i.e., with factors $\psi_{12}, \psi_{13},$ and $\psi_{23}$ in Equation (2.2)), or if there is actually a three-way interaction (i.e., a term $\psi_{123}$ in the factorization (2.2)). Interestingly, these two factorization choices cannot be distinguished

![Fig. 2.3 Some simple graphical interactions in contingency table analysis. (a) Independence model. (b) General dependent model. (c) Pairwise interactions only. (d) Triplet interactions.](image-url)
using a standard undirected graph; as illustrated in Figure 2.3(b), the fully connected graph on 3 vertices does not distinguish between pairwise interactions without triplet interactions, versus triplet interaction (possibly including pairwise interaction as well). In this sense, the factor graph formalism is more expressive, since it can distinguish between pairwise and triplet interactions, as shown in panels (c) and (d) of Figure 2.3.

2.4.3 Constraint Satisfaction and Combinatorial Optimization

Problems of constraint satisfaction and combinatorial optimization arise in a wide variety of areas, among them artificial intelligence [66, 192], communication theory [87], computational complexity theory [55], statistical image processing [89], and bioinformatics [194]. Many problems in satisfiability and combinatorial optimization [180] are defined in graph-theoretic terms, and thus are naturally recast in the graphical model formalism.

Let us illustrate by considering what is perhaps the best-known example of satisfiability, namely the 3-SAT problem [55]. It is naturally described in terms of a factor graph, and a collection of binary random variables \((X_1, X_2, \ldots, X_m) \in \{0, 1\}^m\). For a given triplet \(\{s, t, u\}\) of vertices, let us specify some “forbidden” configuration \((z_s, z_t, z_u) \in \{0, 1\}^3\), and then define a triplet compatibility function

\[
\psi_{stu}(x_s, x_t, x_u) = \begin{cases} 
0 & \text{if } (x_s, x_t, x_u) = (z_s, z_t, z_u), \\
1 & \text{otherwise}.
\end{cases}
\]  

(2.3)

Each such compatibility function is referred to as a clause in the satisfiability literature, where such compatibility functions are typically encoded in terms of logical operations. For instance, if \((z_s, z_t, z_u) = (0, 0, 0)\), then the function (2.3) can be written compactly as \(\psi_{stu}(x_s, x_t, x_u) = x_s \lor x_t \lor x_u\), where \(\lor\) denotes the logical OR operation between two Boolean symbols.

As a graphical model, a single clause corresponds to the model in Figure 2.3(d); of greater interest are models over larger collections of binary variables, involving many clauses. One basic problem in
satisfiability is to determine whether a given set of clauses $F$ are satisfiable, meaning that there exists some configuration $x \in \{0,1\}^m$ such that $\prod_{(s,t,u) \in F} \psi_{stu}(x_s, x_t, x_u) = 1$. In this case, the factorization

$$p(x) = \frac{1}{Z} \prod_{(s,t,u) \in F} \psi_{stu}(x_s, x_t, x_u)$$

defines the uniform distribution over the set of satisfying assignments.

When instances of 3-SAT are randomly constructed — for instance, by fixing a clause density $\alpha > 0$, and drawing $\lceil \alpha m \rceil$ clauses over $m$ variables uniformly from all triplets — the graphs tend to have a locally “tree-like” structure; see the factor graph in Figure 2.9(b) for an illustration. One major problem is determining the value $\alpha^*$ at which this ensemble is conjectured to undergo a phase transition from being satisfiable (for small $\alpha$, hence with few constraints) to being unsatisfiable (for sufficiently large $\alpha$). The survey propagation algorithm, developed in the statistical physics community [170, 171], is a promising method for solving random instances of satisfiability problems. Survey propagation turns out to be an instance of the sum-product or belief propagation algorithm, but as applied to an alternative graphical model for satisfiability problems [41, 162].

### 2.4.4 Bioinformatics

Many classical models in bioinformatics are instances of graphical models, and the associated framework is often exploited in designing new models. In this section, we briefly review some instances of graphical models in both bioinformatics, both classical and recent. Sequential data play a central role in bioinformatics, and the workhorse underlying the modeling of sequential data is the hidden Markov model (HMM) shown in Figure 2.4(a). The HMM is in essence a dynamical version of a finite mixture model, in which observations are generated conditionally on a underlying latent (“hidden”) state variable. The state variables, which are generally taken to be discrete random variables following a multinomial distribution, form a Markov chain. The graphical model in Figure 2.4(a) is also a representation of the state-space model underlying Kalman filtering and smoothing, where the state variable is a
Gaussian vector. These models thus also have a right to be referred to as “hidden Markov models,” but the terminology is most commonly used to refer to models in which the state variables are discrete.

Applying the junction tree formalism to the HMM yields an algorithm that passes messages in both directions along the chain of state variables, and computes the marginal probabilities $p(x_t, x_{t+1} | y)$ and $p(x_t | y)$. In the HMM context, this algorithm is often referred to as the forward–backward algorithm [196]. These marginal probabilities are often of interest in and of themselves, but are also important in their role as expected sufficient statistics in an expectation–maximization (EM) algorithm for estimating the parameters of the HMM. Similarly, the maximum a posteriori state sequence can also be computed by the junction tree algorithm (with summation replaced by maximization) — in the HMM context the resulting algorithm is generally referred to as the Viterbi algorithm [82].

Gene-finding provides an important example of the application of the HMM [72]. To a first order of approximation, the genomic sequence of an organism can be segmented into regions containing genes and intergenic regions (that separate the genes), where a gene is defined as a sequence of nucleotides that can be further segmented into meaningful intragenic structures (exons and introns). The boundaries between these segments are highly stochastic and hence difficult to find reliably.
Hidden Markov models have been the methodology of choice for attacking this problem, with designers choosing states and state transitions to reflect biological knowledge concerning gene structure [44]. Hidden Markov models are also used to model certain aspects of protein structure. For example, membrane proteins are specific kinds of proteins that embed themselves in the membranes of cells, and play important roles in the transmission of signals in and out of the cell. These proteins loop in and out of the membrane many times, alternating between hydrophilic amino acids (which prefer the environment of the membrane) and hydrophobic amino acids (which prefer the environment inside or outside the membrane). These and other biological facts are used to design the states and state transition matrix of the transmembrane hidden Markov model, an HMM for modeling membrane proteins [141].

Tree-structured models also play an important role in bioinformatics and language processing. For example, phylogenetic trees can be treated as graphical models. As shown in Figure 2.4(b), a phylogenetic tree is a tree-structured graphical model in which a set of observed nucleotides (or other biological characters) are assumed to have evolved from an underlying set of ancestral species. The conditional probabilities in the tree are obtained from evolutionary substitution models, and the computation of likelihoods are achieved by a recursion on the tree known as “pruning” [79]. This recursion is a special case of the junction tree algorithm.

Figure 2.5 provides examples of more complex graphical models that have been explored in bioinformatics. Figure 2.5(a) shows a hidden

![Fig. 2.5 Variations on the HMM used in bioinformatics. (a) A phylogenetic HMM. (b) The factorial HMM.](image-url)
Markov phylogeny, an HMM in which the observations are sets of nucleotides related by a phylogenetic tree [165, 193, 218]. This model has proven useful for gene-finding in the human genome based on data for multiple primate species [165]. Figure 2.5(b) shows a factorial HMM, in which multiple chains are coupled by their links to a common set of observed variables [92]. This model captures the problem of multi-locus linkage analysis in genetics, where the state variables correspond to phase (maternal or paternal) along the chromosomes in meiosis [232].

2.4.5 Language and speech processing

In language problems, HMMs also play a fundamental role. An example is the part-of-speech problem, in which words in sentences are to be labeled as to their part of speech (noun, verb, adjective, etc.). Here the state variables are the parts of speech, and the transition matrix is estimated from a corpus via the EM algorithm [163]. The result of running the Viterbi algorithm on a new sentence is a tagging of the sentence according to the hypothesized parts of speech of the words in the sentence. Moreover, essentially all modern speech recognition systems are built on the foundation of HMMs [117]. In this case the observations are generally a sequence of short-range speech spectra, and the states correspond to longer-range units of speech such as phonemes or pairs of phonemes. Large-scale systems are built by composing elementary HMMs into larger graphical models.

The graphical model shown in Figure 2.6(a) is a coupled HMM, in which two chains of state variables are coupled via links between the

![Fig. 2.6 Extensions of HMMs used in language and speech processing. (a) The coupled HHM. (b) An HMM with mixture-model emissions.](image-url)
chains; this model is appropriate for fusing pairs of data streams such as audio and lip-reading data in speech recognition [208]. Figure 2.6(b) shows an HMM variant in which the state-dependent observation distribution is a finite mixture model. This variant is widely used in speech recognition systems [117].

Another model class that is widely studied in language processing are so-called “bag-of-words” models, which are of particular interest for modeling large-scale corpora of text documents. The terminology bag-of-words means that the order of words in a document is ignored — i.e., an assumption of exchangeability is made. The goal of such models is often that of finding latent “topics” in the corpus, and using these topics to cluster or classify the documents. An example bag-of-words model is the latent Dirichlet allocation model [32], in which a topic defines a probability distribution on words, and a document defines a probability distribution on topics. In particular, as shown in Figure 2.7, each document in a corpus is assumed to be generated by sampling a Dirichlet variable with hyperparameter $\alpha$, and then repeatedly selecting a topic according to these Dirichlet probabilities, and choosing a word from the distribution associated with the selected topic.\footnote{This model is discussed in more detail in Example 3.5 of Section 3.3.}

### 2.4.6 Image Processing and Spatial Statistics

For several decades, undirected graphical models or Markov random fields have played an important role in image processing

![Graphical illustration of the latent Dirichlet allocation model.](image-url)

Fig. 2.7 Graphical illustration of the latent Dirichlet allocation model. The variable $U$, which is distributed as Dirichlet with parameter $\alpha$, specifies the parameter for the multinomial “topic” variable $Z$. The “word” variable $W$ is also multinomial conditioned on $Z$, with $\gamma$ specifying the word probabilities associated with each topic. The rectangles, known as plates, denote conditionally independent replications of the random variables inside the rectangle.
Fig. 2.8 (a) The 4-nearest neighbor lattice model in 2D is often used for image modeling. (b) A multiscale quad tree approximation to a 2D lattice model [262]. Nodes in the original lattice (drawn in white) lie at the finest scale of the tree. The middle and top scales of the tree consist of auxiliary nodes (drawn in gray), introduced to model the fine scale behavior.

[e.g., 58, 89, 107, 263], as well as in spatial statistics more generally [25, 26, 27, 201]. For modeling an image, the simplest use of a Markov random field model is in the pixel domain, where each pixel in the image is associated with a vertex in an underlying graph. More structured models are based on feature vectors at each spatial location, where each feature could be a linear multiscale filter (e.g., a wavelet), or a more complicated nonlinear operator.

For image modeling, one very natural choice of graphical structure is a 2D lattice, such as the 4-nearest neighbor variety shown in Figure 2.8(a). The potential functions on the edges between adjacent pixels (or more generally, features) are typically chosen to enforce local smoothness conditions. Various tasks in image processing, including denoising, segmentation, and super-resolution, require solving an inference problem on such a Markov random field. However, exact inference for large-scale lattice models is intractable, which necessitates the use of approximate methods. Markov chain Monte Carlo methods are often used [89], but they can be too slow and computationally intensive for many applications. More recently, message-passing algorithms such as sum-product and tree-reweighted max-product have become popular as an approximate inference method for image processing and computer vision problems [e.g., 84, 85, 137, 168, 227].

An alternative strategy is to sidestep the intractability of the lattice model by replacing it with a simpler — albeit approximate — model.
For instance, multiscale quad trees, such as that illustrated in Figure 2.8(b), can be used to approximate lattice models [262]. The advantage of such a multiscale model is in permitting the application of efficient tree algorithms to perform exact inference. The trade-off is that the model is imperfect, and can introduce artifacts into image reconstructions.

### 2.4.7 Error-Correcting Coding

A central problem in communication theory is that of transmitting information, represented as a sequence of bits, from one point to another. Examples include transmission from a personal computer over a network, or from a satellite to a ground position. If the communication channel is noisy, then some of the transmitted bits may be corrupted. In order to combat this noisiness, a natural strategy is to add redundancy to the transmitted bits, thereby defining codewords. In principle, this coding strategy allows the transmission to be decoded perfectly even in the presence of some number of errors.

Many of the best codes in use today, including turbo codes and low-density parity check codes [e.g., 87, 166], are based on graphical models. Figure 2.9(a) provides an illustration of a very small parity check code, represented here in the factor graph formalism [142]. (A somewhat larger code is shown in Figure 2.9(b)). On the left, the six white nodes represent the bits $x_i$ that comprise the codewords (i.e., binary sequences of length six), whereas the gray nodes represent noisy observations $y_i$ associated with these bits. On the right, each of the black square nodes corresponds to a factor $\psi_{stu}$ that represents the parity of the triple \{x_s, x_t, x_u\}. This parity relation, expressed mathematically as $x_s \oplus x_t \oplus x_u \equiv z_{stu}$ in modulo two arithmetic, can be represented as an undirected graphical model using a compatibility function of the form:

$$\psi_{stu}(x_s, x_t, x_u) := \begin{cases} 1 & \text{if } x_s \oplus x_t \oplus x_u = 1 \\ 0 & \text{otherwise.} \end{cases}$$

For the code shown in Figure 2.9, the parity checks range over the set of triples \{1,3,4\}, \{1,3,5\}, \{2,4,6\}, and \{2,5,6\}.

The decoding problem entails estimating which codeword was transmitted on the basis of a vector $y = (y_1, y_2, \ldots, y_m)$ of noisy observations.
With the specification of a model for channel noise, this decoding problem can be cast as an inference problem. Depending on the loss function, optimal decoding is based either on computing the marginal probability $p(x_s = 1 \mid y)$ at each node, or computing the most likely codeword (i.e., the mode of the posterior). For the simple code of Figure 2.9(a), optimal decoding is easily achievable via the junction tree algorithm. Of interest in many applications, however, are much larger codes in which the number of bits is easily several thousand. The graphs underlying these codes are not of low treewidth, so that the junction tree algorithm is not viable. Moreover, MCMC algorithms have not been deployed successfully in this domain.

For many graphical codes, the most successful decoder is based on applying the sum-product algorithm, described in Section 2.6. Since the graphical models defining good codes invariably have cycles, the sum-product algorithm is not guaranteed to compute the correct marginals, nor even to converge. Nonetheless, the behavior of this
approximate decoding algorithm is remarkably good for a large class of codes. The behavior of sum-product algorithm is well understood in the asymptotic limit (as the code length \( m \) goes to infinity), where martingale arguments can be used to prove concentration results [160, 199]. For intermediate code lengths, in contrast, its behavior is not as well understood.

### 2.5 Exact Inference Algorithms

In this section, we turn to a description of the basic exact inference algorithms for graphical models. In computing a marginal probability, we must sum or integrate the joint probability distribution over one or more variables. We can perform this computation as a sequence of operations by choosing a specific ordering of the variables (and making an appeal to Fubini’s theorem). Recall that for either directed or undirected graphical models, the joint probability is a factored expression over subsets of the variables. Consequently, we can make use of the distributive law to move individual sums or integrals across factors that do not involve the variables being summed or integrated over. The phrase “exact inference” refers to the (essentially symbolic) problem of organizing this sequential computation, including managing the intermediate factors that arise. Assuming that each individual sum or integral is performed exactly, then the overall algorithm yields an exact numerical result.

In order to obtain the marginal probability distribution of a single variable \( X_s \), it suffices to choose a specific ordering of the remaining variables and to eliminate — that is, sum or integrate out — variables according to that order. Repeating this operation for each individual variable would yield the full set of marginals. However, this approach is wasteful because it neglects to share intermediate terms in the individual computations. The sum-product and junction tree algorithms are essentially dynamic programming algorithms based on a calculus for sharing intermediate terms. The algorithms involve “message-passing” operations on graphs, where the messages are exactly these shared intermediate terms. Upon convergence of the algorithms, we obtain marginal probabilities for all cliques of the original graph.
Both directed and undirected graphical models involve factorized expressions for joint probabilities, and it should come as no surprise that exact inference algorithms treat them in an essentially identical manner. Indeed, to permit a simple unified treatment of inference algorithms, it is convenient to convert directed models to undirected models and to work exclusively within the undirected formalism. We do this by observing that the terms in the directed factorization (2.1) are not necessarily defined on cliques, since the parents of a given vertex are not necessarily connected. We thus transform a directed graph to an undirected moral graph, in which all parents of each child are linked, and all edges are converted to undirected edges. In this moral graph, the factors are all defined on cliques, so that the moralized version of any directed factorization (2.1) is a special case of the undirected factorization (2.2). Throughout the rest of the survey, we assume that this transformation has been carried out.

2.5.1 Message-Passing on Trees

We now turn to a description of message-passing algorithms for exact inference on trees. Our treatment is brief; further details can be found in various sources [2, 65, 142, 125, 154]. We begin by observing that the cliques of a tree-structured graph $T = (V, E(T))$ are simply the individual nodes and edges. As a consequence, any tree-structured graphical model has the following factorization:

$$p(x_1, x_2, \ldots, x_m) = \frac{1}{Z} \prod_{s \in V} \psi_s(x_s) \prod_{(s,t) \in E(T)} \psi_{st}(x_s, x_t). \quad (2.4)$$

Here, we describe how the sum-product algorithm computes the marginal distribution

$$\mu_s(x_s) := \sum_{\{x' \mid x'_s = x_s\}} p(x'_1, x'_2, \ldots, x'_m) \quad (2.5)$$

for every node of a tree-structured graph. We will focus in detail on the case of discrete random variables, with the understanding that the computations carry over (at least in principle) to the continuous case by replacing sums with integrals.
Sum-product algorithm: The sum-product algorithm is a form of nonserial dynamic programming [19], which generalizes the usual serial form of deterministic dynamic programming [20] to arbitrary tree-structured graphs. The essential principle underlying dynamic programming (DP) is that of divide and conquer: we solve a large problem by breaking it down into a sequence of simpler problems. In the context of graphical models, the tree itself provides a natural way to break down the problem.

For an arbitrary \( s \in V \), consider the set of its neighbors

\[
N(s) := \{ u \in V \mid (s, u) \in E \}.
\] (2.6)

For each \( u \in N(s) \), let \( T_u = (V_u, E_u) \) be the subgraph formed by the set of nodes (and edges joining them) that can be reached from \( u \) by paths that do not pass through node \( s \). The key property of a tree is that each such subgraph \( T_u \) is again a tree, and \( T_u \) and \( T_v \) are vertex-disjoint for \( u \neq v \). In this way, each vertex \( u \in N(s) \) can be viewed as the root of a subtree \( T_u \), as illustrated in Figure 2.10.

For each subtree \( T_t \), we define the subvector \( x_{V_t} := (x_u, u \in V_t) \) of variables associated with its vertex set. Now consider the collection of terms in Equation (2.4) associated with vertices or edges in \( T_t \). We collect all of these terms into the following product:

\[
p(x_{V_t}; T_t) \propto \prod_{u \in V_t} \psi_u(x_u) \prod_{(u, v) \in E_t} \psi_{uv}(x_u, x_v).
\] (2.7)

With this notation, the conditional independence properties of a tree allow the computation of the marginal at node \( s \) to be broken down

Fig. 2.10 Decomposition of a tree, rooted at node \( s \), into subtrees. Each neighbor (e.g., \( u \)) of node \( s \) is the root of a subtree (e.g., \( T_u \)). Subtrees \( T_u \) and \( T_v \), for \( u \neq v \), are disconnected when node \( s \) is removed from the graph.
into a product of subproblems, one for each of the subtrees in the set \( \{T_t, t \in N(s)\} \), in the following way:

\[
\mu_s(x_s) = \kappa \psi_s(x_s) \prod_{t \in N(s)} M_{ts}^*(x_s) \tag{2.8a}
\]

\[
M_{ts}^*(x_s) := \sum_{x_{V_t}'} \psi_{st}(x_s, x_{V_t}') p(x_{V_t}'; T_t) \tag{2.8b}
\]

In these equations, \( \kappa \) denotes a positive constant chosen to ensure that \( \mu_s \) normalizes properly. For fixed \( x_s \), the subproblem defining \( M_{ts}^*(x_s) \) is again a tree-structured summation, albeit involving a subtree \( T_t \) smaller than the original tree \( T \). Therefore, it too can be broken down recursively in a similar fashion. In this way, the marginal at node \( s \) can be computed by a series of recursive updates.

Rather than applying the procedure described above to each node separately, the sum-product algorithm computes the marginals for all nodes simultaneously and in parallel. At each iteration, each node \( t \) passes a “message” to each of its neighbors \( u \in N(t) \). This message, which we denote by \( M_{tu}(x_u) \), is a function of the possible states \( x_u \in X_u \) (i.e., a vector of length \( |X_u| \) for discrete random variables). On the full graph, there are a total of \( 2|E| \) messages, one for each direction of each edge. This full collection of messages is updated, typically in parallel, according to the recursion

\[
M_{ts}(x_s) \leftarrow \kappa \sum_{x_{V_t}'} \left\{ \psi_{st}(x_s, x_{V_t}') \psi_t(x_{V_t}') \prod_{u \in N(t)/s} M_{ut}(x_{V_t}') \right\}, \tag{2.9}
\]

where \( \kappa > 0 \) again denotes a normalization constant. It can be shown [192] that for tree-structured graphs, iterates generated by the update (2.9) will converge to a unique fixed point \( \{M_{st}^*, M_{ts}^*, (s, t) \in E\} \) after a finite number of iterations. Moreover, component \( M_{ts}^* \) of this fixed point is precisely equal, up to a normalization constant, to the subproblem defined in Equation (2.8b), which justifies our abuse of notation post hoc. Since the fixed point \( M^* \) specifies the solution to all of the subproblems, the marginal \( \mu_s \) at every node \( s \in V \) can be computed easily via Equation (2.8a).

**Max-product algorithm:** Suppose that the summation in the update (2.9) is replaced by a maximization. The resulting max-product
algorithm solves the problem of finding a mode of a tree-structured distribution. In this sense, it represents a generalization of the Viterbi algorithm [82] from chains to arbitrary tree-structured graphs. More specifically, the max-product updates will converge to another unique fixed point $M^*$ — distinct, of course, from the sum-product fixed point. This fixed point can be used to compute the max-marginal

$$\nu_s(x_s) := \max_{\{x' \mid x'_s = x_s\}} p(x'_1, x'_2, \ldots, x'_m)$$

at each node of the graph, via the analog of Equation (2.7). Given these max-marginals, a standard back-tracking procedure can be used to compute a mode $\hat{x} \in \arg\max_{x'} p(x'_1, x'_2, \ldots, x'_m)$ of the distribution; see the papers [65, 244] for further details. More generally, updates of this form apply to arbitrary commutative semirings on tree-structured graphs [2, 65, 216, 237]. The pairs “sum-product” and “max-product” are two particular examples of such an algebraic structure.

### 2.5.2 Junction Tree Representation

We have seen that inference problems on trees can be solved exactly by recursive message-passing algorithms. Given a graph with cycles, a natural idea is to cluster its nodes so as to form a clique tree — that is, an acyclic graph whose nodes are formed by the maximal cliques of $G$. Having done so, it is tempting to apply a standard algorithm for inference on trees. However, the clique tree must satisfy an additional restriction so as to ensure correctness of these computations. In particular, since a given vertex $s \in V$ may appear in multiple cliques (say $C_1$ and $C_2$), what is required is a mechanism for enforcing consistency among the different appearances of the variable $x_s$. It turns out that the following property is necessary and sufficient to enforce such consistency:

**Definition 2.1.** A clique tree has the running intersection property if for any two clique nodes $C_1$ and $C_2$, all nodes on the unique path joining them contain the intersection $C_1 \cap C_2$. A clique tree with this property is known as a junction tree.
For what type of graphs can one build junction trees? An important result in graph theory establishes a correspondence between junction trees and triangulation. We say that a graph is triangulated if every cycle of length four or longer has a chord, meaning an edge joining a pair of nodes that are not adjacent on the cycle. A key theorem is that a graph $G$ has a junction tree if and only if it is triangulated (see Lauritzen [153] for a proof). This result underlies the junction tree algorithm [154] for exact inference on arbitrary graphs:

1. Given a graph with cycles $G$, triangulate it by adding edges as necessary.
2. Form a junction tree associated with the triangulated graph $\tilde{G}$.
3. Run a tree inference algorithm on the junction tree.

**Example 2.1 (Junction Tree).** To illustrate the junction tree construction, consider the $3 \times 3$ grid shown in Figure 2.11(a). The first step is to form a triangulated version $\tilde{G}$, as shown in Figure 2.11(b). Note that the graph would not be triangulated if the additional edge joining nodes 2 and 8 were not present. Without this edge, the 4-cycle $(2 - 4 - 8 - 6 - 2)$ would lack a chord. As a result of this additional edge, the junction tree has two 4-cliques in the middle, as shown in Figure 2.11(c).

Fig. 2.11 Illustration of junction tree construction. (a) Original graph is a $3 \times 3$ grid. (b) Triangulated version of original graph. Note the two 4-cliques in the middle. (c) Corresponding junction tree for triangulated graph in (b), with maximal cliques depicted within ellipses, and separator sets within rectangles.
In principle, the inference in the third step of the junction tree algorithm can be performed over an arbitrary commutative semiring (as mentioned in our earlier discussion of tree algorithms). We refer the reader to Dawid [65] for an extensive discussion of the max-product version of the junction tree algorithm. For concreteness, we limit our discussion here to the sum-product version of junction tree updates. There is an elegant way to express the basic algebraic operations in a junction tree inference algorithm that involves introducing potential functions not only on the cliques in the junction tree, but also on the *separators* in the junction tree — the intersections of cliques that are adjacent in the junction tree (the rectangles in Figure 2.11). Let \( \phi_C(\cdot) \) denote a potential function defined over the subvector \( x_C = (x_t, t \in C) \) on clique \( C \), and let \( \phi_S(\cdot) \) denote a potential on a separator \( S \). We initialize the clique potentials by assigning each compatibility function in the original graph to (exactly) one clique potential and taking the product over these compatibility functions. The separator potentials are initialized to unity. Given this set-up, the basic message-passing step of the junction tree algorithm are given by

\[
\tilde{\phi}_S(x_S) \leftarrow \sum_{x_B \setminus S} \phi_B(x_B), \quad \text{and} \quad (2.11a)
\]

\[
\phi_C(x_C) \leftarrow \frac{\tilde{\phi}_S(x_S)}{\phi_S(x_S)} \phi_C(x_C), \quad (2.11b)
\]

where in the continuous case the summation is replaced by a suitable integral. We refer to this pair of operations as “passing a message from clique \( B \) to clique \( C \)” (see Figure 2.12). It can be verified that if a message is passed from \( B \) to \( C \), and subsequently from \( C \) to \( B \), then the resulting clique potentials are consistent with each other, meaning that they agree with respect to the vertices \( S \).

![Fig. 2.12 A message-passing operation between cliques B and C via the separator set S.](image-url)
After a round of message passing on the junction tree, it can be shown that the clique potentials are proportional to marginal probabilities throughout the junction tree. Specifically, letting $\mu_C(x_C)$ denote the marginal probability of $x_C$, we have $\mu_C(x_C) \propto \tilde{\phi}_C(x_C)$ for all cliques $C$. This equivalence can be established by a suitable generalization of the proof of correctness of the sum-product algorithm sketched previously (see also Lauritzen [153]). Note that achieving local consistency between pairs of cliques is obviously a necessary condition if the clique potentials are to be proportional to marginal probabilities. Moreover, the significance of the running intersection property is now apparent; namely, it ensures that local consistency implies global consistency.

An important by-product of the junction tree algorithm is an alternative representation of a distribution $p$. Let $\mathcal{C}$ denote the set of all maximal cliques in $\tilde{G}$ (i.e., nodes in the junction tree), and let $\mathcal{S}$ represent the set of all separator sets (i.e., intersections between cliques that are adjacent in the junction tree). Note that a given separator set $S$ may occur multiple times in the junction tree. For each separator set $S \in \mathcal{S}$, let $d(S)$ denote the number of maximal cliques to which it is adjacent. The junction tree framework guarantees that the distribution $p$ factorizes in the form

$$p(x_1, x_2, \ldots, x_m) = \frac{\prod_{C \in \mathcal{C}} \mu_C(x_C)}{\prod_{S \in \mathcal{S}} [\mu_S(x_S)]^{d(S)-1}},$$

(2.12)

where $\mu_C$ and $\mu_S$ are the marginal distributions over the cliques and separator sets, respectively. Observe that unlike the factorization (2.2), the decomposition (2.12) is directly in terms of marginal distributions, and does not require a normalization constant (i.e., $Z = 1$).

**Example 2.2 (Markov Chain).** Consider the Markov chain $p(x_1, x_2, x_3) = p(x_1) p(x_2|x_1) p(x_3|x_2)$. The cliques in a graphical model representation are $\{1, 2\}$ and $\{2, 3\}$, with separator $\{2\}$. Clearly the distribution cannot be written as the product of marginals involving only the cliques. It can, however, be written in terms of marginals if we
include the separator:

\[ p(x_1, x_2, x_3) = \frac{p(x_1, x_2) p(x_2, x_3)}{p(x_2)}. \]

Moreover, it can be easily verified that these marginals result from a single application of the updates (2.11), given the initialization \( \phi_{\{1,2\}}(x_1, x_2) = p(x_1)p(x_2 | x_1) \) and \( \phi_{\{2,3\}}(x_2, x_3) = p(x_3 | x_2) \).

To anticipate part of our development in the sequel, it is helpful to consider the following “inverse” perspective on the junction tree representation. Suppose that we are given a set of functions \( \{\tau_C, C \in \mathcal{C}\} \) and \( \{\tau_S, S \in \mathcal{S}\} \) associated with the cliques and separator sets in the junction tree. What conditions are necessary to ensure that these functions are valid marginals for some distribution? Suppose that the functions are locally consistent in the following sense:

\[
\forall S \in \mathcal{S}, \quad \sum_{x'_S} \tau_S(x'_S) = 1, \quad \text{and} \quad (2.13a)
\]

\[
\forall C \in \mathcal{C}, S \subseteq C, \quad \sum_{\{x'_C \mid x'_S = x_S\}} \tau_C(x'_C) = \tau_S(x_S). \quad (2.13b)
\]

The essence of the junction tree theory described above is that such local consistency is both necessary and sufficient to ensure that these functions are valid marginals for some distribution. For the sake of future reference, we state this result in the following:

**Proposition 2.1.** A candidate set of marginal distribution \( \{\tau_C, C \in \mathcal{C}\} \) and \( \{\tau_C, C \in \mathcal{S}\} \) on the cliques and separator sets (respectively) of a junction tree is globally consistent if and only if the normalization condition (2.13a) is satisfied for all separator sets \( S \in \mathcal{J} \), and the marginalization condition (2.13b) is satisfied for all cliques \( C \in \mathcal{C} \), and separator sets \( S \subseteq C \). Moreover, any such locally consistent quantities are the marginals of the probability distribution defined by Equation (2.12).

This particular consequence of the junction tree representation will play a fundamental role in our development in the sequel.
Finally, let us turn to the key issue of the computational complexity of the junction tree algorithm. Inspection of Equation (2.11) reveals that the computational costs grow exponentially in the size of the maximal clique in the junction tree. Clearly then, it is of interest to control the size of this clique. The size of the maximal clique over all possible triangulations of a graph is an important graph-theoretic quantity known as the treewidth of the graph.\(^3\) Thus, the complexity of the junction tree algorithm is exponential in the treewidth.

For certain classes of graphs, including chains and trees, the treewidth is small and the junction tree algorithm provides an effective solution to inference problems. Such families include many well-known graphical model architectures, and the junction tree algorithm subsumes the classical recursive algorithms, including the pruning and peeling algorithms from computational genetics [79], the forward—backward algorithms for hidden Markov models [196], and the Kalman filtering-smoothing algorithms for state-space models [126]. On the other hand, there are many graphical models, including several of the examples treated in Section 2.4, for which the treewidth is infeasibly large. Coping with such models requires leaving behind the junction tree framework, and turning to approximate inference algorithms.

### 2.6 Message-passing Algorithms for Approximate Inference

It is the goal of the remainder of the survey to develop a general theoretical framework for understanding and analyzing variational methods for computing approximations to marginal distributions and likelihoods, as well as for solving integer programming problems. Doing so requires mathematical background on convex analysis and exponential families, which we provide starting in Section 3. Historically, many of these algorithms have been developed without this background, but rather via physical intuition or on the basis of analogies to exact or Monte Carlo algorithms. In this section, we give a high-level description of this flavor for two variational inference algorithms, with the goal of highlighting their simple and intuitive nature.

\(^3\)To be more precise, the treewidth is one less than the size of this largest clique [33].
The first variational algorithm that we consider is sum-product message-passing applied to a graph with cycles, where it is known as the “loopy” sum-product or belief propagation algorithm. Recall that the sum-product algorithm is an exact inference algorithm for trees. From an algorithmic point of view, however, there is nothing to prevent one from running the procedure on a graph with cycles. More specifically, the message updates (2.9) can be applied at a given node while ignoring the presence of cycles — essentially pretending that any given node is embedded in a tree. Intuitively, such an algorithm might be expected to work well if the graph is sparse, such that the effect of messages propagating around cycles is appropriately diminished, or if suitable symmetries are present. As discussed in Section 2.4, this algorithm is in fact successfully used in various applications. Also, an analogous form of the max-product algorithm can be used for computing approximate modes in graphical models with cycles.

A second variational algorithm is the so-called naive mean field algorithm. For concreteness, we describe here this algorithm in application to the Ising model, which is an undirected graphical model or Markov random field involving a binary random vector $X \in \{0,1\}^m$, in which pairs of adjacent nodes are coupled with a weight $\theta_{st}$, and each node has an observation weight $\theta_s$. (See Example 3.1 of Section 3.3 for a more detailed description of this model.) To provide some intuition for the naive mean field updates, we begin by describing the Gibbs sampler, a particular type of Monte Carlo Markov chain algorithm, for this particular model. The basic step of a Gibbs sampler is to choose a node $s \in V$ randomly, and then to update the state of the associated random variable according to the conditional probability with neighboring states fixed. More precisely, denoting by $N(s)$ the neighbors of a node $s \in V$, and letting $X_{N(s)}^{(n)}$ denote the state of the neighbors of $s$ at iteration $n$, the Gibbs update for vertex $s$ takes the form

$$X_s^{(n+1)} = \begin{cases} 1 & \text{if } U \leq \left\{ 1 + \exp\left[ -(\theta_s + \sum_{t \in N(s)} \theta_{st} X_t^{(n)}) \right] \right\}^{-1}, \\ 0 & \text{otherwise} \end{cases}$$

(2.14)

where $U$ is a sample from a uniform distribution $U[0,1]$.

In a dense graph, such that the cardinality of the neighborhood set $N(s)$ is large, we might attempt to invoke a law of large numbers
or some other concentration result for \( \sum_{t \in N(s)} \theta_{st} X_t^{(n)} \). To the extent that such sums are concentrated, it might make sense to replace sample values with expectations. That is, letting \( \mu_s \) denote an estimate of the marginal probability \( P[X_s = 1] \) at each vertex \( s \in V \), we might consider the following averaged version of Equation (2.14):

\[
\mu_s \leftarrow \left\{ 1 + \exp \left[ - (\theta_s + \sum_{t \in N(s)} \theta_{st} \mu_t) \right] \right\}^{-1}.
\] (2.15)

Thus, rather than flipping the random variable \( X_s \) with a probability that depends on the state of its neighbors, we update a parameter \( \mu_s \) deterministically that depends on the corresponding parameters at its neighbors. Equation (2.15) defines the naive mean field algorithm for the Ising model. As with the sum-product algorithm, the mean field algorithm can be viewed as a message-passing algorithm, in which the right-hand side of (2.15) represents the “message” arriving at vertex \( s \).

At first sight, message-passing algorithms of this nature might seem rather mysterious, and do raise some questions. Do the updates have fixed points? Do the updates converge? What is the relation between the fixed points and the exact quantities? The goal of the rest of this survey is to shed some light on such issues. Ultimately, we will see that a broad class of message-passing algorithms, including the mean field updates, the sum-product and max-product algorithms, as well as various extensions of these methods, can all be understood as solving either exact or approximate versions of variational problems. Exponential families and convex analysis, which are the subject of the following section, provide the appropriate framework in which to develop these variational principles in an unified manner.
In this section, we describe how many graphical models are naturally viewed as exponential families, a broad class of distributions that have been extensively studied in the statistics literature [5, 11, 43, 74]. Taking the perspective of exponential families illuminates some fundamental connections between inference algorithms and the theory of convex analysis [38, 112, 203]. More specifically, as we shall see, various types of inference problems in graphical models can be understood in terms of mappings between mean parameters and canonical parameters.

### 3.1 Exponential Representations via Maximum Entropy

One way in which to motivate exponential family representations of graphical models is through the principle of maximum entropy [123, 264]. Here, so as to provide helpful intuition for our subsequent development, we describe a particularly simple version for a scalar random variable $X$. Suppose that given $n$ independent and identically distributed (i.i.d.) observations $X^1, \ldots, X^n$, we compute the empirical expectations of certain functions — namely, the quantities

$$
\hat{\mu}_\alpha := \frac{1}{n} \sum_{i=1}^{n} \phi_\alpha(X^i), \quad \text{for all } \alpha \in \mathcal{I},
$$

(3.1)
where each $\alpha$ in some set $\mathcal{I}$ indexes a function $\phi_\alpha : \mathcal{X} \to \mathbb{R}$. For example, if we set $\phi_1(x) = x$ and $\phi_2(x) = x^2$, then the observations (3.1) correspond to empirical versions of the first and second moments of the random variable $X$. Based on the $|\mathcal{I}|$-dimensional vector of empirical expectations $\hat{\mu} = (\hat{\mu}_\alpha, \alpha \in \mathcal{I})$, our goal is to infer a full probability distribution over the random variable $X$. In particular, we represent the probability distribution as a density $p$ absolutely continuous with respect to some measure $\nu$. This base measure $\nu$ might be the counting measure on $\{0, 1, \ldots, r - 1\}$, in which case $p$ is a probability mass function; alternatively, for a continuous random vector, the base measure $\nu$ could be the ordinary Lebesgue measure on $\mathbb{R}$.

For a given distribution $p$, let us consider the expectations $\mathbb{E}_p[\phi_\alpha(X)] := \int_{\mathcal{X}} \phi_\alpha(x)p(x)\nu(dx)$ for $\alpha \in \mathcal{I}$, assuming that they exist. We say that the distribution $p$ is consistent with the data if

$$\mathbb{E}_p[\phi_\alpha(X)] = \hat{\mu}_\alpha \quad \text{for all } \alpha \in \mathcal{I}.$$ 

In words, the expectations $\mathbb{E}_p[\phi_\alpha(X)]$ under the distribution $p$ are matched to the expectations under the empirical distribution. An important observation is that generically, this problem is under-determined, in that there are many distributions $p$ that are consistent with the observations, so that we need a principle for choosing among them.

In order to develop such a principle, we begin by defining a functional of the density $p$, known as the Shannon entropy, via

$$H(p) := -\int_{\mathcal{X}} (\log p(x))p(x)\nu(dx). \quad (3.2)$$

The principle of maximum entropy is to choose, from among the distributions consistent with the data, the distribution $p^*$ whose Shannon entropy is maximal. More formally, letting $\mathcal{P}$ be the set of all probability distributions over the random variable $X$, the maximum entropy solution $p^*$ is given by the solution to the following constrained optimization problem:

$$p^* := \arg \max_{p \in \mathcal{P}} H(p) \quad \text{subject to } \mathbb{E}_p[\phi_\alpha(X)] = \hat{\mu}_\alpha \quad \text{for all } \alpha \in \mathcal{I}. \quad (3.3)$$
One interpretation of this principle is as choosing the distribution with maximal uncertainty, as measured by the entropy functional (3.2), while remaining faithful to the data. Presuming that problem (3.3) is feasible (and under certain technical conditions to be explored in the sequel), it can be shown — by calculus of variations in the general continuous case, and by ordinary calculus in the discrete case — that the optimal solution $p^*$ takes the form

$$p_\theta(x) \propto \exp \left\{ \sum_{\alpha \in \mathcal{I}} \theta_\alpha \phi_\alpha(x) \right\},$$  
(3.4)

where $\theta \in \mathbb{R}^d$ represents a parameterization of the distribution in exponential family form. From this maximum entropy perspective, the parameters $\theta$ have a very specific interpretation as the Lagrange multipliers associated with the constraints specified by the empirical moments $\hat{\mu}$. We explore this connection in much more depth in the following sections.

### 3.2 Basics of Exponential Families

With this motivating example in mind, let us now set up the framework of exponential families in more precise terms and greater generality. At a high level, an exponential family is a parameterized family of densities, taken with respect to some underlying measure $\nu$.

Given a random vector $(X_1, X_2, \ldots, X_m)$ taking values in some space $\mathcal{X}^m = \otimes_{s=1}^m \mathcal{X}_s$, let $\phi = (\phi_\alpha, \alpha \in \mathcal{I})$ be a collection of functions $\phi_\alpha : \mathcal{X}^m \to \mathbb{R}$, known either as potential functions or sufficient statistics. Here $\mathcal{I}$ is an index set with $d = |\mathcal{I}|$ elements to be specified, so that $\phi$ can be viewed as a vector-valued mapping from $\mathcal{X}^m$ to $\mathbb{R}^d$. For a given vector of sufficient statistics $\phi$, let $\theta = (\theta_\alpha, \alpha \in \mathcal{I})$ be an associated vector of canonical or exponential parameters. For each fixed $x \in \mathcal{X}^m$, we use $\langle \theta, \phi(x) \rangle$ to denote the Euclidean inner product in $\mathbb{R}^d$ of the two vectors $\theta$ and $\phi(x)$.

With this notation, the exponential family associated with $\phi$ consists of the following parameterized collection of density functions

$$p_\theta(x_1, x_2, \ldots, x_m) = \exp \left\{ \langle \theta, \phi(x) \rangle - A(\theta) \right\},$$  
(3.5)
taken with respect\(^1\) to \(d\nu\). The quantity \(A\), known as the log partition function or cumulant function, is defined by the integral

\[
A(\theta) = \log \int_{\mathcal{X}^m} \exp \langle \theta, \phi(x) \rangle \, \nu(dx).
\]

(3.6)

Presuming that the integral is finite, this definition ensures that \(p_\theta\) is properly normalized (i.e., \(\int_{\mathcal{X}^m} p_\theta(x) \nu(dx) = 1\)). With the set of potentials \(\phi\) fixed, each parameter vector \(\theta\) indexes a particular member \(p_\theta\) of the family. The canonical parameters \(\theta\) of interest belong to the set

\[
\Omega := \{ \theta \in \mathbb{R}^d \mid A(\theta) < +\infty \}.
\]

(3.7)

We will see shortly that \(A\) is a convex function of \(\theta\), which in turn implies that \(\Omega\) must be a convex set. The log partition function \(A\) plays a prominent role in this survey.

The following notions will be important in subsequent development:

**Regular families:** An exponential family for which the domain \(\Omega\) is an open set is known as a regular family. Although there do exist exponential families for which \(\Omega\) is closed (for instance, see Brown [43]), herein we restrict our attention to regular exponential families.

**Minimal:** It is typical to define an exponential family with a vector of sufficient statistics \(\phi = (\phi_\alpha, \alpha \in \mathcal{I})\) for which there does not exist a nonzero vector \(a \in \mathbb{R}^d\) such that the linear combination

\[
\langle a, \phi(x) \rangle = \sum_{\alpha \in \mathcal{I}} a_\alpha \phi_\alpha(x)
\]

is equal to a constant (\(\nu\)-almost everywhere). This condition gives rise to a so-called minimal representation, in which there is a unique parameter vector \(\theta\) associated with each distribution.

**Overcomplete:** Instead of a minimal representation, it can be convenient to use a nonminimal or overcomplete representation, in which there exist linear combinations \(\langle a, \phi(x) \rangle\) that are equal to a constant (\(\nu\)-a.e.). In this case, there exists an entire affine subset of parameter vectors \(\theta\), each associated with the same distribution. The reader might question the utility of an overcomplete representation. Indeed, from a statistical perspective, it can be undesirable since the identifiability of

---

\(^1\)More precisely, for any measurable set \(S\), we have \(\mathbb{P}[X \in S] = \int_S p_\theta(x) \nu(dx)\).
the parameter vector \( \theta \) is lost. However, this notion of overcompleteness is useful in understanding the sum-product algorithm and its variants (see Section 4).

Table 3.1 provides some examples of well-known scalar exponential families. Observe that all of these families are both regular (since \( \Omega \) is open), and minimal (since the vector of sufficient statistics \( \phi \) does not satisfy any linear relations).

### 3.3 Examples of Graphical Models in Exponential Form

The scalar examples in Table 3.1 serve as building blocks for the construction of more complex exponential families for which graphical structure plays a role. Whereas earlier we described graphical models in terms of products of functions, as in Equations (2.1) and (2.2), these products become additive decompositions in the exponential family setting. Here, we discuss a few well-known examples of graphical models as exponential families. Those readers familiar with such formulations may skip directly to Section 3.4, where we continue our general discussion of exponential families.

**Example 3.1 (Ising Model).** The *Ising model* from statistical physics [12, 119] is a classical example of a graphical model in exponential form. Consider a graph \( G = (V, E) \) and suppose that the random variable \( X_s \) associated with node \( s \in V \) is Bernoulli, say taking the “spin” values \( \{-1, +1\} \). In the context of statistical physics, these values might represent the orientations of magnets in a field, or the presence/absence of particles in a gas. The Ising model and variations on it have also been used in image processing and spatial statistics [27, 89, 101], where \( X_s \) might correspond to pixel values in a black-and-white image, and for modeling of social networks, for instance the voting patterns of politicians [8].

Components \( X_s \) and \( X_t \) of the full random vector \( X \) are allowed to interact directly only if \( s \) and \( t \) are joined by an edge in the graph. This set-up leads to an exponential family consisting of the densities

\[
 p_\theta(x) = \exp \left\{ \sum_{s \in V} \theta_s x_s + \sum_{(s,t) \in E} \theta_{st} x_s x_t - A(\theta) \right\},
\]  

(3.8)
Table 3.1 Several well-known classes of scalar random variables as exponential families.

<table>
<thead>
<tr>
<th>Family</th>
<th>$\mathcal{X}$</th>
<th>$\nu$</th>
<th>$h(\cdot)$</th>
<th>Sufficient statistics $\langle \theta, \phi(x) \rangle$</th>
<th>$A(\theta)$</th>
<th>$\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli</td>
<td>${0, 1}$</td>
<td>Counting</td>
<td>$\theta x$</td>
<td>$\log[1 + \exp(\theta)]$</td>
<td>$\mathbb{R}$</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\mathbb{R}$</td>
<td>Lebesgue</td>
<td>$\theta x$</td>
<td>$\frac{1}{2} \theta^2$</td>
<td>$\mathbb{R}$</td>
<td></td>
</tr>
<tr>
<td>Location family</td>
<td>$h(x) = \frac{\exp(-x^2/2)}{\sqrt{2\pi}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\mathbb{R}$</td>
<td>Lebesgue</td>
<td>$\theta_1 x + \theta_2 x^2$</td>
<td>$-\frac{\theta_2^2}{4\theta_2} - \frac{1}{2} \log(-2\theta_2)$</td>
<td>$(\theta_1, \theta_2) \in \mathbb{R}^2</td>
<td>\theta_2 &lt; 0}$</td>
</tr>
<tr>
<td>Location-scale</td>
<td>$h(x) = \frac{1}{\sqrt{2\pi}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exponential</td>
<td>$(0, +\infty)$</td>
<td>Lebesgue</td>
<td>$\theta x$</td>
<td>$-\log(-\theta)$</td>
<td>$(-\infty, 0)$</td>
<td></td>
</tr>
<tr>
<td>Poisson</td>
<td>${0, 1, 2, \ldots}$</td>
<td>Counting</td>
<td>$\theta x$</td>
<td>$\exp(\theta)$</td>
<td>$\mathbb{R}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$h(x) = 1/x!$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta</td>
<td>$(0, 1)$</td>
<td>Lebesgue</td>
<td>$\theta_1 \log x + \theta_2 \log(1 - x)$</td>
<td>$\sum_{i=1}^{2} \log \Gamma(\theta_i + 1)$</td>
<td>$(-1, +\infty)^2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-\log \Gamma(\sum_{i=1}^{2} (\theta_i + 1))$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: In all cases, the base measure $\nu$ is either Lebesgue or counting measure, suitably restricted to the space $\mathcal{X}$, and (in some cases) modulated by a factor $h(\cdot)$. All of these examples are both minimal and regular.
where the base measure $\nu$ is the counting measure\(^2\) restricted to \(\{0,1\}^m\). Here $\theta_{st} \in \mathbb{R}$ is the strength of edge \((s,t)\), and $\theta_s \in \mathbb{R}$ is a potential for node $s$, which models an “external field” in statistical physics, or a noisy observation in spatial statistics. Strictly speaking, the family of densities (3.8) is more general than the classical Ising model, in which $\theta_{st}$ is constant for all edges.

As an exponential family, the Ising index set $\mathcal{I}$ consists of the union $V \cup E$, and the dimension of the family is $d = m + |E|$. The log partition function is given by the sum

$$A(\theta) = \log \sum_{x \in \{0,1\}^m} \exp \left\{ \sum_{s \in V} \theta_s x_s + \sum_{(s,t) \in E} \theta_{st} x_s x_t \right\}.$$  \hspace{1cm} (3.9)

Since this sum is finite for all choices of $\theta \in \mathbb{R}^d$, the domain $\Omega$ is the full space $\mathbb{R}^d$, and the family is regular. Moreover, it is a minimal representation, since there is no nontrivial linear combination of the potentials equal to a constant $\nu$-a.e.

The standard Ising model can be generalized in a number of different ways. Although Equation (3.8) includes only pairwise interactions, higher-order interactions among the random variables can also be included. For example, in order to include coupling within the 3-clique \{s,t,u\}, we add a monomial of the form $x_s x_t x_u$, with corresponding canonical parameter $\theta_{stu}$, to Equation (3.8). More generally, to incorporate coupling in $k$-cliques, we can add monomials up to order $k$, which lead to so-called $k$-spin models in the statistical physics literature. At the upper extreme, taking $k = m$ amounts to connecting all nodes in the graphical model, which allows one to represent any distribution over a binary random vector $X \in \{0,1\}^m$.

---

**Example 3.2 (Metric Labeling and Potts Model).** Here, we consider another generalization of the Ising model: suppose that the random variable $X_s$ at each node $s \in V$ takes values in the discrete space

\(^2\)Explicitly, for each singleton set \(\{x\}\), this counting measure is defined by $\nu(\{x\}) = 1$ if $x \in \{0,1\}^m$ and $\nu(\{x\}) = 0$ otherwise, and extended to arbitrary sets by sub-additivity.
\( \mathcal{X} := \{0,1,\ldots,r - 1\} \), for some integer \( r > 2 \). One interpretation of a state \( j \in \mathcal{X} \) is as a label, for instance defining membership in an image segmentation problem. Each pairing of a node \( s \in V \) and a state \( j \in \mathcal{X} \) yields a sufficient statistic

\[
I_{s:j}(x_s) = \begin{cases} 
1 & \text{if } x_s = j \\
0 & \text{otherwise,}
\end{cases} \tag{3.10}
\]

with an associated vector \( \theta_s = \{\theta_{s:j}, j = 0,\ldots,r - 1\} \) of canonical parameters. Moreover, for each edge \((s,t)\) and pair of values \((j,k) \in \mathcal{X} \times \mathcal{X}\), define the sufficient statistics

\[
I_{st:jk}(x_s, x_t) = \begin{cases} 
1 & \text{if } x_s = j \text{ and } x_t = k, \\
0 & \text{otherwise,}
\end{cases} \tag{3.11}
\]

as well as the associated parameter \( \theta_{st:jk} \in \mathbb{R} \). Viewed as an exponential family, the chosen collection of sufficient statistics defines an exponential family with dimension \( d = r|V| + r^2|E| \). Like the Ising model, the log partition function is everywhere finite, so that the family is regular. In contrast to the Ising model, however, the family is overcomplete: indeed, the sufficient statistics satisfy various linear relations — for instance, \( \sum_{j \in \mathcal{X}} I_{s:j}(x_s) = 1 \) for all \( x_s \in \mathcal{X} \).

A special case of this model is the **metric labeling problem**, in which a metric \( \rho : \mathcal{X} \times \mathcal{X} \to [0,\infty) \) specifies the parameterization — that is, \( \theta_{st:jk} = -\rho(j,k) \) for all \((j,k) \in \mathcal{X} \times \mathcal{X}\). Consequently, the canonical parameters satisfy the relations \( \theta_{st:kk} = 0 \) for all \( k \in \mathcal{X} \), \( \theta_{st:jk} < 0 \) for all \( j \neq k \), and satisfy the reversed triangle inequality (that is, \( \theta_{st:j\ell} \geq \theta_{st:jk} + \theta_{st:kk} \) for all triples \((j,k,\ell)\)). Another special case is the **Potts model** from statistical physics, in which case \( \theta_{st:kk} = \alpha \) for all \( k \in \mathcal{X} \), and \( \theta_{st:jk} = \beta \) for all \( j \neq k \).

We now turn to an important class of graphical models based on continuous random variables:

**Example 3.3 (Gaussian MRF).** Given an undirected graph \( G \) with vertex set \( V = \{1,\ldots,m\} \), a Gaussian Markov random field [220] consists of a multivariate Gaussian random vector \((X_1,\ldots,X_m)\) that
respects the Markov properties of $G$ (see Section 2.2). It can be represented in exponential form using the collection of sufficient statistics $(x_s, x_s^2, s \in V; x_s x_t, (s,t) \in E)$. We define an $m$-vector $\theta$ of parameters associated with the vector of sufficient statistics $x = (x_1, \ldots, x_m)$, and a symmetric matrix $\Theta \in \mathbb{R}^{m \times m}$ associated with the matrix $xx^T$. Concretely, the matrix $\Theta$ is the negative of the inverse covariance or precision matrix, and by the Hammersley–Clifford theorem [25, 102, 153], it has the property that $\Theta_{st} = 0$ if $(s, t) \notin E$, as illustrated in Figure 3.1. Consequently, the dimension of the resulting exponential family is $d = 2m + |E|$.

With this set-up, the multivariate Gaussian is an exponential family of the form:

$$p_{\theta}(x) = \exp \left\{ \langle \theta, x \rangle + \frac{1}{2} \langle \Theta, xx^T \rangle - A(\theta, \Theta) \right\},$$

where $\langle \theta, x \rangle := \sum_{i=1}^m \theta_i x_i$ is the Euclidean inner product on $\mathbb{R}^m$, and

$$\langle \Theta, xx^T \rangle := \text{trace}(\Theta xx^T) = \sum_{i=1}^m \sum_{j=1}^m \Theta_{ij} x_i x_j$$

is the Frobenius inner product on symmetric matrices. The integral defining $A(\theta, \Theta)$ is finite only if $\Theta \prec 0$, so that

$$\Omega = \{ (\theta, \Theta) \in \mathbb{R}^m \times \mathbb{R}^{m \times m} \mid \Theta \prec 0, \ \Theta = \Theta^T \}. $$

---

3 Our inclusion of the $\frac{1}{2}$-factor in the term $\frac{1}{2} \langle \Theta, xx^T \rangle$ is for later technical convenience.
Graphical models are not limited to cases in which the random variables at each node belong to the same exponential family. More generally, we can consider heterogeneous combinations of exponential family members, as illustrated by the following examples.

**Example 3.4 (Mixture Models).** As shown in Figure 3.2(a), a scalar mixture model has a very simple graphical interpretation. Concretely, in order to form a finite mixture of Gaussians, let $X_s$ be a multinomial variable, taking values in $\{0, 1, \ldots, r - 1\}$. The role of $X_s$ is to specify the choice of mixture component, so that our mixture model has $r$ components in total. As in the Potts model described in Example 3.2, the distribution of this random variable is exponential family with sufficient statistics $\{1_j[x_s], j = 0, \ldots, r - 1\}$, and associated canonical parameters $\{\alpha_s; 0, \ldots, \alpha_s;r-1\}$.

In order to form the finite mixture, conditioned on $X_s = j$, we now let $Y_s$ be conditionally Gaussian with mean and variance $(\mu_j, \sigma_j^2)$. Each such conditional distribution can be written in exponential family form in terms of the sufficient statistics $\{y_s, y_s^2\}$, with an associated pair of canonical parameters $(\gamma_s; j, \gamma_s'; j) := (\frac{\mu_j}{\sigma_j^2}, -\frac{1}{2\sigma_j^2})$. Overall, we obtain the exponential family with the canonical parameters

$$
\theta_s := \left(\alpha_s; 0, \ldots, \alpha_s;r-1, \gamma_s; 0, \ldots, \gamma_s;r-1, \gamma_s'; 0, \ldots, \gamma_s';r-1\right),
$$
and a density of the form:

\[ p_\theta(y_s, x_s) = p_\alpha(x_s) \ p_\gamma(y_s | x_s) \]

\[ \propto \exp \left\{ \sum_{j=0}^{r-1} \alpha_{s,j} \mathbb{1}_j(x_s) + \sum_{j=0}^{r-1} \mathbb{1}_j(x_s) \left[ \gamma_{s,j} y_s + \gamma_{s,j}^2 y_{s,j} \right] \right\}. \]  

(3.15)

The pair \((X_s, Y_s)\) serves a basic block for building more sophisticated graphical models, suitable for describing multivariate data \(((X_1, Y_1), \ldots, (X_m, Y_m))\). For instance, suppose that the vector \(X = (X_1, \ldots, X_m)\) of multinomial variates is modeled as a Markov random field (see Example 3.2 on the Potts model) with respect to some underlying graph \(G = (V, E)\), and the variables \(Y_s\) are conditionally independent given \(\{X = x\}\). These assumptions lead to an exponential family \(p_\theta(y, x)\) with parameters \(\theta = (\alpha, \gamma)\), and density

\[ p_\alpha(x) p_\gamma(y | x) \propto \exp \left\{ \sum_{s \in V} \alpha_s(x_s) + \sum_{(s,t) \in E} \alpha_{st}(x_s, x_t) \right\} \prod_{s \in V} p_\gamma(y_s | x_s), \]

(3.16)

corresponding to a product of the Potts-type distribution \(p_\alpha(x)\) over \(X\), and the local conditional distributions \(p_\gamma(y_s | x_s)\). Here, we have used \(\alpha_s(x_s)\) as a shorthand for the exponential family representation \(\sum_{j=0}^{r-1} \alpha_{s,j} \mathbb{1}_j(x_s)\), and similarly for the quantity \(\alpha_{st}(x_s, x_t)\); see Example 3.2 where this notation was used.

Whereas the mixture model just described is a two-level hierarchy, the following example involves three distinct levels:

**Example 3.5 (Latent Dirichlet Allocation).** The latent Dirichlet allocation model [32] is a particular type of hierarchical Bayes model for capturing the statistical dependencies among words in a corpus of documents. It involves three different types of random variables: “documents” \(U\), “topics” \(Z\), and “words” \(W\). Words are multinomial random variables ranging over some vocabulary. Topics are also multinomial random variables. Associated to each value of the topic variable there is a distribution over words. A document is a distribution over topics.
Finally, a corpus is defined by placing a distribution on the documents. For the latent Dirichlet allocation model, this latter distribution is a Dirichlet distribution.

More formally, words $W$ are drawn from a multinomial distribution, $\mathbb{P}(W = j | Z = i; \gamma) = \exp(\gamma_{ij})$, for $j = 0, 1, \ldots, k - 1$, where $\gamma_{ij}$ is a parameter encoding the probability of the $j$th word under the $i$th topic. This conditional distribution can be expressed as an exponential family in terms of indicator functions as follows:

$$p_{\gamma}(w | z) \propto \exp \left( \sum_{i=0}^{k-1} \sum_{j=0}^{r-1} \gamma_{ij} I_i(z) I_j(w) \right), \quad (3.17)$$

where $I_i(z)$ is an $\{0,1\}$-valued indicator for the event $\{Z = i\}$, and similarly for $I_j(w)$. At the next level of the hierarchy (see Figure 3.3), the topic variable $Z$ also follows a multinomial distribution whose parameters are determined by the Dirichlet variable as follows:

$$p(z | u) \propto \exp \left\{ \sum_{i=0}^{r-1} I_i[z] \log u_i \right\}. \quad (3.18)$$

Finally, at the top level of the hierarchy, the Dirichlet variable $U$ has a density with respect to Lebesgue measure of the form $p_{\alpha}(u) \propto \exp\{\sum_{i=0}^{r-1} \alpha_i \log u_i\}$. Overall then, for a single triplet $X := (U, Z, W)$, the LDA model is an exponential family with parameter vector $\theta := (\alpha, \gamma)$, and an associated density of the form:

$$p_{\alpha}(u)p(z | u) p_{\gamma}(w | z) \propto \exp \left\{ \sum_{i=0}^{r-1} \alpha_i \log u_i + \sum_{i=0}^{r-1} I_i[z] \log u_i \right\} \times \exp \left\{ \sum_{i=0}^{r-1} \sum_{j=0}^{k-1} \gamma_{ij} I_i[z] I_j[w] \right\}. \quad (3.19)$$

The sufficient statistics $\phi$ consist of the collections of functions $\{\log u_i\}$, $\{I_i[z] \log u_i\}$, and $\{I_i[z] I_j[w]\}$. As illustrated in Figure 3.3, the full LDA model entails replicating these types of local structures many times.

Many graphical models include what are known as “hard-core” constraints, meaning that a subset of configurations are forbidden.
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Fig. 3.3 Graphical illustration of the Latent Dirichlet allocation (LDA) model. The word variable $W$ is multinomial conditioned on the underlying topic $Z$, where $\gamma$ specifies the topic distributions. The topics $Z$ are also modeled as multinomial variables, with distributions parameterized by a probability vector $U$ that follows a Dirichlet distribution with parameter $\alpha$. This model is an example of a hierarchical Bayesian model. The rectangles, known as plates, denote replication of the random variables.

Instances of such problems include decoding of binary linear codes, and other combinatorial optimization problems (e.g., graph matching, covering, packing, etc.). At first glance, it might seem that such families of distributions cannot be represented as exponential families, since the density $p_\theta$ in any exponential family is strictly positive — that is, $p_\theta(x) > 0$ for all $x \in X^m$. In the following example, we show that these hard-core constraints can be incorporated within the exponential family framework by making appropriate use of the underlying base measure $\nu$.

**Example 3.6 (Models with Hard Constraints).** One important domain in which hard-core constraints arise is communication theory, and in particular the problem of error-control coding [87, 166, 200]. To motivate the coding problem, suppose that two people — following an old convention, let us call them Alice and Bob — wish to communicate. We assume that they can communicate by transmitting a sequence of 0s and 1s, but make the problem interesting by assuming that the communication channel linking them behaves in a random manner. Concretely, in a “bit-flipping” channel, any binary digit transmitted by Alice is received correctly by Bob only with probability $1 - \epsilon$. As a probabilistic model, this channel can be modeled by the conditional distribution

$$p(y \mid x) := \begin{cases} 
1 - \epsilon & \text{if } x = y \\
\epsilon & \text{if } x \neq y,
\end{cases}$$

where \( x \in \{0,1\} \) represents the bit transmitted by Alice, and \( y \in \{0,1\} \) represents the bit received by Bob.

In order to mitigate the “noisiness” of the channel, Alice and Bob agree on the following block coding scheme: instead of transmitting a single bit, they communicate using strings \( (x_1, x_2, \ldots, x_m) \) of bits, and moreover, they agree to use only a subset of the total number \( 2^m \) of length \( m \) binary strings. These privileged strings, which are known as codewords, can be defined using a particular type of graphical model. Concretely, suppose that Alice decides to choose from among strings \( x \in \{0,1\}^m \) that satisfy a set of parity checks — say of the form \( x_1 \oplus x_2 \oplus x_3 = 0 \), where \( \oplus \) denotes addition in modulo two arithmetic. Let us consider a collection \( F \) of such parity checks; each \( a \in F \) enforces a parity check constraint on some subset \( N(a) \subset \{1, \ldots, m\} \) of bits. If we define the indicator function

\[
\psi_a(x_{N(a)}) := \begin{cases} 
1 & \text{if } \bigoplus_{i \in N(a)} x_i = 0 \\
0 & \text{otherwise},
\end{cases}
\tag{3.20}
\]

then a binary linear code consists of all bit strings \( (x_1, x_2, \ldots, x_m) \in \{0,1\}^m \) for which \( \prod_{a \in F} \psi_a(x_{N(a)}) = 1 \). These constraints are known as “hard-core,” since they take the value 0 for some settings of \( x \), and hence eliminate such configurations from the support of the distribution. Letting \( (y_1, \ldots, y_m) \in \{0,1\}^m \) denote the string of bits received by Bob, his goal is to use these observations to infer which codeword was transmitted by Alice. Depending on the error metric used, this decoding problem corresponds to either computing marginals or modes of the posterior distribution

\[
p(x_1, \ldots, x_m \mid y_1, \ldots, y_m) \propto \prod_{i=1}^{m} p(y_i \mid x_i) \prod_{a \in F} \psi_a(x_{N(a)}). \tag{3.21}
\]

This distribution can be described by a factor graph, with the bits \( x_i \) represented as unshaded circular variable nodes, the observed values \( y_i \) as shaded circular variable nodes, and the parity check indicator functions represented at the square factor nodes (see Figure 2.9).

The code can also be viewed as an exponential family on this graph, if we take densities with respect to an appropriately chosen base measure. In particular, let us use the parity checks to define the counting
measure restricted to valid codewords
\[
\nu(\{x\}) := \prod_{a \in F} \psi_a(x_{N(a)}).
\] (3.22)

Moreover, since the quantities \(y_i\) are observed, they may be viewed as fixed, so that the conditional distribution \(p(y_i | x_i)\) can be viewed as some function \(q(\cdot)\) of \(x_i\) only. A little calculation shows that we can write this function in exponential form as
\[
q(x_i; \theta_i) = \exp\{\theta_i x_i - \log(1 + \exp(\theta_i))\},
\] (3.23)

where the exponential parameter \(\theta_i\) is defined by the observation \(y_i\) and conditional distribution \(p(y_i | x_i)\) via the relation \(\theta_i = \log p(y_i | 1)/p(y_i | 0)\). In the particular case of the binary symmetric channel, these canonical parameters take the form
\[
\theta_i = (2y_i - 1) \log \frac{1 - \epsilon}{\epsilon}.
\] (3.24)

Note that we are using the fact that the vector \((y_1, y_2, \ldots, y_m)\) is observed, and hence can be viewed as fixed. With this set-up, the distribution (3.21) can be cast as an exponential family, where the density is taken with respect to the restricted counting measure (3.22), and has the form
\[
 p_\theta(x | y) \propto \exp \{ \sum_{i=1}^m \theta_i x_i \}.
\]

### 3.4 Mean Parameterization and Inference Problems

Thus far, we have characterized any exponential family member \(p_\theta\) by its vector of canonical parameters \(\theta \in \Omega\). As we discuss in this section, it turns out that any exponential family has an alternative parameterization in terms of a vector of mean parameters. Moreover, various statistical computations, among them marginalization and maximum likelihood estimation, can be understood as transforming from one parameterization to the other.

We digress momentarily to make an important remark regarding the role of observed variables or conditioning for the marginalization problem. As discussed earlier, applications of graphical models frequently involve conditioning on a subset of random variables — say
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that represent observed quantities, and computing marginals under the posterior distribution \( p_\theta(x \mid y) \). The application to error-correcting coding, just discussed in Example 3.6, is one such example. So as to simplify notation in our development to follow, it is convenient to no longer make direct reference to observed variables, but rather discuss marginalization and other computational problems only in reference to unconditional forms of exponential families. For such computational purposes, there is no loss of generality in doing so, since the effects of observations can always be absorbed by modifying the canonical parameters \( \theta \) and/or the sufficient statistics \( \phi \) appropriately. (For instance, in Example 3.6, the noisy observation \( y_i \) at node \( i \) contributes a new factor \( \exp(\theta_i x_i) \) to the exponential family factorization, as described in Equation (3.23).)

3.4.1 Mean Parameter Spaces and Marginal Polytopes

Let \( p \) be a given density defined with respect to the underlying base measure \( \nu \); for the moment, we do not assume that \( p \) is a member of an exponential family defined with respect to \( \nu \). The mean parameter \( \mu_\alpha \) associated with a sufficient statistic \( \phi_\alpha : X^m \to \mathbb{R} \) is defined by the expectation

\[
\mu_\alpha = \mathbb{E}_p[\phi_\alpha(X)] = \int \phi_\alpha(x)p(x)\nu(dx), \quad \text{for } \alpha \in \mathcal{I}.
\]  

(3.25)

In this way, we define a vector of mean parameters \( (\mu_1, \ldots, \mu_d) \), one for each of the \( |\mathcal{I}| = d \) sufficient statistics \( \phi_\alpha \), with respect to an arbitrary density \( p \). An interesting object is the set of all such vectors \( \mu \in \mathbb{R}^d \) traced out as the underlying density \( p \) is varied. More formally, we define the set

\[
\mathcal{M} := \{ \mu \in \mathbb{R}^d \mid \exists \text{ p s.t. } \mathbb{E}_p[\phi_\alpha(X)] = \mu_\alpha \forall \alpha \in \mathcal{I} \},
\]  

(3.26)

corresponding to all realizable mean parameters. It is important to note that in this definition, we have not restricted the density \( p \) to the exponential family associated with the sufficient statistics \( \phi \) and base measure \( \nu \). However, it turns out that under suitable technical conditions, this vector provides an alternative parameterization of this exponential family.
We illustrate these concepts with a continuation of a previous example:

**Example 3.7 (Gaussian MRF Mean Parameters).** Using the canonical parameterization of the Gaussian Markov random field provided in Example 3.3, the mean parameters for a Gaussian Markov random field are the second-order moment matrix \( \Sigma := \mathbb{E}[XX^T] \in \mathbb{R}^{m \times m} \), and the mean vector \( \mu = \mathbb{E}[X] \in \mathbb{R}^m \). For this particular model, it is straightforward to characterize the set \( \mathcal{M} \) of globally realizable mean parameters \((\mu, \Sigma)\). We begin by recognizing that if \((\mu, \Sigma)\) are realized by some distribution (not necessarily Gaussian), then \( \Sigma - \mu \mu^T \) must be a valid covariance matrix of the random vector \( X \), implying that the positive semidefiniteness (PSD) condition \( \Sigma - \mu \mu^T \succeq 0 \) must hold. Conversely, any pair \((\mu, \Sigma)\) for which the PSD constraint holds, we may construct a multivariate Gaussian distribution with mean \( \mu \), and (possibly degenerate) covariance \( \Sigma - \mu \mu^T \), which by construction realizes \((\mu, \Sigma)\). Thus, we have established that for a Gaussian Markov random field, the set \( \mathcal{M} \) has the form

\[
\mathcal{M} = \{ (\mu, \Sigma) \in \mathbb{R}^m \times S_+^m \mid \Sigma - \mu \mu^T \succeq 0 \},
\]

where \( S_+^m \) denotes the set of \( m \times m \) symmetric positive semidefinite matrices. Figure 3.4 illustrates this set in the scalar case \((m = 1)\),

![Fig. 3.4 Illustration of the set \( \mathcal{M} \) for a scalar Gaussian: the model has two mean parameters \( \mu = \mathbb{E}[X] \) and \( \Sigma_{11} = \mathbb{E}[X^2] \), which must satisfy the quadratic constraint \( \Sigma_{11} - \mu^2 \succeq 0 \). Note that the set \( \mathcal{M} \) is convex, which is a general property.](image)
where the mean parameters $\mu = \mathbb{E}[X]$ and $\Sigma_{11} = \mathbb{E}[X^2]$ must satisfy the quadratic constraint $\Sigma_{11} - \mu^2 \geq 0$.

The set $\mathcal{M}$ is always a convex subset of $\mathbb{R}^d$. Indeed, if $\mu$ and $\mu'$ are both elements of $\mathcal{M}$, then there must exist distributions $p$ and $p'$ that realize them, meaning that $\mu = \mathbb{E}_p[\phi(X)]$ and $\mu' = \mathbb{E}_{p'}[\phi(X)]$. For any $\lambda \in [0,1]$, the convex combination $\mu(\lambda) := \lambda \mu + (1 - \lambda)\mu'$ is realized by the mixture distribution $\lambda p + (1 - \lambda)p'$, so that $\mu(\lambda)$ also belongs to $\mathcal{M}$. In Appendix B.3, we summarize further properties of $\mathcal{M}$ that hold for general exponential families.

The case of discrete random variables yields a set $\mathcal{M}$ with some special properties. More specifically, for any random vector $(X_1, X_2, \ldots X_m)$ such that the associated state space $\mathcal{X}^m$ is finite, we have the representation

$$\mathcal{M} = \left\{ \mu \in \mathbb{R}^d \mid \mu = \sum_{x \in \mathcal{X}^m} \phi(x)p(x) \quad \text{for some } p(x) \geq 0, \right. $$

$$\left. \sum_{x \in \mathcal{X}^m} p(x) = 1 \right\} = \text{conv}\{\phi(x), x \in \mathcal{X}^m\},$$

where conv denotes the convex hull operation (see Appendix A.2). Consequently, when $|\mathcal{X}^m|$ is finite, the set $\mathcal{M}$ is — by definition — a convex polytope.

The Minkowski–Weyl theorem [203], stated in Appendix A.2, provides an alternative description of a convex polytope. As opposed to the convex hull of a finite collection of vectors, any polytope $\mathcal{M}$ can also be characterized by a finite collection of linear inequality constraints. Explicitly, for any polytope $\mathcal{M}$, there exists a collection $\{(a_j, b_j) \in \mathbb{R}^d \times \mathbb{R} \mid j \in J\}$ with $|J|$ finite such that

$$\mathcal{M} = \{ \mu \in \mathbb{R}^d \mid \langle a_j, \mu \rangle \geq b_j \ \forall j \in J \}. \quad (3.29)$$

In geometric terms, this representation shows that $\mathcal{M}$ is equal to the intersection of a finite collection of half-spaces, as illustrated in Figure 3.5. Let us show the distinction between the convex hull (3.28) and linear inequality (3.29) representations using the Ising model.
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Fig. 3.5 Generic illustration of $\mathcal{M}$ for a discrete random variable with $|\mathcal{X}^m|$ finite. In this case, the set $\mathcal{M}$ is a convex polytope, corresponding to the convex hull of $\{\phi(x) \mid x \in \mathcal{X}^m\}$. By the Minkowski–Weyl theorem, this polytope can also be written as the intersection of a finite number of half-spaces, each of the form $\{\mu \in \mathbb{R}^d \mid \langle a_j, \mu \rangle \geq b_j\}$ for some pair $(a_j, b_j) \in \mathbb{R}^d \times \mathbb{R}$.

Example 3.8 (Ising Mean Parameters). Continuing from Example 3.1, the sufficient statistics for the Ising model are the singleton functions $(x_s, s \in V)$ and the pairwise functions $(x_s x_t, (s, t) \in E)$. The vector of sufficient statistics takes the form:

$$\phi(x) := (x_s, s \in V; x_s x_t, (s, t) \in E) \in \mathbb{R}^{|V|+|E|}.$$  \hfill (3.30)

The associated mean parameters correspond to particular marginal probabilities, associated with nodes and edges of the graph $G$ as

$$\mu_s = \mathbb{E}_p[X_s] = \mathbb{P}[X_s = 1] \quad \text{for all } s \in V, \quad \text{and}$$  \hfill (3.31a)

$$\mu_{st} = \mathbb{E}_p[X_s X_t] = \mathbb{P}[(X_s, X_t) = (1, 1)] \quad \text{for all } (s, t) \in E. \quad \text{(3.31b)}$$

Consequently, the mean parameter vector $\mu \in \mathbb{R}^{|V|+|E|}$ consists of marginal probabilities over singletons ($\mu_s$), and pairwise marginals over variable pairs on graph edges ($\mu_{st}$). The set $\mathcal{M}$ consists of the convex hull of $\{\phi(x), x \in \{0,1\}^m\}$, where $\phi$ is given in Equation (3.30). In probabilistic terms, the set $\mathcal{M}$ corresponds to the set of all singleton and pairwise marginal probabilities that can be realized by some distribution over $(X_1, \ldots, X_m) \in \{0,1\}^m$. In the polyhedral combinatorics literature, this set is known as the correlation polytope, or the cut polytope [69, 187].
To make these ideas more concrete, consider the simplest nontrivial case: namely, a pair of variables \((X_1, X_2)\), and the graph consisting of the single edge joining them. In this case, the set \(\mathcal{M}\) is a polytope in three dimensions (two nodes plus one edge): it is the convex hull of the vectors \(\{(x_1, x_2, x_1x_2) \mid (x_1, x_2) \in \{0,1\}^2\}\), or more explicitly
\[
\text{conv}\{(0,0,0), (1,0,0), (0,1,0), (1,1,1)\},
\]
as illustrated in Figure 3.6.

Let us also consider the half-space representation (3.29) for this case. Elementary probability theory and a little calculation shows that the three mean parameters \((\mu_1, \mu_2, \mu_{12})\) must satisfy the constraints \(0 \leq \mu_{12} \leq \mu_i\) for \(i = 1, 2\) and \(1 + \mu_{12} - \mu_1 - \mu_2 \geq 0\). We can write these constraints in matrix-vector form as
\[
\begin{bmatrix}
0 & 0 & 1 \\
1 & 0 & -1 \\
0 & 1 & -1 \\
-1 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_{12}
\end{bmatrix}
\geq
\begin{bmatrix}
0 \\
0 \\
0 \\
-1
\end{bmatrix}.
\]

These four constraints provide an alternative characterization of the 3D polytope illustrated in Figure 3.6.

---

**Fig. 3.6** Illustration of \(\mathcal{M}\) for the special case of an Ising model with two variables \((X_1, X_2) \in \{0,1\}^2\). The four mean parameters \(\mu_1 = \mathbb{E}[X_1], \mu_2 = \mathbb{E}[X_2]\) and \(\mu_{12} = \mathbb{E}[X_1X_2]\) must satisfy the constraints \(0 \leq \mu_{12} \leq \mu_i\) for \(i = 1, 2\), and \(1 + \mu_{12} - \mu_1 - \mu_2 \geq 0\). These constraints carve out a polytope with four facets, contained within the unit hypercube \([0,1]^3\).
Our next example deals with an interesting family of polytopes that arises in error-control coding and binary matroid theory:

**Example 3.9 (Codeword Polytopes and Binary Matroids).**
Recall the definition of a binary linear code from Example 3.6: it corresponds to the subset of binary strings $x \in \{0,1\}^m$ that satisfy a set of parity check relations

$$
\mathbb{C} := \{ x \in \{0,1\}^m \mid \prod_{a \in F} \psi_a(x_{N(a)}) = 1 \},
$$

where each parity check function operates on the subset $N(a) \subset \{1,2,\ldots,m\}$ of bits. Viewed as an exponential family, the sufficient statistics are simply $\phi(x) = (x_1, x_2, \ldots, x_m)$, the base measure $\nu$ is counting measure restricted to the set $\mathbb{C}$. Consequently, the set $\mathcal{M}$ for this problem corresponds to the **codeword polytope**—namely, the convex hull of all possible codewords

$$
\mathcal{M} = \text{conv}\left\{ x \in \{0,1\}^m \mid \prod_{a \in F} \psi_a(x_{N(a)}) = 1 \right\}
$$

$$
= \text{conv}\{ x \in \mathbb{C} \}. \quad (3.32)
$$

To provide a concrete illustration, consider the code on $m = 3$ bits, defined by the single parity check relation $x_1 \oplus x_2 \oplus x_3 = 0$. Figure 3.7(a) shows the factor graph representation of this toy code. This parity check eliminates half of the $2^3 = 8$ possible binary sequences of length 3. The codeword polytope is simply the convex hull of $\{(0,0,0), (0,1,1), (1,0,1), (1,1,0)\}$, as illustrated in Figure 3.7(b). Equivalently, we can represent this codeword polytope in terms of half-space constraints. For this single parity check code, the codeword polytope is defined by the four inequalities

$$
(1 - \mu_1) + (1 - \mu_2) + (1 - \mu_3) \geq 1, \quad (3.33a)
$$

$$
(1 - \mu_1) + \mu_2 + \mu_3 \geq 1, \quad (3.33b)
$$

$$
\mu_1 + (1 - \mu_2) + \mu_3 \geq 1, \quad \text{and} \quad (3.33c)
$$

$$
\mu_1 + \mu_2 + (1 - \mu_3) \geq 1. \quad (3.33d)
$$
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Fig. 3.7 Illustration of $\mathcal{M}$ for the special case of the binary linear code $C = \{(0,0,0),(0,1,1),(1,1,0),(1,1,1)\}$. This code is defined by a single parity check.

As we discuss at more length in Section 8.4.4, these inequalities can be understood as requiring that $(\mu_1, \mu_2, \mu_3)$ is at least distance 1 from each of the forbidden odd-parity vertices of the hypercube $\{0,1\}^3$.

Of course, for larger code lengths $m$ and many parity checks, the associated codeword polytope has a much more complicated structure. It plays a key role in the error-control decoding problem [78], studied intensively in the coding and information theory communities. Any binary linear code can be identified with a binary matroid [186], in which context the codeword polytope is referred to as the cycle polytope of the binary matroid. There is a rich literature in combinatorics on the structure of these codeword or cycle polytopes [9, 69, 104, 215].

Examples 3.8 and 3.9 are specific instances of a more general object that we refer to as the marginal polytope for a discrete graphical model. The marginal polytope is defined for any graphical model with multinomial random variables $X_s \in \mathcal{X}_s := \{0,1,\ldots,r_s - 1\}$ at each vertex $s \in V$; note that the cardinality $|\mathcal{X}_s| = r_s$ can differ from node to node. Consider the exponential family defined in terms of $\{0,1\}$-valued indicator functions

$$\forall s \in V, j \in \mathcal{X}_s, \quad \mathbb{I}_{s;j}(x_s) := \begin{cases} 1 & \text{if } x_s = j \\ 0 & \text{otherwise.} \end{cases}$$

$$\forall (s,t) \in E, (j,k) \quad \mathbb{I}_{st;jk}(x_s,x_t) := \begin{cases} 1 & \text{if } (x_s,x_t) = (j,k) \\ 0 & \text{otherwise.} \end{cases}$$

(3.34)
We refer to the sufficient statistics (3.34) as the *standard overcomplete representation*. Its overcompleteness was discussed previously in Example 3.2.

With this choice of sufficient statistics, the mean parameters take a very intuitive form: in particular, for each node \( s \in V \)
\[
\mu_s; j = \mathbb{E}_p[I_j(X_s)] = P[X_s = j] \quad \forall j \in \mathcal{X}_s, \tag{3.35}
\]
and for each edge \((s, t) \in E\), we have
\[
\mu_{st; jk} = \mathbb{E}_p[I_{st; jk}(X_s, X_t)] = P[X_s = j, X_t = k] \quad \forall (j, k) \in \mathcal{X}_s \in \mathcal{X}_t. \tag{3.36}
\]
Thus, the mean parameters correspond to singleton marginal distributions \( \mu_s \) and pairwise marginal distributions \( \mu_{st} \) associated with the nodes and edges of the graph. In this case, we refer to the set \( \mathcal{M} \) as the *marginal polytope* associated with the graph, and denote it by \( \mathbb{M}(G) \).

Explicitly, it is given by
\[
\mathbb{M}(G) := \{ \mu \in \mathbb{R}^d \mid \exists p \text{ such that (3.35) holds } \forall (s; j), \text{ and } (3.36) \text{ holds } \forall (st; jk) \}. \tag{3.37}
\]

Note that the correlation polytope for the Ising model presented in Example 3.8 is a special case of a marginal polytope, obtained for \( X_s \in \{0, 1\} \) for all nodes \( s \). The only difference is we have defined marginal polytopes with respect to the standard overcomplete basis of indicator functions, whereas the Ising model is usually parameterized as a minimal exponential family. The codeword polytope of Example 3.9 is another special case of a marginal polytope. In this case, the reduction requires two steps: first, we convert the factor graph representation of the code — for instance, as shown in Figure 3.7(a) — to an equivalent pairwise Markov random field, involving binary variables at each bit node, and higher-order discrete variables at each factor node. (See Appendix E.3 for details of this procedure for converting from factor graphs to pairwise MRFs.) The marginal polytope associated with this pairwise MRF is simply a lifted version of the codeword polytope. We discuss these and other examples of marginal polytopes in more detail in later sections.
For the toy models considered explicitly in Examples 3.8 and 3.9, the number of half-space constraints \(|\mathcal{J}|\) required to characterize the marginal polytopes was very small (\(|\mathcal{J}| = 4\) in both cases). It is natural to ask how the number of constraints required grows as a function of the graph size. Interestingly, we will see later that this so-called facet complexity depends critically on the graph structure. For trees, any marginal polytope is characterized by local constraints — involving only pairs of random variables on edges — with the total number growing only linearly in the graph size. In sharp contrast, for general graphs with cycles, the constraints are very nonlocal and the growth in their number is astonishingly fast. For the special case of the Ising model, the book by Deza and Laurent [69] contains a wealth of information about the correlation/cut polytope. The intractability of representing marginal polytopes in a compact manner is one underlying cause of the complexity in performing statistical computation.

### 3.4.2 Role of Mean Parameters in Inference Problems

The preceding examples suggest that mean parameters have a central role to play in the marginalization problem. For the multivariate Gaussian (Example 3.7), an efficient algorithm for computing the mean parameterization provides us with both the Gaussian mean vector, as well as the associated covariance matrix. For the Ising model (see Example 3.8), the mean parameters completely specify the singleton and pairwise marginals of the probability distribution; the same statement holds more generally for the multinomial graphical model defined by the standard overcomplete parameterization (3.34). Even more broadly, the computation of the \textit{forward mapping}, from the canonical parameters \(\theta \in \Omega\) to the mean parameters \(\mu \in \mathcal{M}\), can be viewed as a fundamental class of inference problems in exponential family models. Although computing the mapping is straightforward for most low-dimensional exponential families, the computation of this forward mapping is extremely difficult for many high-dimensional exponential families.

The \textit{backward mapping}, namely from mean parameters \(\mu \in \mathcal{M}\) to canonical parameters \(\theta \in \Omega\), also has a natural statistical interpretation. In particular, suppose that we are given a set of samples \(X^n_1 := \{X^1, \ldots, X^n\}\), drawn independently from an exponential family
member \( p_\theta(x) \), where the parameter \( \theta \) is unknown. If the goal is to estimate \( \theta \), the classical principle of maximum likelihood dictates obtaining an estimate \( \hat{\theta} \) by maximizing the likelihood of the data, or equivalently (after taking logarithms and rescaling), maximizing the quantity

\[
\ell(\theta; X^n_1) := \frac{1}{n} \sum_{i=1}^{n} \log p_\theta(X^i) = \langle \theta, \hat{\mu} \rangle - A(\theta),
\]

where \( \hat{\mu} := \hat{\mathbb{E}}[\phi(X)] = \frac{1}{n} \sum_{i=1}^{n} \phi(X^i) \) is the vector of empirical mean parameters defined by the data \( X^n_1 \). The maximum likelihood estimate \( \hat{\theta} \) is chosen to achieve the maximum of this objective function. Note that computing \( \hat{\theta} \) is, in general, another challenging problem, since the objective function involves the log partition function \( A \). As will be demonstrated by the development to follow, under suitable conditions, the maximum likelihood estimate \( \hat{\theta} \) is chosen to achieve the maximum of this objective function. Note that computing \( \hat{\theta} \) is, in general, another challenging problem, since the objective function involves the log partition function \( A \). As will be demonstrated by the development to follow, under suitable conditions, the maximum likelihood estimate is unique, and specified by the stationarity condition \( \mathbb{E}_{\hat{\theta}}[\phi(X)] = \hat{\mu} \). Finding the unique solution to this equation is equivalent to computing the backward mapping \( \mu \mapsto \theta \), from mean parameters to canonical parameters. In general, computing this inverse mapping is also computationally intensive.

### 3.5 Properties of \( A \)

With this background in mind, we now turn to a deeper exploration of the properties of the cumulant function \( A \). Perhaps the most important property of \( A \) is its convexity, which brings us into convex analysis, and more specifically leads us to conjugate duality. Under suitable conditions, the function \( A \) and its conjugate dual \( A^* \) — or more precisely, their derivatives — turn out to define a one-to-one and surjective mapping between the canonical and mean parameters. As discussed above, the mapping between canonical and mean parameters is a core challenge that underlies various statistical computations in high-dimensional graphical models.

#### 3.5.1 Derivatives and Convexity

Recall that a real-valued function \( g \) is convex if, for any two \( x, y \) belonging to the domain of \( g \) and any scalar \( \lambda \in (0, 1) \), the inequality

\[
g(\lambda x + (1 - \lambda)y) \leq \lambda g(x) + (1 - \lambda)g(y)
\]

(3.39)
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holds. In geometric terms, this inequality means that the line connecting the function values \( g(x) \) and \( g(y) \) lies above the graph of the function itself. The function is \textit{strictly convex} if the inequality (3.39) is strict for all \( x \neq y \). (See Appendix A.2.5 for some additional properties of convex functions.) We begin by establishing that the log partition function is smooth, and convex in terms of \( \theta \).

**Proposition 3.1.** The cumulant function

\[
A(\theta) := \log \int_{\mathcal{X}^m} \exp(\theta, \phi(x)) \nu(dx)
\]

associated with any regular exponential family has the following properties:

(a) It has derivatives of all orders on its domain \( \Omega \). The first two derivatives yield the cumulants of the random vector \( \phi(X) \) as follows:

\[
\frac{\partial A}{\partial \theta_{\alpha}}(\theta) = \mathbb{E}_{\theta}[\phi_{\alpha}(X)] := \int \phi_{\alpha}(x)p_{\theta}(x)\nu(dx).
\]

\[
\frac{\partial^2 A}{\partial \theta_{\alpha} \partial \theta_{\beta}}(\theta) = \mathbb{E}_{\theta}[\phi_{\alpha}(X)\phi_{\beta}(X)] - \mathbb{E}_{\theta}[\phi_{\alpha}(X)]\mathbb{E}_{\theta}[\phi_{\beta}(X)].
\]

(b) Moreover, \( A \) is a convex function of \( \theta \) on its domain \( \Omega \), and strictly so if the representation is minimal.

\[\text{Proof.}\] Let us assume that differentiating through the integral (3.40) defining \( A \) is permitted; verifying the validity of this assumption is a standard argument using the dominated convergence theorem (e.g., Brown [43]). Under this assumption, we have

\[
\frac{\partial A}{\partial \theta_{\alpha}}(\theta) = \frac{\partial}{\partial \theta_{\alpha}} \left\{ \log \int_{\mathcal{X}^m} \exp(\theta, \phi(x)) \nu(dx) \right\}
\]

\[
= \left[ \int_{\mathcal{X}^m} \frac{\partial}{\partial \theta_{\alpha}} \exp(\theta, \phi(x)) \nu(dx) \right] / \left[ \int_{\mathcal{X}^m} \exp(\theta, \phi(u)) \nu(du) \right]
\]
\[\begin{align*}
&= \int_{X^m} \phi_\alpha(x) \frac{\exp(\theta, \phi(x)) \nu(dx)}{\int_{X^m} \exp(\theta, \phi(u)) \nu(du)} \\
&= \mathbb{E}_\theta[\phi_\alpha(X)],
\end{align*}\]

which establishes Equation (3.41a). The formula for the higher-order derivatives can be proven in an entirely analogous manner.

Observe from Equation (3.41b) that the second-order partial derivative \(\frac{\partial^2 A}{\partial \theta_\alpha \theta_\beta}\) is equal to the covariance element \(\text{cov}\{\phi_\alpha(X), \phi_\beta(X)\}\). Therefore, the full Hessian \(\nabla^2 A(\theta)\) is the covariance matrix of the random vector \(\phi(X)\), and so is positive semidefinite on the open set \(\Omega\), which ensures convexity (see Theorem 4.3.1 of Hiriart-Urruty and Lemaréchal [112]). If the representation is minimal, there is no nonzero vector \(a \in \mathbb{R}^d\) and constant \(b \in \mathbb{R}\) such that \(\langle a, \phi(x) \rangle = b\) holds \(\nu\)-a.e. This condition implies \(\text{var}_\theta[\langle a, \phi(x) \rangle] = a^T \nabla^2 A(\theta) a > 0\) for all \(a \in \mathbb{R}^d\) and \(\theta \in \Omega\); this strict positive definiteness of the Hessian on the open set \(\Omega\) implies strict convexity [112].

### 3.5.2 Forward Mapping to Mean Parameters

We now turn to an in-depth consideration of the forward mapping \(\theta \mapsto \mu\), from the canonical parameters \(\theta \in \Omega\) defining a distribution \(p_\theta\) to its associated vector of mean parameters \(\mu \in \mathbb{R}^d\). Note that the gradient \(\nabla A\) can be viewed as mapping from \(\Omega\) to \(\mathbb{R}^d\). Indeed, Proposition 3.1 demonstrates that the range of this mapping is contained within the set \(\mathcal{M}\) of realizable mean parameters, defined previously as

\[\mathcal{M} := \{\mu \in \mathbb{R}^d \mid \exists p \text{ s.t. } \mathbb{E}_p[\phi(X)] = \mu\}.\]

We will see that a great deal hinges on the answers to the following two questions:

(a) when does \(\nabla A\) define a one-to-one mapping?

(b) when does the image of \(\Omega\) under the mapping \(\nabla A\) — that is, the set \(\nabla A(\Omega)\) — fully cover the set \(\mathcal{M}\)?

The answer to the first question is relatively straightforward, essentially depending on whether or not the exponential family is minimal. The second question is somewhat more delicate: to begin, note that our
definition of $\mathcal{M}$ allows for mean parameters $\mu \in \mathbb{R}^d$ generated by \textit{any} possible distribution, not just distributions $p_\theta$ in the exponential family defined by the sufficient statistics $\phi$. It turns out that this extra freedom does not really enlarge the set $\mathcal{M}$; as Theorem 3.3 makes precise, under suitable conditions, all mean parameters in $\mathcal{M}$ can be realized by an exponential family distribution (or, for boundary points, by a limiting sequence of such distributions).

We begin with a result addressing the first question:

**Proposition 3.2.** The gradient mapping $\nabla A : \Omega \to \mathcal{M}$ is one-to-one if and only if the exponential representation is minimal.

*Proof.* If the representation is not minimal, then there must exist a nonzero vector $\gamma \in \mathbb{R}^d$ for which $\langle \gamma, \phi(x) \rangle$ is a constant (almost surely with respect to $\nu$). Given any parameter $\theta^1 \in \Omega$, let us define another parameter vector $\theta^2 = \theta^1 + t\gamma$, where $t \in \mathbb{R}$. Since $\Omega$ is open, choosing $t$ sufficiently small ensures that $\theta^2 \in \Omega$ as well. By the condition on the vector $\gamma$, the densities $p_{\theta^1}$ and $p_{\theta^2}$ induce the same probability distribution (only their normalization constants differ). For this pair, we have $\nabla A(\theta^1) = \nabla A(\theta^2)$, so that $\nabla A$ is not one-to-one.

Conversely, if the representation is minimal, then $A$ is strictly convex by Proposition 3.1. For any strictly convex and differentiable function, we have $A(\theta^2) > A(\theta^1) + \langle \nabla A(\theta^1), \theta^2 - \theta^1 \rangle$, for all $\theta^1 \neq \theta^2$ in the domain $\Omega$. The same inequality also holds with the roles of $\theta^1$ and $\theta^2$ reversed; adding together these inequalities yields that

$$\langle \nabla A(\theta^1) - \nabla A(\theta^2), \theta^1 - \theta^2 \rangle > 0$$

for all distinct $\theta^1, \theta^2 \in \Omega$, which shows that $\nabla A$ is one-to-one. \qed

In general, although the gradient mapping $\nabla A$ is not one-to-one for an overcomplete representation, there is still a one-to-one correspondence between each element of $\nabla A(\Omega)$ and an affine subset of $\Omega$. In particular, this affine subset contains all those canonical parameters $\theta$ that are mapped to the same mean parameter. For either a minimal or an overcomplete representation, we say that a pair $(\theta, \mu)$ is \textit{dually}}
coupled if $\mu = \nabla A(\theta)$. This notion of dual coupling plays an important role in the sequel.

We now turn to the second issue regarding the image $\nabla A(\Omega)$ of the domain of valid canonical parameters $\Omega$ under the gradient mapping $\nabla A$. Specifically, the goal is to determine for which mean parameter vectors $\mu \in \mathcal{M}$ does there exist a vector $\theta = \theta(\mu) \in \Omega$ such that $\mathbb{E}_\theta[\phi(X)] = \mu$. The solution turns out to be rather simple: the image $\nabla A(\Omega)$ is simply the interior $\mathcal{M}^\circ$. This fact is remarkable: it means that (disregarding boundary points) all mean parameters $\mathcal{M}$ that are realizable by some distribution can be realized by a member of the exponential family. To provide some intuition into this fact, consider the maximum entropy problem (3.3) for a given mean parameter $\mu$ in the interior of $\mathcal{M}$. As discussed earlier, when a solution to this problem exists, it necessarily takes the form of an exponential family member, say $p_{\theta(\mu)}$. Moreover, from the optimality conditions for the maximum entropy problem, this exponential family member must satisfy the moment-matching conditions $\mathbb{E}_{\theta(\mu)}[\phi(X)] = \mu$. Note that these moment-matching conditions are identical to those defining the maximum likelihood problem (3.38) — as we discuss in the following section, this fact is not coincidental, but rather a consequence of the primal–dual relationship between maximum entropy and maximum likelihood.

**Theorem 3.3.** In a minimal exponential family, the gradient map $\nabla A$ is onto the interior of $\mathcal{M}$, denoted by $\mathcal{M}^\circ$. Consequently, for each $\mu \in \mathcal{M}^\circ$, there exists some $\theta = \theta(\mu) \in \Omega$ such that $\mathbb{E}_\theta[\phi(X)] = \mu$.

We provide the proof of this result in Appendix B. In conjunction with Proposition 3.2, Theorem 3.3 guarantees that for minimal exponential families, each mean parameter $\mu \in \mathcal{M}^\circ$ is uniquely realized by some density $p_{\theta(\mu)}$ in the exponential family. However, a typical exponential family $\{p_\theta \mid \theta \in \Omega\}$ describes only a strict subset of all possible densities (with respect to the given base measure $\nu$). In this case, there must exist at least some other density $p$ — albeit not a member of an exponential family — that also realizes $\mu$. The distinguishing property of the exponential distribution $p_{\theta(\mu)}$ is that, among the set of all distributions that realize $\mu$, it has the maximum entropy. The connection
between $A$ and the maximum entropy principle is specified precisely in terms of the conjugate dual function $A^*$, to which we now turn.

### 3.6 Conjugate Duality: Maximum Likelihood and Maximum Entropy

Conjugate duality is a cornerstone of convex analysis [112, 203], and is a natural source for variational representations. In this section, we explore the relationship between the log partition function $A$ and its conjugate dual function $A^*$. This conjugate relationship is defined by a variational principle that is central to the remainder of this survey, in that it underlies a wide variety of known algorithms, both of an exact nature (e.g., the junction tree algorithm and its special cases of Kalman filtering, the forward–backward algorithm, peeling algorithms) and an approximate nature (e.g., sum-product on graphs with cycles, mean field, expectation-propagation, Kikuchi methods, linear programming, and semidefinite relaxations).

#### 3.6.1 General Form of Conjugate Dual

Given a function $A$, the *conjugate dual function* to $A$, which we denote by $A^*$, is defined as follows:

$$A^*(\mu) := \sup_{\theta \in \Omega} \{ \langle \mu, \theta \rangle - A(\theta) \}. \quad (3.42)$$

Here $\mu \in \mathbb{R}^d$ is a fixed vector of so-called dual variables of the same dimension as $\theta$. Our choice of notation — i.e., using $\mu$ again — is deliberately suggestive, in that these dual variables turn out to have a natural interpretation as mean parameters. Indeed, we have already mentioned one statistical interpretation of this variational problem (3.42); in particular, the right-hand side is the optimized value of the rescaled log likelihood (3.38). Of course, this maximum likelihood problem only makes sense when the vector $\mu$ belongs to the set $\mathcal{M}$; an example is the vector of empirical moments $\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} \phi(X^i)$ induced by a set of data $X^n = \{X^1, \ldots, X^n\}$. In our development, we consider the optimization problem (3.42) more broadly for any vector $\mu \in \mathbb{R}^d$. In this context, it is necessary to view $A^*$ as a function taking values in the
extended real line $\mathbb{R}^* = \mathbb{R} \cup \{+\infty\}$, as is standard in convex analysis (see Appendix A.2.5 for more details).

As we have previously intimated, the conjugate dual function (3.42) is very closely connected to entropy. Recall the definition (3.2) of the Shannon entropy. The main result of the following theorem is that when $\mu \in \mathcal{M}^\circ$, the value of the dual function $A^*(\mu)$ is precisely the negative entropy of the exponential family distribution $p_{\theta(\mu)}$, where $\theta(\mu)$ is the unique vector of canonical parameters satisfying the relation

\[ \mathbb{E}_{\theta(\mu)}[\phi(X)] = \nabla A(\theta(\mu)) = \mu. \]  

We will also find it essential to consider $\mu \notin \mathcal{M}^\circ$, in which case it is impossible to find canonical parameters satisfying the relation (3.43). In this case, the behavior of the supremum defining $A^*(\mu)$ requires a more delicate analysis. In fact, denoting by $\overline{\mathcal{M}}$ the closure of $\mathcal{M}$, it turns out that whenever $\mu \notin \overline{\mathcal{M}}$, then $A^*(\mu) = +\infty$. This fact is essential in the use of variational methods: it guarantees that any optimization problem involving the dual function can be reduced to an optimization problem over $\mathcal{M}$. Accordingly, a great deal of our discussion in the sequel will be on the structure of $\mathcal{M}$ for various graphical models, and various approximations to $\mathcal{M}$ for models in which its structure is overly complex.

More formally, the following theorem, proved in Appendix B.2, provides a precise characterization of the relation between $A$ and its conjugate dual $A^*$:

**Theorem 3.4.**

(a) For any $\mu \in \mathcal{M}^\circ$, denote by $\theta(\mu)$ the unique canonical parameter satisfying the dual matching condition (3.43). The conjugate dual function $A^*$ takes the form

\[ A^*(\mu) = \begin{cases} -H(p_{\theta(\mu)}) & \text{if } \mu \in \mathcal{M}^\circ \\ +\infty & \text{if } \mu \notin \overline{\mathcal{M}}. \end{cases} \]  

For any boundary point $\mu \in \overline{\mathcal{M}} \setminus \mathcal{M}^\circ$ we have $A^*(\mu) = \lim_{n \to +\infty} A^*(\mu^n)$ taken over any sequence $\{\mu^n\} \subset \mathcal{M}^\circ$ converging to $\mu$. 

(b) In terms of this dual, the log partition function has the variational representation

\[
A(\theta) = \sup_{\mu \in \mathcal{M}} \left\{ \langle \theta, \mu \rangle - A^*(\mu) \right\}.
\]

(3.45)

(c) For all \( \theta \in \Omega \), the supremum in Equation (3.45) is attained uniquely at the vector \( \mu \in \mathcal{M}^o \) specified by the moment-matching conditions

\[
\mu = \int_{\mathcal{X}^m} \phi(x)p_\theta(x)\nu(dx) = \mathbb{E}_\theta[\phi(X)].
\]

(3.46)

Theorem 3.4(a) provides a precise statement of the duality between the cumulant function \( A \) and entropy. A few comments on this relationship are in order. First, it is important to recognize that \( A^* \) is a slightly different object than the usual entropy (3.2): whereas the entropy maps density functions to real numbers (and so is a functional), the dual function \( A^* \) is an extended real-valued function on \( \mathbb{R}^d \), finite only for valid mean parameters \( \mu \in \mathcal{M} \).

Second, the value \(-A^*(\mu)\) corresponds to the optimum of the maximum entropy problem (3.3), where \( \mu \in \mathbb{R}^d \) parameterizes the constraint set. The event \( A^*(\mu) = +\infty \) corresponds to infeasibility of the maximum entropy problem. This is an important point. Constrained optimization problems are defined both by the set being optimized over and the function being optimized. Given that the variational representation of the cumulant function in (3.45) takes the form of a maximization problem, we see that vectors \( \mu \) for which \(-A^*(\mu) = -\infty \) can certainly not be optima. Thus, it suffices to maximize over the set \( \mathcal{M} \) instead of \( \mathbb{R}^d \), as expressed in the variational representation (3.45). This fact implies that the nature of the set \( \mathcal{M} \) plays a critical role in determining the complexity of computing the cumulant function.

Third, Theorem 3.4 also clarifies the precise nature of the bijection between the sets \( \Omega \) and \( \mathcal{M}^o \), which holds for any minimal exponential family. In particular, the gradient mapping \( \nabla A \) maps \( \Omega \) in a one-to-one manner onto \( \mathcal{M}^o \), whereas the inverse mapping from \( \mathcal{M}^o \) to \( \Omega \) is given by the gradient \( \nabla A^* \) of the dual function (see Appendix B.3 for more details). Figure 3.8 provides an idealized illustration of this bijective correspondence based on the gradient mappings \( (\nabla A, \nabla A^*) \).
3.6 Conjugate Duality: Maximum Likelihood and Maximum Entropy

3.6.2 Some Simple Examples

Theorem 3.4 is best understood by working through some simple examples. Table 3.2 provides the conjugate dual pair \((A, A^*)\) for several well-known exponential families of scalar random variables. For each family, the table also lists \(\Omega := \text{dom } A\), as well as the set \(\mathcal{M}\), which contains the effective domain of \(A^*\), corresponding to the set of values for which \(A^*\) is finite.

In the rest of this section, we illustrate the basic ideas by working through two simple scalar examples in detail. To be clear, neither of these examples is interesting from a computational perspective — indeed, for most scalar exponential families, it is trivial to compute the mapping between canonical and mean parameters by direct methods. Nonetheless, they are useful in building intuition for the consequences of Theorem 3.4. The reader interested only in the main thread may skip ahead to Section 3.7, where we resume our discussion of the role of Theorem 3.4 in the derivation of approximate inference algorithms for multivariate exponential families.

Example 3.10 (Conjugate Duality for Bernoulli). Consider a Bernoulli variable \(X \in \{0,1\}\): its distribution can be written as an exponential family with \(\phi(x) = x\), \(A(\theta) = \log(1 + \exp(\theta))\), and \(\Omega = \mathbb{R}\). In order to verify the claim in Theorem 3.4(a), let us compute the conjugate dual function \(A^*\) by direct methods. By the definition of conjugate
Table 3.2 Conjugate dual relations of Theorem 3.4 for several well-known exponential families of scalar variables.

<table>
<thead>
<tr>
<th>Family</th>
<th>$\Omega$</th>
<th>$A(\theta)$</th>
<th>$\mathcal{M}$</th>
<th>$A^*(\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli</td>
<td>$\mathbb{R}$</td>
<td>$\log[1 + \exp(\theta)]$</td>
<td>$[0, 1]$</td>
<td>$\mu \log \mu + (1 - \mu) \log(1 - \mu)$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\mathbb{R}$</td>
<td>$\frac{1}{2} \theta^2$</td>
<td>$\mathbb{R}$</td>
<td>$\frac{1}{2} \mu^2$</td>
</tr>
<tr>
<td>Location family</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>${(\theta_1, \theta_2) \mid \theta_2 &lt; 0}$</td>
<td>$-\frac{\theta_1^2}{4\theta_2} - \log(-2\theta_2)$</td>
<td>${(\mu_1, \mu_2) \mid \mu_2 - (\mu_1)^2 &gt; 0}$</td>
<td>$-\frac{1}{2} \log[\mu_2 - \mu_1^2]$</td>
</tr>
<tr>
<td>Location-scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exponential</td>
<td>$(-\infty, 0)$</td>
<td>$-\log(-\theta)$</td>
<td>$(0, +\infty)$</td>
<td>$-1 - \log(\mu)$</td>
</tr>
<tr>
<td>Poisson</td>
<td>$\mathbb{R}$</td>
<td>$\exp(\theta)$</td>
<td>$(0, +\infty)$</td>
<td>$\mu \log \mu - \mu$</td>
</tr>
</tbody>
</table>
duality (3.42), for any fixed $\mu \in \mathbb{R}$, we have

$$A^*(\mu) = \sup_{\theta \in \mathbb{R}} \{\theta \cdot \mu - \log(1 + \exp(\theta))\}. \quad (3.47)$$

Taking derivatives yields the stationary condition $\mu = \exp(\theta)/[1 + \exp(\theta)]$, which is simply the moment matching condition (3.43) specialized to the Bernoulli model. When is there a solution to this stationary condition? If $\mu \in (0,1)$, then some simple algebra shows that we may rearrange to find the unique solution $\theta(\mu):= \log[\mu/(1 - \mu)]$. Since $\mathcal{M}^o = (0,1)$ for the Bernoulli model, the existence and uniqueness of this solution are particular consequences of Proposition 3.2 and Theorem 3.3. Since the objective function (3.47) is strictly convex, the solution $\theta(\mu)$ specifies the optimum; substituting $\theta(\mu)$ into the objective Equation (3.47) and simplifying yields that

$$A^*(\mu) = \mu \log[\mu/(1 - \mu)] - \log \left[1 + \frac{\mu}{1 - \mu}\right] = \mu \log \mu + (1 - \mu) \log(1 - \mu),$$

which is the negative entropy of Bernoulli variate with mean parameter $\mu$. We have thus verified Theorem 3.4(a) in the case that $\mu \in (0,1) = \mathcal{M}^o$.

Now, let us consider the case $\mu \notin \overline{\mathcal{M}} = [0,1]$; concretely, let us suppose that $\mu > 1$. In this case, there is no gradient stationary point in the optimization problem (3.47). Therefore, the supremum is specified by the limiting behavior as $\theta \to \pm \infty$. For $\mu > 1$, we claim that the objective function grows unboundedly as $\theta \to +\infty$. Indeed, by the convexity of $A$, we have $A(0) = \log 2 \geq A(\theta) + A'(\theta)(-\theta)$. Moreover $A'(\theta) \leq 1$ for all $\theta \in \mathbb{R}$, from which we obtain the upper bound $A(\theta) \leq \theta + \log 2$, valid for $\theta > 0$. Consequently, for $\theta > 0$, we have

$$\mu \cdot \theta - \log[1 + \exp(\theta)] \geq (\mu - 1)\theta - \log 2,$$

showing that the objective function diverges as $\theta \to +\infty$, whenever $\mu > 1$. A similar calculation establishes the same claim for $\mu < 0$, showing that $A^*(\mu) = +\infty$ for $\mu \notin \overline{\mathcal{M}}$ and thus verifying the second part of Theorem 3.4(a). Finally, for the boundary points $\mu = 0$ and $\mu = 1$, it can be verified by taking limits that $A^*(0) = A^*(1) = 0$ for the Bernoulli model.
Turning to the verification of Theorem 3.4(b), since $A^*(\mu) = +\infty$ unless $\mu \in [0, 1]$, the optimization problem (3.45) reduces to

$$\max_{\mu \in [0, 1]} \{ \mu \cdot \theta - \mu \log \mu - (1 - \mu) \log(1 - \mu) \}.$$ 

Explicitly solving this concave maximization problem yields that its optimal value is $\log[1 + \exp(\theta)]$, which verifies the claim (3.45). Moreover, this same calculation shows that the optimum is attained uniquely at $\mu(\theta) = \exp(\theta)/[1 + \exp(\theta)]$, which verifies Theorem 3.4(c) for the Bernoulli model.

---

**Example 3.11 (Conjugate Duality for Exponential).** Consider the family of exponential distributions, represented as a regular exponential family with $\phi(x) = x$, $\Omega = (-\infty, 0)$, and $A(\theta) = -\log(-\theta)$. From the conjugate dual definition (3.42), we have

$$A^*(\mu) = \sup_{\theta < 0} \{ \mu \cdot \theta + \log(-\theta) \}. \quad (3.48)$$

In order to find the optimum, we take derivatives with respect to $\theta$. We thus obtain the stationary condition $\mu = -1/\theta$, which corresponds to the moment matching condition (3.43) specialized to this family. Hence, for all $\mu \in \mathcal{M}^\circ = (0, \infty)$, we have $A^*(\mu) = -1 - \log(\mu)$. It can be verified that the entropy of an exponential distribution with mean $\mu > 0$ is given by $-A^*(\mu)$. This result confirms Theorem 3.4 for $\mu \in \mathcal{M}^\circ$. For $\mu \notin \overline{\mathcal{M}}$ — that is, for $\mu < 0$ — we see by inspection that the objective function $\mu \theta + \log(-\theta)$ grows unboundedly as $\theta \to -\infty$, thereby demonstrating that $A^*(\mu) = +\infty$ for all $\mu \notin \overline{\mathcal{M}}$. The remaining case is the boundary point $\mu = 0$, for which we have $A^*(0) = +\infty$ from the definition (3.48). Note also that the negative entropy of the exponential distribution $-1 - \log(\mu^n)$ tends to infinity for all sequence $\mu^n \to 0^+$, consistent with Theorem 3.4(a). Having computed the dual $A^*$, straightforward algebra shows that

$$A(\theta) = -\log(-\theta) = \sup_{\mu > 0} \{ \mu \cdot \theta + 1 + \log(\mu) \},$$

with the optimum uniquely attained at $\mu = -1/\theta$. This calculation verifies parts (b) and (c) of Theorem 3.4 for the exponential variate.
3.7 Computational Challenges with High-Dimensional Models

From a computational perspective, the essential features of Theorem 3.4 are the representation (3.45) of the cumulant function, and the assertion (3.46) that the optimum is uniquely achieved at the mean parameters $\mu = \mathbb{E}_\theta[\phi(X)]$. It thus illuminates a key property of computing the cumulant function $A$, as well as the mean parameters $\mu$: in principle, we can compute both of these quantities by solving the variational problem (3.45). Even more encouragingly, at least from a superficial perspective, the optimization problem appears to be rather simple: it is a finite-dimensional optimization problem over a convex set, and the objective function is strictly concave and differentiable. Thus, the optimization lacks local optima or other unpleasant features. It is tempting, then, to assert that the problem of computing the log partition function and the associated mean parameters is now solved, since we have “reduced” it to a convex optimization problem.

In this context, the simple scalar examples of Table 3.2, for which the fundamental variational problem (3.45) had an explicit form and could be solved easily, are very misleading. For general multivariate exponential families, in contrast, there are two primary challenges associated with the variational representation:

(a) In many cases, the constraint set $\mathcal{M}$ of realizable mean parameters is extremely difficult to characterize in an explicit manner.

(b) The negative entropy function $A^*$ is defined indirectly — in a variational manner — so that it too typically lacks an explicit form.

For instance, to illustrate issue (a) concerning the nature of $\mathcal{M}$, for Markov random fields involving discrete random variables $X \in \{0, 1, \ldots, r - 1\}^m$, the set $\mathcal{M}$ is always a polytope, which we have referred to as a marginal polytope. In this case, at least in principle, the set $\mathcal{M}$ can be characterized by some finite number of linear inequalities. However, for general graphs, the number of such inequalities grows...
Fig. 3.9 A block diagram decomposition of $A^*$ as the composition of two functions. Any mean parameter $\mu \in \mathcal{M}$ is first mapped back to a canonical parameter $\theta(\mu)$ in the inverse image $(\nabla A)^{-1}(\mu)$. The value of $A^*(\mu)$ corresponds to the negative entropy $-H(p_{\theta(\mu)})$ of the associated exponential family density $p_{\theta(\mu)}$.

rapidly with the graph size. Indeed, unless fundamental conjectures in complexity theory turn out to be false, it is not even possible to optimize a linear function over $\mathcal{M}$ for a general discrete MRF. In addition to the complexity of the constraint set, issue (b) highlights that even evaluating the cost function at a single point $\mu \in \mathcal{M}$, let alone optimizing it over $\mathcal{M}$, is extremely difficult.

To understand the complexity inherent in evaluating the dual value $A^*(\mu)$, note that Theorem 3.4 provides only an implicit characterization of $A^*$ as the composition of mappings: first, the inverse mapping $(\nabla A)^{-1} : \mathcal{M} \rightarrow \Omega$, in which $\mu$ maps to $\theta(\mu)$, corresponding to the exponential family member with mean parameters $\mu$; and second, the mapping from $\theta(\mu)$ to the negative entropy $-H(p_{\theta(\mu)})$ of the associated exponential family density. This decomposition of the value $A^*(\mu)$ is illustrated in Figure 3.9. Consequently, computing the dual value $A^*(\mu)$ at some point $\mu \in \mathcal{M}$ requires computing the inverse mapping $(\nabla A)^{-1}(\mu)$, in itself a nontrivial problem, and then evaluating the entropy, which requires high-dimensional integration for general graphical models. These difficulties motivate the use of approximations to $\mathcal{M}$ and $A^*$. Indeed, as shown in the sections to follow, a broad class of methods for approximate marginalization are based on this strategy of finding an approximation to the exact variational principle, which is then often solved using some form of message-passing algorithm.
In this section, we begin our exploration of the variational interpretation of message-passing algorithms. We first discuss the sum-product algorithm, also known as the belief propagation algorithm. As discussed in Section 2.5, sum-product is an exact algorithm for tree-structured graphs, for which it can be derived as a divide-and-conquer algorithm. However, given the local form of the sum-product updates, there is no barrier to applying it to a graph with cycles, which yields the “loopy” form of the sum-product or belief propagation algorithm. In the presence of cycles, there are no general convergence or correctness guarantees associated with the sum-product algorithm, but it is nonetheless widely used to compute approximate marginals. The first part of this section describes the variational formulation of the sum-product updates in terms of the Bethe approximation. Although the approximation itself dates back to the work of Bethe [29], the connection to the sum-product algorithm was first elucidated by Yedidia et al. [268, 269]. We then describe various natural generalizations of the Bethe approximation, including Kikuchi clustering and other hypergraph-based methods [133, 269]. Finally, we describe expectation-propagation algorithms [175, 184] and related
moment-matching methods [64, 115, 185]; these are also variational methods based on Bethe-like approximations.

4.1 Sum-Product and Bethe Approximation

The simplest instantiation of the Bethe approximation applies to an undirected graphical model $G = (V, E)$ with potential functions involving at most pairs of variables; we refer to any such model as a pairwise Markov random field.\(^1\) The sum-product algorithm is most widely used for the cases of discrete random variables, or Gaussian random variables. The bulk of our discussion focuses on the former case, where for each node $s \in V$, the associated variable $X_s$ takes values in a discrete space $X_s = \{0, 1, \ldots, r_s - 1\}$.

In the discrete case, the general variational principle (3.45) takes different forms, depending on the chosen form of sufficient statistics $\phi$. Recall from Section 3.4.1 our definition of the canonical overcomplete representation (3.34), using indicator functions for events $\{X_s = j\}$ and $\{X_s = j, X_t = k\}$. Using these sufficient statistics, we define an exponential family of the form

$$p_\theta(x) \propto \exp \left\{ \sum_{s \in V} \theta_s(x_s) + \sum_{(s, t) \in E} \theta_{st}(x_s, x_t) \right\}, \quad (4.1)$$

where we have introduced the convenient shorthand notation

$$\theta_s(x_s) := \sum_j \theta_{s;j} I_{s;j}(x_s), \quad \text{and} \quad (4.2a)$$

$$\theta_{st}(x_s, x_t) := \sum_{(j, k)} \theta_{st;jk} I_{st;jk}(x_s, x_t). \quad (4.2b)$$

As previously discussed in Example 3.2, this particular parameterization is overcomplete or nonidentifiable, because there exist entire affine subsets of canonical parameters that induce the same probability

\(^1\)In principle, by selectively introducing auxiliary variables, any undirected graphical model can be converted into an equivalent pairwise form to which the Bethe approximation can be applied; see Appendix E.3 for details of this procedure. It can also be useful to treat higher order interactions directly, which can be done using the approximations discussed in Section 4.2.
distribution\(^2\) over the random vector \(X\). Nonetheless, this overcompleteness is useful because the associated mean parameters are easily interpretable, since they correspond to singleton and pairwise marginal probabilities (see Equations (3.35) and (3.36)). Using these mean parameters, it is convenient for various calculations to define the shorthand notations

\[
\mu_s(x_s) := \sum_{j \in \mathcal{X}_s} \mu_{s;j} \mathbb{I}_{s;j}(x_s), \quad \text{and} \quad (4.3a)
\]

\[
\mu_{st}(x_s, x_t) := \sum_{(j,k) \in \mathcal{X}_s \times \mathcal{X}_t} \mu_{st;jk} \mathbb{I}_{st;jk}(x_s, x_t). \quad (4.3b)
\]

Note that \(\mu_s\) is a \(|\mathcal{X}_s|\)-dimensional marginal distribution over \(X_s\), whereas \(\mu_{st}\) is a \(|\mathcal{X}_s| \times |\mathcal{X}_t|\) matrix, representing a joint marginal over \((X_s, X_t)\). The marginal polytope \(\mathbb{M}(G)\) corresponds to the set of all singleton and pairwise marginals that are jointly realizable by some distribution \(p\)—namely

\[
\mathbb{M}(G) := \{\mu \in \mathbb{R}^d | \exists p \text{ with marginals } \mu_s(x_s), \mu_{st}(x_s, x_t)\}. \quad (4.4)
\]

In the case of discrete (multinomial) random variables, this set plays a central role in the general variational principle from Theorem 3.4.

### 4.1.1 A Tree-Based Outer Bound to \(\mathbb{M}(G)\)

As previously discussed in Section 3.4.1, the polytope \(\mathbb{M}(G)\) can either be written as the convex hull of a finite number of vectors, one associated with each configuration \(x \in \mathcal{X}^m\), or alternatively, as the intersection of a finite number of half-spaces (see Figure 3.5 for an illustration). But how to provide an explicit listing of these half-space constraints, also known as facets? In general, this problem is extremely difficult, so that we resort to listing only subsets of the constraints, thereby obtaining a polyhedral outer bound on \(\mathbb{M}(G)\).

---

\(^2\)A little calculation shows that the exponential family (4.1) has dimension \(d = \sum_{s \in V} r_s + \sum_{(s,t) \in E} r_s r_t\). Given some fixed parameter vector \(\theta \in \mathbb{R}^d\), suppose that we form a new canonical parameter \(\theta' \in \mathbb{R}^d\) by setting \(\theta'_{1;j} = \theta_{1;j} + C\) for all \(j \in \mathcal{X}\), where \(C \in \mathbb{R}\) is some fixed constant, and \(\theta'_{\alpha} = \theta_{\alpha}\) for all other indices \(\alpha\). It is then straightforward to verify that \(p_\theta(x) = p_{\theta'}(x)\) for all \(x \in \mathcal{X}^m\), so that \(\theta\) and \(\theta'\) describe the same probability distribution.
More specifically, consider a trial set of single node functions \( \{\tau_s, s \in V\} \) and edge-based functions \( \{\tau_{st}, (s,t) \in E\} \). If these trial marginal distributions are to be globally realizable, they must of course be nonnegative, and in addition, each singleton quantity \( \tau_s \) must satisfy the normalization condition
\[
\sum_{x_s} \tau_s(x_s) = 1.
\] (4.5)
Moreover, for each edge \((s,t) \in E\), the singleton \( \{\tau_s, \tau_t\} \) and pairwise quantities \( \tau_{st} \) must satisfy the marginalization constraints
\[
\sum_{x_t'} \tau_{st}(x_s, x_t') = \tau_s(x_s), \quad \forall x_s \in X_s, \quad \text{and} \quad (4.6a)
\]
\[
\sum_{x_s'} \tau_{st}(x_s', x_t) = \tau_t(x_t), \quad \forall x_t \in X_t. \quad (4.6b)
\]
These constraints define the set
\[
\mathbb{L}(G) := \{\tau \geq 0 \mid \text{condition (4.5) holds for } s \in V, \quad \text{and} \quad \text{condition (4.6) holds for } (s,t) \in E\}, \quad (4.7)
\]
of locally consistent marginal distributions. Note that \( \mathbb{L}(G) \) is also a polytope, in fact a very simple one, since it is defined by \( O(|V| + |E|) \) constraints in total.

What is the relation between the set \( \mathbb{L}(G) \) of locally consistent marginals and the set \( \mathbb{M}(G) \) of globally realizable marginals? On one hand, it is clear that \( \mathbb{M}(G) \) is always a subset of \( \mathbb{L}(G) \), since any set of globally realizable marginals must satisfy the normalization (4.5) and marginalization (4.6) constraints. Apart from this inclusion relation, it turns out that for a graph with cycles, these two sets are rather different. However, for a tree \( T \), the junction tree theorem, in the form of Proposition 2.1, guarantees that they are equivalent, as summarized in the following proposition.

**Proposition 4.1.** The inclusion \( \mathbb{M}(G) \subseteq \mathbb{L}(G) \) holds for any graph. For a tree-structured graph \( T \), the marginal polytope \( \mathbb{M}(T) \) is equal to \( \mathbb{L}(T) \).
Proof. Consider an element $\mu$ of the full marginal polytope $\mathbb{M}(G)$: clearly, any such vector must satisfy the normalization and pairwise marginalization conditions defining the set $\mathbb{L}(G)$, from which we conclude that $\mathbb{M}(G) \subseteq \mathbb{L}(G)$. In order to demonstrate the reverse inclusion for a tree-structured graph $T$, let $\mu$ be an arbitrary element of $\mathbb{L}(T)$; we need to show that $\mu \in \mathbb{M}(T)$. By definition of $\mathbb{L}(T)$, the vector $\mu$ specifies a set of locally consistent singleton marginals $\mu_s$ for vertices $s \in V$ and pairwise marginals $\mu_{st}$ for edges $(s,t) \in E$. By the junction tree theorem, we may use them to form a distribution, Markov with respect to the tree, as follows:

$$
 p_\mu(x) := \prod_{s \in V} \mu_s(x_s) \prod_{(s,t) \in E} \frac{\mu_{st}(x_s, x_t)}{\mu_s(x_s) \mu_t(x_t)}.
$$

(We take $0/0 := 0$ in cases of zeros in the elements of $\mu$.) It is a consequence of the junction tree theorem or can be verified directly via an inductive “leaf-stripping” argument that with this choice of $p_\mu$, we have $\mathbb{E}_{p_\mu}[\mathbb{I}_j(X_s)] = \mu_s(x_s)$ for all $s \in V$ and $j \in \mathcal{X}_s$, as well as $\mathbb{E}_{p_\mu}[\mathbb{I}_{jk}(X_s, X_t)] = \mu_{st}(x_s, x_t)$ for all $(s,t) \in E$, and $(j,k) \in \mathcal{X}_s \times \mathcal{X}_t$. Therefore, the distribution (4.8) provides a constructive certificate of the membership $\mu \in \mathbb{M}(T)$, which establishes that $\mathbb{L}(T) = \mathbb{M}(T)$. 

For a graph $G$ with cycles, in sharp contrast to the tree case, the set $\mathbb{L}(G)$ is a strict outer bound on $\mathbb{M}(G)$, in that there exist vectors $\tau \in \mathbb{L}(G)$ that do not belong to $\mathbb{M}(G)$, for which reason we refer to members $\tau$ of $\mathbb{L}(G)$ as pseudomarginals. The following example illustrates the distinction between globally realizable marginals and pseudomarginals.

**Example 4.1 ($\mathbb{L}(G)$ versus $\mathbb{M}(G)$).** Let us explore the relation between the two sets on the simplest graph for which they fail to be equivalent — namely, the single cycle on three vertices, denoted by $C_3$. Considering the binary random vector $X \in \{0,1\}^3$, note that each singleton pseudomarginal $\tau_s$, for $s = 1,2,3$, can be viewed as a $1 \times 2$ vector, whereas each pairwise pseudomarginal $\tau_{st}$, for edges $(s,t) \in \{(12),(13),(23)\}$ can be viewed as a $2 \times 2$ matrix. We define
the family of pseudomarginals

\[ \tau_s(x_s) := \left[ 0.5 \ 0.5 \right], \quad \text{and} \]

\[ \tau_{st}(x_s, x_t) := \begin{bmatrix} \beta_{st} & 0.5 - \beta_{st} \\ 0.5 - \beta_{st} & \beta_{st} \end{bmatrix}, \]

where for each edge \((s,t) \in E\), the quantity \(\beta_{st} \in \mathbb{R}\) is a parameter to be specified.

We first observe that for any \(\beta_{st} \in [0,0.5]\), these pseudomarginals satisfy the normalization (4.5) and marginalization constraints (4.6), so the associated pseudomarginals (4.9) belong to \(\mathbb{L}(C_3)\). As a particular choice, consider the collection \(\tau\) of pseudomarginals generated by setting \(\beta_{12} = \beta_{23} = 0.4\), and \(\beta_{13} = 0.1\), as illustrated in Figure 4.1(a).

With these settings, the vector \(\tau\) is an element of \(\mathbb{L}(C_3)\); however, as a candidate set of global marginal distributions, certain features of the collection \(\tau\) should be suspicious. In particular, according to the putative marginals \(\tau\), the events \(\{X_1 = X_2\}\) and \(\{X_2 = X_3\}\) should each hold with probability 0.8, whereas the event \(\{X_1 = X_3\}\) should only hold with probability 0.2. At least intuitively, this set-up appears likely to violate some type of global constraint.

In order to prove the global invalidity of \(\tau\), we first specify the constraints that actually define the marginal polytope \(\mathcal{M}(G)\). For ease of

---

![Fig. 4.1](image)

(a) A set of pseudomarginals associated with the nodes and edges of the graph: setting \(\beta_{12} = \beta_{23} = 0.4\) and \(\beta_{13} = 0.1\) in Equation (4.9) yields a pseudomarginal vector \(\tau\) which, though locally consistent, is not globally consistent. (b) Marginal polytope \(\mathcal{M}(C_3)\) for the three node cycle; in a minimal exponential representation, it is a 6D object. Illustrated here is the slice \(\{\mu_1 = \mu_2 = \mu_3 = \frac{1}{2}\}\), as well as the outer bound \(\mathbb{L}(C_3)\), also for this particular slice.
illustration, let us consider the slice of the marginal polytope defined by the constraints $\mu_1 = \mu_2 = \mu_3 = \frac{1}{2}$. Viewed in this slice, the constraints defining $\mathbb{L}(G)$ reduce to $0 \leq \beta_{st} \leq \frac{1}{2}$ for all edges $(s,t)$, so that the set is simply a 3D cube, as drawn with dotted lines in Figure 4.1(b). It can be shown that the sliced version of $\mathbb{M}(G)$ is defined by these box constraints, and in addition the following cycle inequalities

\begin{align}
\mu_{12} + \mu_{23} - \mu_{13} & \leq \frac{1}{2}, & \mu_{12} - \mu_{23} + \mu_{13} & \leq \frac{1}{2}, \\
-\mu_{12} + \mu_{23} + \mu_{13} & \leq \frac{1}{2}, & \text{and } \mu_{12} + \mu_{23} + \mu_{13} & \geq \frac{1}{2}.
\end{align}

(See Example 8.7 in the sequel for the derivation of these cycle inequalities.) As illustrated by the shaded region in Figure 4.1(b), the marginal polytope $\mathbb{M}(C_3)$ is strictly contained within the scaled cube $[0, \frac{1}{2}]^3$.

To conclude the discussion of our example, note that the pseudomarginal vector $\tau$ specified by $\beta_{12} = \beta_{23} = 0.4$ and $\beta_{13} = 0.1$ fails to satisfy the cycle inequalities (4.10), since in particular, we have the violation

$$\beta_{12} + \beta_{23} - \beta_{13} = 0.4 + 0.4 - 0.1 > \frac{1}{2}.$$ 

Therefore, the vector $\tau$ is an instance of a set of pseudomarginals valid under the Bethe approximation, but which could never arise from a true probability distribution.

### 4.1.2 Bethe Entropy Approximation

We now turn to the second variational ingredient that underlies the sum-product algorithm, namely an approximation to the dual function (or negative entropy). As with the outer bound $\mathbb{L}(G)$ on the marginal polytope, the Bethe entropy approximation is also tree-based.

For a general MRF based on a graph with cycles, the negative entropy $A^*$ — as a function of only the mean parameters $\mu$ — typically lacks a closed form expression. An important exception to this rule is the case of a tree-structured Markov random field, for which the entropy decomposes in terms of local entropies associated with the edges and nodes of the graph. In order to derive this decomposition,
recall from the proof of Proposition 4.1 the factorization (4.8) of any
tree-structured MRF distribution in terms of marginal distributions
\{\mu_s, s \in V\} and \{\mu_{st}, (s, t) \in E\} on the node and edges, respectively, of
the tree. These marginal distributions correspond to the mean param-
eters under the canonical overcomplete sufficient statistics (3.34). Thus,
for a tree-structured MRF, we can compute the (negative) dual value
\(-A^*(\mu)\) directly, simply by computing the entropy \(H(p_\mu)\) of the
distribution (4.8). Denoting by \(E_\mu\) the expectation under the distribution (4.8), we obtain
\[
H(p_\mu) = -A^*(\mu) = E_\mu[-\log p_\mu(X)]
= \sum_{s \in V} H_s(\mu_s) - \sum_{(s, t) \in E} I_{st}(\mu_{st}).
\tag{4.11}
\]
The different terms in this expansion are the singleton entropy
\[
H_s(\mu_s) := -\sum_{x_s \in \mathcal{X}_s} \mu_s(x_s) \log \mu_s(x_s)
\tag{4.12}
\]
for each node \(s \in V\), and the mutual information
\[
I_{st}(\mu_{st}) := \sum_{(x_s, x_t) \in \mathcal{X}_s \times \mathcal{X}_t} \mu_{st}(x_s, x_t) \log \frac{\mu_{st}(x_s, x_t)}{\mu_s(x_s) \mu_t(x_t)}
\tag{4.13}
\]
for each edge \((s, t) \in E\). Consequently, for a tree-structured graph, the
dual function \(A^*\) can be expressed as an explicit and easily computable
function of the mean parameters \(\mu\).

With this background, the Bethe approximation to the entropy of
an MRF with cycles is easily described: it simply assumes that decom-
position (4.11) is approximately valid for a graph with cycles. This
assumption yields the Bethe entropy approximation
\[
-A^*(\tau) \approx H_{\text{Bethe}}(\tau) := \sum_{s \in V} H_s(\tau_s) - \sum_{(s, t) \in E} I_{st}(\tau_{st}).
\tag{4.14}
\]
An important fact, central in the derivation of the sum-product algo-

rithm, is that this approximation (4.14) can be evaluated for any set of
pseudomarginals \{\tau_s, s \in V\} and \{\tau_{st}, (s, t) \in E\} that belong to \(L(G)\). For this reason, our change in notation — from \(\mu\) for exact marginals to \(\tau\) for pseudomarginals — is deliberate.
We note in passing that Yedidia et al. [268, 269] used an alternative form of the Bethe entropy approximation (4.14), one which can be obtained via the relation 
\[ I_{st}(\tau_{st}) = H_s(\tau_s) + H_t(\tau_t) - H_{st}(\tau_{st}), \]
where \( H_{st} \) is the joint entropy defined by the pseudomarginal \( \tau_{st} \). Doing so and performing some algebraic manipulation yields

\[ H_{\text{Bethe}}(\tau) = -\sum_{s \in V} (d_s - 1) H_s(\tau_s) + \sum_{(s,t) \in E} H_{st}(\tau_{st}), \] (4.15)

where \( d_s \) corresponds to the number of neighbors of node \( s \) (i.e., the degree of node \( s \)). However, the symmetric form (4.14) turns out to be most natural for our development in the sequel.

### 4.1.3 Bethe Variational Problem and Sum-Product

We now have the two ingredients needed to construct the Bethe approximation to the exact variational principle (3.45) from Theorem 3.4:

- the set \( \mathbb{L}(G) \) of locally consistent pseudomarginals (4.7) is a convex (polyhedral) outer bound on the marginal polytope \( \mathbb{M}(G) \); and
- the Bethe entropy (4.14) is an approximation of the exact dual function \( A^*(\tau) \).

By combining these two ingredients, we obtain the *Bethe variational problem* (BVP):

\[
\max_{\tau \in \mathbb{L}(G)} \left\{ \langle \theta, \tau \rangle + \sum_{s \in V} H_s(\tau_s) - \sum_{(s,t) \in E} I_{st}(\tau_{st}) \right\}. \tag{4.16}
\]

Note that this problem has a very simple structure: the cost function is given in closed form, it is differentiable, and the constraint set \( \mathbb{L}(G) \) is a polytope specified by a small number of constraints. Given this special structure, one might suspect that there should exist a relatively simple algorithm for solving this optimization problem (4.16). Indeed, the sum-product algorithm turns out to be exactly such a method.

In order to develop this connection between the variational problem (4.16) and the sum-product algorithm, let \( \lambda_{ss} \) be a Lagrange
multiplier associated with the normalization constraint $C_{ss}(\tau) = 0$, where
\begin{equation}
C_{ss}(\tau) := 1 - \sum_{x_s} \tau_s(x_s). \tag{4.17}
\end{equation}
Moreover, for each direction $t \rightarrow s$ of each edge and each $x_s \in \mathcal{X}_s$, define the constraint function
\begin{equation}
C_{ts}(x_s; \tau) := \tau_s(x_s) - \sum_{x_t} \tau_{st}(x_s, x_t), \tag{4.18}
\end{equation}
and let $\lambda_{ts}(x_s)$ be a Lagrange multiplier associated with the constraint $C_{ts}(x_s; \tau) = 0$. These Lagrange multipliers turn out to be closely related to the sum-product messages, in particular via the relation $M_{ts}(x_s) \propto \exp(\lambda_{ts}(x_s))$.

We then consider the Lagrangian corresponding to the Bethe variational problem (4.16):
\begin{equation}
L(\tau, \lambda; \theta) := \langle \theta, \tau \rangle + H_{\text{Bethe}}(\tau) + \sum_{s \in \mathcal{V}} \lambda_{ss} C_{ss}(\tau) + \sum_{(s,t) \in \mathcal{E}} \left[ \sum_{x_s} \lambda_{ts}(x_s) C_{ts}(x_s; \tau) + \sum_{x_t} \lambda_{st}(x_t) C_{st}(x_t; \tau) \right]. \tag{4.19}
\end{equation}

With these definitions, the connection between sum-product and the BVP is made precise by the following result, due to Yedidia et al. [269].

\textbf{Theorem 4.2 (Sum-Product and the Bethe Problem).} The sum-product updates are a Lagrangian method for attempting to solve the Bethe variational problem:

(a) For any graph $G$, any fixed point of the sum-product updates specifies a pair $(\tau^*, \lambda^*)$ such that
\begin{equation}
\nabla_\tau L(\tau^*, \lambda^*; \theta) = 0, \quad \text{and} \quad \nabla_\lambda L(\tau^*, \lambda^*; \theta) = 0. \tag{4.20}
\end{equation}

(b) For a tree-structured Markov random field (MRF), the Lagrangian Equations (4.20) have a unique solution $(\tau^*, \lambda^*)$, where the elements of $\tau^*$ correspond to the exact singleton and pairwise marginal distributions of the MRF. Moreover, the optimal value of the BVP is equal to the cumulant function $A(\theta)$. 

Remark 4.1. It should be noted that the Lagrangian formulation (4.19) is a partial one, because it assigns Lagrange multipliers to the normalization $C_{ss}$ and marginalization $C_{ts}$ constraints, but deals with the nonnegativity constraints implicitly. However, any optimum $\tau^*$ of the Bethe variational principle with strictly positive elements must satisfy the Lagrangian conditions (4.20) from Theorem 4.2(a). To see this fact, note that if $\lambda^*$ is Lagrange multiplier vector for the BVP, then any optimal solution $\tau^*$ must maximize the Lagrangian $\mathcal{L}(\tau, \lambda^*)$ over the positive orthant $\tau \geq 0$ (see Bertsekas [21]). If the optimal solution $\tau^*$ has strictly positive elements, then a necessary condition for Lagrangian optimality is the zero-gradient condition $\nabla_\tau \mathcal{L}(\tau^*, \lambda^*) = 0$, as claimed. Moreover, for graphical models where all configurations are given strictly positive mass (such as graphical models in exponential form with finite $\theta$), the sum-product messages stay bounded strictly away from zero [204], so that there is always an optimum $\tau^*$ with strictly positive elements. In this case, Theorem 4.2(a) guarantees that any sum-product fixed point satisfies the Lagrangian conditions necessary to be an optimum of the Bethe variational principle. For graphical models in which some configurations are assigned zero mass, further care is required in connecting fixed points to local optima; we refer the reader to Yedidia et al. [269] for details.

Proof. Proof of part (a): Computing the partial derivative $\nabla_\tau \mathcal{L}(\tau; \lambda)$ and setting it to zero yields the relations

$$
\log \tau_s(x_s) = \lambda_{ss} + \theta_s(x_s) + \sum_{t \in N(s)} \lambda_{ts}(x_s), \quad \text{and} \quad (4.21a)
$$

$$
\log \tilde{\tau}_{st}(x_s, x_t) = \theta_{st}(x_s, x_t) - \lambda_{ts}(x_s) - \lambda_{st}(x_t), \quad (4.21b)
$$

where we have used the shorthand $\tilde{\tau}_s(x_s) := \sum_{x_t} \tau(x_s, x_t)$. The condition $\nabla_\lambda \mathcal{L}(\tau; \lambda) = 0$ is equivalent to $C_{ts}(x_s; \tau) = 0$ and $C_{ss}(\tau) = 0$. Using Equation (4.21a) and the fact that the marginalization condition $C_{ts}(x_s; \tau) = 0$ hold at the optimum (so that $\sum_{x_t} \tau(x_s, x_t) = \tau_s(x_s)$), we
can rearrange Equation (4.21b) to obtain:
\[
\log \tau_{st}(x_s, x_t) = \lambda_{ss} + \lambda_{tt} + \theta_{st}(x_s, x_t) + \theta_s(x_s) + \theta_t(x_t) \\
+ \sum_{u \in N(s) \setminus t} \lambda_{us}(x_s) + \sum_{u \in N(t) \setminus s} \lambda_{ut}(x_t). \tag{4.22}
\]

So as to make explicit the connection to the sum-product algorithm, let us define, for each directed edge \(t \to s\), an \(r_s\)-vector of “messages”
\[
M_{ts}(x_s) = \exp(\lambda_{ts}(x_s)), \quad \text{for all } x_s \in \{0, 1, \ldots, r_s - 1\}.
\]

With this notation, we can then write an equivalent form of Equation (4.21a) as follows:
\[
\tau_s(x_s) = \kappa \exp(\theta_s(x_s)) \prod_{t \in N(s)} M_{ts}(x_s). \tag{4.23}
\]

Similarly, we have an equivalent form of Equation (4.22):
\[
\tau_{st}(x_s, x_t) = \kappa' \exp \left( \theta_{st}(x_s, x_t) + \theta_s(x_s) + \theta_t(x_t) \right) \\
\times \prod_{u \in N(s) \setminus t} M_{us}(x_s) \prod_{u \in N(t) \setminus s} M_{ut}(x_t). \tag{4.24}
\]

Here \(\kappa, \kappa'\) are positive constants dependent on \(\lambda_{ss}\) and \(\lambda_{tt}\), chosen so that the pseudomarginals satisfy normalization conditions. Note that \(\tau_s\) and \(\tau_{st}\) so defined are nonnegative.

To conclude, we need to adjust the Lagrange multipliers or messages so that the constraint \(\sum_{x_t} \tau_{st}(x_s, x_t) = \tau_s(x_s)\) is satisfied for every edge.

Using the relations (4.23) and (4.24) and performing some algebra, the end result is
\[
M_{ts}(x_s) \propto \sum_{x_t} \left[ \exp \left\{ \theta_{st}(x_s, x_t) + \theta_t(x_t) \right\} \prod_{u \in N(t) \setminus s} M_{ut}(x_t) \right], \tag{4.25}
\]
which is equivalent to the familiar sum-product update (2.9). By construction, any fixed point \(M^*\) of these updates (4.25) specifies a pair \((\tau^*, \lambda^*)\) that satisfies the stationary conditions (4.20).

Proof of part (b): See Appendix B.4 for the proof of this claim. \(\square\)
The connection between the sum-product algorithm and the Bethe variational principle has a number of important consequences. First, it provides a principled basis for applying the sum-product algorithm for graphs with cycles, namely as a particular type of iterative method for attempting to satisfy Lagrangian conditions. It should be noted, however, that this connection between sum-product and the Bethe problem in itself provides no guarantees on the convergence of the sum-product updates on graphs with cycles. Indeed, whether or not the algorithm converges depends both on the potential strengths and the topology of the graph. In the standard scheduling of the messages, each node applies Equation (4.25) in parallel. Other more global schemes for message-passing are possible, and commonly used in certain applications like error-control coding [e.g., 166]; some recent work has also studied adaptive schedules for message-passing [75, 226]. Tatikonda and Jordan [230] established an elegant connection between convergence of parallel updates and Gibbs measures on the infinitely unwrapped computation tree, thereby showing that sufficient conditions for convergence can be obtained from classical conditions for uniqueness of Gibbs measures (e.g., Dobrushin’s condition or Simon’s condition [90]). In subsequent work, other researchers [109, 118, 178, 204] have used various types of contraction arguments to obtain sharper conditions for convergence, and/or uniqueness of fixed points. For suitably weak potentials, Dobrushin-type conditions and related contraction arguments guarantee both convergence of the updates, and as a consequence, uniqueness of the associated fixed point. A parallel line of work [111, 254, 270] has explored alternatives to sum-product that are guaranteed to converge, albeit at the price of increased computational cost. However, with the exception of trees and other special cases [110, 167, 188], the Bethe variational problem is usually a non-convex problem, in that \( H_{\text{Bethe}} \) fails to be concave. As a consequence, there are frequently local optima, so that even when using a convergent algorithm, there are no guarantees that it will find the global optimum.

For each \( \theta \in \mathbb{R}^d \), let \( A_{\text{Bethe}}(\theta) \) denote the optimal value of the Bethe variational problem (4.16). Theorem 4.2(b) states for any
tree-structured problem, we have the equality $A_{\text{Bethe}}(\theta) = A(\theta)$ for all $\theta \in \mathbb{R}^d$. Given this equivalence, it is natural to consider the relation between $A_{\text{Bethe}}(\theta)$ and the cumulant function $A(\theta)$ for general graphs. In general, the Bethe value $A_{\text{Bethe}}(\theta)$ is simply an approximation to the cumulant function value $A(\theta)$. Unlike the mean field methods to be discussed in Section 5, it is not guaranteed to provide a lower bound on the cumulant function. As will be discussed at more length in Section 7, Wainwright et al. [246] derived “convexified” forms of the Bethe variational principle that are guaranteed to yield upper bounds on the cumulant function for any graphical model. On the other hand, Sudderth et al. [224] show that $A_{\text{Bethe}}(\theta)$ is a lower bound on the cumulant function $A(\theta)$ for certain classes of attractive graphical models. Such models, in which the interactions encourage random variables to agree with one another, are common in computer vision and other applications in spatial statistics. This lower-bounding property is closely related to the connection between the Bethe approximation and loop series expansions [51], discussed in Section 4.1.6.

Another important consequence of the Bethe/sum-product connection is in suggesting a number of avenues for improving upon the ordinary sum-product algorithm, via progressively better approximations to the entropy function and outer bounds on the marginal polytope. We turn to discussion of a class of such generalized sum-product algorithms beginning in Section 4.2.

4.1.4 Inexactness of Bethe and Sum-Product

In this section, we explore some aspects of the inexactness of the sum-product algorithm. From a variational perspective, the inexactness stems from the two approximations made in setting up Bethe variational principle:

(a) Replacing the marginal polytope $\mathcal{M}(G)$ by the polyhedral outer bound $\mathcal{L}(G)$ and

(b) The Bethe entropy $H_{\text{Bethe}}$ as an approximation to the exact entropy as a function of the mean parameters.
We begin by considering the Bethe entropy approximation, and its potential inexactness:

**Example 4.2 (Inexactness of $H_{\text{Bethe}}$).** Consider the fully connected graph $K_4$ on four vertices, and the collection of singleton and pairwise marginal distributions given by

$$
\begin{align*}
\mu_s(x_s) &= [0.5 \ 0.5] \quad \text{for } s = 1, 2, 3, 4 \quad (4.26a) \\
\mu_{st}(x_s, x_t) &= \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix} \quad \forall (s, t) \in E. \quad (4.26b)
\end{align*}
$$

It can be verified that these marginals are globally valid, generated in particular by the distribution that places mass $0.5$ on each of the configurations $(0, 0, 0, 0)$ and $(1, 1, 1, 1)$. Let us calculate the Bethe entropy approximation. Each of the four singleton entropies are given by $H_s(\mu_s) = \log 2$, and each of the six (one for each edge) mutual information terms are given by $I_{st}(\mu_{st}) = \log 2$, so that the Bethe entropy is given by

$$H_{\text{Bethe}}(\mu) = 4 \log 2 - 6 \log 2 = -2 \log 2 < 0,$$

which cannot be a true entropy. In fact, for this example, the true entropy (or value of the negative dual function) is given by $-A^*(\mu) = \log 2 > 0$.

In addition to the inexactness of $H_{\text{Bethe}}$ as an approximation to the negative dual function, the Bethe variational principle also involves relaxing the marginal polytope $\mathcal{M}(G)$ to the first-order constraint set $\mathcal{L}(G)$. As illustrated in Example 4.1, the inclusion $\mathcal{M}(C_3) \subseteq \mathcal{L}(C_3)$ holds strictly for the 3-node cycle $C_3$. The constructive procedure of Example 4.1 can be substantially generalized to show that the inclusion $\mathcal{M}(G) \subset \mathcal{L}(G)$ holds strictly for any graph $G$ with cycles. Figure 4.2 provides a highly idealized illustration\(^3\) of the relation between $\mathcal{M}(G)$ and $\mathcal{L}(G)$: both sets are polytopes, and for a graph with cycles, $\mathcal{M}(G)$ is always strictly contained within the outer bound $\mathcal{L}(G)$.

---

\(^3\)In particular, this picture is misleading in that it suggests that $\mathcal{L}(G)$ has more facets and more vertices than $\mathcal{M}(G)$; in fact, the polytope $\mathcal{L}(G)$ has fewer facets and more vertices, but this is difficult to convey in a 2D representation.
Both sets are polytopes, and consequently can be represented either as the convex hull of a finite number of extreme points, or as the intersection of a finite number of half-spaces, known as facets. Letting $\phi$ be a shorthand for the full vector of indicator functions in the standard overcomplete representation (3.34), the marginal polytope has the convex hull representation $\mathbb{M}(G) = \text{conv}\{\phi(x) \mid x \in \mathcal{X}\}$. Since the indicator functions are $\{0, 1\}$-valued, all of its extreme points consist of $\{0, 1\}$ elements, of the form $\mu_x := \phi(x)$ for some $x \in \mathcal{X}^m$; there are a total of $|\mathcal{X}^m|$ such extreme points. However, with the exception of tree-structured graphs, the number of facets for $\mathbb{M}(G)$ is not known in general, even for relatively simple cases like the Ising model; see the book [69] for background on the cut or correlation polytope, which is equivalent to the marginal polytope for an Ising model. However, the growth must be super-polynomial in the graph size, unless certain widely believed conjectures in computational complexity are false.

On the other hand, the polytope $\mathbb{L}(G)$ has a polynomial number of facets, upper bounded by any graph by $O(rm + r^2|E|)$. It has more extreme points than $\mathbb{M}(G)$, since in addition to all the integral extreme points $\{\mu_x, x \in \mathcal{X}^m\}$, it includes other extreme points $\tau \in \mathbb{L}(G) \setminus \mathbb{M}(G)$ that contain fractional elements; see Section 8.4 for further discussion of integral versus fractional extreme points. With the exception of trees and small instances, the total number of extreme points of $\mathbb{L}(G)$ is not known in general.
The strict inclusion of $M(G)$ within $L(G)$ — and the fundamental role of the latter set in the Bethe variational problem (4.16) — leads to the following question: do solutions to the Bethe variational problem ever fall into the gap $M(G) \setminus L(G)$? The optimistically inclined would hope that these points would somehow be excluded as optima of the Bethe variational problem. Unfortunately, such hope turns out to be misguided. In fact, for every element $\tau$ of $L(G)$, it is possible to construct a distribution $p_\theta$ such that if the sum-product algorithm is run on the problem, then $\tau$ arises from the messages defined by a sum-product fixed point. In order to understand this fact, we need to describe the reparameterization interpretation of the sum-product algorithm [242], to which we now turn.

### 4.1.5 Bethe Optima and Reparameterization

One view of the junction tree algorithm, as described in Section 2.5.2, is as follows: taking as input a set of potential functions on the cliques of some graph, it returns as output an alternative factorization of the same distribution in terms of local marginal distributions on the cliques and separator sets of a junction tree. In the special case of an ordinary tree, the alternative factorization is a product of local marginals at single nodes and edges of the tree, as in Equation (4.8). Indeed, the sum-product algorithm for trees can be understood as an efficient method for computing this alternative parameterization.

It turns out that the same interpretation applies to arbitrary graphs with cycles: more precisely, any fixed point of the sum-product algorithm — and even more generally, any local optimum of the Bethe variational principle — specifies a reparameterization of the original distribution $p_\theta$. We summarize in the following proposition [242]:

**Proposition 4.3 (Reparameterization Properties of Bethe Approximation).** Let $\tau^* = (\tau^*_s, s \in V; \tau^*_{st}, (s,t) \in E)$ denote any optimum of the Bethe variational principle defined by the distribution $p_\theta$. Then the distribution defined by the fixed point as

$$p_{\tau^*}(x) := \frac{1}{Z(\tau^*)} \prod_{s \in V} \tau^*_s(x_s) \prod_{(s,t) \in E} \frac{\tau^*_{st}(x_s, x_t)}{\tau^*_s(x_s) \tau^*_t(x_t)},$$

(4.27)
is a reparameterization of the original distribution $p_\theta$ — that is, $p_{\tau^*}(x) = p_\theta(x)$ for all $x \in \mathcal{X}^m$.

Note that this type of reparameterization is possible only because the exponential family is defined by an overcomplete set of sufficient statistics, involving the indicator functions (3.34). The reparameterization (4.27) is the analog of the tree-structured factorization (4.8), but as applied to a graph with cycles. In contrast to the tree case, the normalization constant $Z(\tau^*)$ is not, in general, equal to one. Whereas the junction tree theorem guarantees this reparameterization for any tree, it is not immediately obvious that even one reparameterization need exist for a general graph. In fact, the result establishes that every graph has at least one such reparameterization, and some graphs may have multiple reparameterizations of the form (4.27); in particular, this is the case for any problem for which the BVP has multiple optima. Moreover, the reparameterization viewpoint provides some insight into the approximation error: that is, the difference between the exact marginals $\mu_s$ of $p_\theta(x)$ and the approximations $\tau^*_s$ computed by the sum-product algorithm. Indeed, using Equation (4.27), it is possible to derive an exact expression for the error in the sum-product algorithm, as well as computable error bounds, as described in more detail in Wainwright et al. [242].

We now show how the reparameterization characterization (4.27) enables us to specify, for any pseudomarginal $\tau$ in the interior of $\mathbb{L}(G)$, a distribution $p_\theta$ for which $\tau$ is a fixed point of the sum-product algorithm. The following example illustrates this construction.

**Example 4.3 (Fooling the Sum-Product Algorithm).** Let us return to the simplest graph for which sum-product is not exact — namely, a single cycle with three nodes (see Example 4.1). Consider candidate marginal distributions $(\tau_s, s \in V)$ and $(\tau_{st}, (s,t) \in E)$ of the form illustrated in Figure 4.1(a), with $\beta_{12} = \beta_{23} = 0.4$ and $\beta_{13} = 0.1$. As discussed in Example 4.1, this setting yields a set of pseudomarginals $\tau$ that lie in $\mathbb{L}(G)$ but not in $\mathbb{M}(G)$, and therefore could not possibly arise from any global probability distribution.
Let us now demonstrate how, for an appropriately chosen distribution $p_\theta$ on the graph, the sum-product algorithm can be “fooled” into converging to this pseudomarginal vector $\tau$. Using the canonical overcomplete representation (3.34), consider a set of canonical parameters of the form:

\[
\theta_s(x_s) := \log \tau_s(x_s) = \log \begin{bmatrix} 0.5 & 0.5 \end{bmatrix} \quad \forall s \in V, \quad \text{and} \quad (4.28a)
\]

\[
\theta_{st}(x_s, x_t) := \log \frac{\tau_{st}(x_s, x_t)}{\tau_s(x_s) \tau_t(x_t)} = \log 4 \begin{bmatrix} \beta_{st} & 0.5 - \beta_{st} \\ 0.5 - \beta_{st} & \beta_{st} \end{bmatrix} \quad \forall (s, t) \in E, \quad (4.28b)
\]

where we have adopted the short-hand notation from Equation (4.2). With these canonical parameters, suppose that we apply the sum-product algorithm to the Markov random field $p_\theta$, using the uniform message initialization $M_{ts}(x_s) \propto [0.5 \ 0.5]$. A little bit of algebra using the sum-product update (4.25) shows that for this parameter choice, the uniform messages $M$ already define a fixed point of the sum-product algorithm. Moreover, if we compute the associated pseudomarginals specified by $M$ and $\theta$, they are equal to the previously specified $\tau_s, \tau_{st}$. In summary, the sum-product algorithm — when applied to the distribution $p_\theta$ defined by the canonical parameters (4.28) — produces as its output the pseudomarginal $\tau$ as its estimate of the true marginals.

The reader might object to the fact that the problem construction ensured the sum-product algorithm was already at this particular fixed point, and so obviates the possibility of the updates converging to some other fixed point if initialized in a different way. However, it is known [110, 249] that for any discrete Markov random field in exponential family form with at most a single cycle, sum-product has a unique fixed point, and always converges to it. Therefore, the sum-product fixed point that we have constructed (4.28) is the unique fixed point for this problem, and the algorithm converges to it from any initialization of the messages.
More generally, the constructive approach illustrated in the preceding example applies to an arbitrary member of the interior\(^4\) of \(\mathbb{L}(G)\). Therefore, for all pseudomarginals \(\tau \in \mathbb{L}(G)\), including those that are not globally valid, there exists a distribution \(p_\theta\) for which \(\tau\) arises from a sum-product fixed point.

### 4.1.6 Bethe and Loop Series Expansions

In this section, we discuss the loop series expansions of Chertkov and Chernyak [51]. These expansions provide exact representation of the cumulant function as a sum of terms, with the first term corresponding to the Bethe approximation \(A_{\text{Bethe}}(\theta)\), and higher-order terms obtained by adding in so-called loop corrections. They provided two derivations of their loop series: one applies a trigonometric identity to a Fourier representation of binary variables, while the second is based upon a saddle point approximation obtained via an auxiliary field of complex variables. In this section, we describe a more direct derivation of the loop expansion based on the reparameterization characterization of sum-product fixed points given in Proposition 4.3. Although the loop series expansion can be developed for general factor graphs, considering the case of a pairwise Markov random field with binary variables — that is, the Ising model from Example 3.1 — suffices to illustrate the basic ideas. (See Sudderth et al. [224] for a derivation for more general factor graphs.)

Before stating the result, we require a few preliminary definitions. Given an undirected graph \(G = (V, E)\) and some subset \(\tilde{E} \subseteq E\) of the edge set \(E\), we let \(G(\tilde{E})\) denote the induced subgraph associated with \(\tilde{E}\) — that is, the graph with edge set \(\tilde{E}\), and vertex set

\[
V(\tilde{E}) := \{t \in V \mid (t, u) \in \tilde{E} \text{ for some } u\}. \tag{4.29}
\]

For any vertex \(s \in V\), we define its degree with respect to \(\tilde{E}\) as

\[
d_s(\tilde{E}) := \{t \in V \mid (s, t) \in \tilde{E}\}. \tag{4.30}
\]

\(^4\)Strictly speaking, it applies to members of the relative interior since, as described in the overcomplete representation (3.34), the set \(\mathbb{L}(G)\) is not full-dimensional and hence has an empty interior.
4.1 Sum-Product and Bethe Approximation

Fig. 4.3 Illustration of generalized loops. (a) Original graph. (b)–(d) Various generalized loops associated with the graph in (a). In this particular case, the original graph is a generalized loop for itself.

Following Chertkov and Chernyak [51], we define a generalized loop to be a subgraph $G(\tilde{E})$ for which all nodes $s \in V$ have degree $d_s(\tilde{E}) \neq 1$. Otherwise stated, for every node $s$, it either does not belong to $G(\tilde{E})$ so that $d_s(\tilde{E}) = 0$, or it has degree $d_s(\tilde{E}) \geq 2$. See Figure 4.3 for an illustration of the concept of a generalized loop. Note also that a graph without cycles (i.e., a tree or forest graph) does not have any generalized loops.

Consider a BP fixed point for a pairwise MRF with binary variables — that is, an Ising model (3.8). For binary variables $X_s \in \{0, 1\}$, the singleton and edgewise pseudomarginals associated with a BP fixed point can be parameterized as

$$
\tau_s(x_s) = \left[ \begin{array}{c} 1 - \tau_s \\ \tau_s \end{array} \right], \quad \text{and} \quad \tau_{st}(x_s, x_t) = \frac{1 - \tau_s - \tau_t + \tau_{st}}{\tau_s - \tau_{st}} \begin{array}{ccc} \tau_t - \tau_{st} \\ \tau_s - \tau_{st} \end{array}
$$

(4.31)

Some calculation shows that membership in the set $\mathbb{L}(G)$ is equivalent to imposing the following four inequalities

$$
\tau_{st} \geq 0, \quad 1 - \tau_s - \tau_t + \tau_{st} \geq 0, \quad \tau_s - \tau_{st} \geq 0, \quad \text{and} \quad \tau_t - \tau_{st} \geq 0,
$$

for each edge $(s, t) \in E$. See also Example 3.8 for some discussion of the mean parameters for an Ising model.

Using this parameterization, for each edge $(s, t) \in E$, we define the edge weight

$$
\beta_{st} := \frac{\tau_{st} - \tau_s \tau_t}{\tau_s (1 - \tau_s) \tau_t (1 - \tau_t)},
$$

(4.32)
which extends naturally to the subgraph weight \( \beta_{\tilde{E}} := \prod_{(s,t) \in \tilde{E}} \beta_{st} \). With these definitions, we have [224]:

**Proposition 4.4.** Consider a pairwise Markov random field with binary variables (3.8), and let \( A_{\text{Bethe}}(\theta) \) be the optimized free energy (4.16) evaluated at a BP fixed point \( \tau = (\tau_s, s \in V; \tau_{st}, (s,t) \in E) \). The cumulant function value \( A(\theta) \) is equal to the loop series expansion:

\[
A(\theta) = A_{\text{Bethe}}(\theta) + \log \left\{ 1 + \sum_{\emptyset \neq \tilde{E} \subseteq E} \beta_{\tilde{E}} \prod_{s \in V} \mathbb{E}_{\tau_s}[(X_s - \tau_s)^{d_s(\tilde{E})}] \right\}.
\]

(4.33)

Before proving Proposition 4.4, we pause to make some remarks. By definition, we have

\[
\mathbb{E}_{\tau_s}[(X_s - \tau_s)^d] = (1 - \tau_s)(-\tau_s)^d + \tau_s(1 - \tau_s)^d
\]

\[
= \tau_s(1 - \tau_s)[(1 - \tau_s)^{d-1} + (-1)^d(\tau_s)^{d-1}],
\]

(4.34)

corresponding to \( d \)th central moments of a Bernoulli variable with parameter \( \tau_s \in [0,1] \). Consequently, for any \( \tilde{E} \subseteq E \) such that \( d_s(\tilde{E}) = 1 \) for at least one \( s \in V \), then the associated term in the expansion (4.33) vanishes. For this reason, only generalized loops \( \tilde{E} \) lead to nonzero terms in the expansion (4.33). The terms associated with these generalized loops effectively define corrections to the Bethe estimate \( A_{\text{Bethe}}(\theta) \) of the cumulant function. Tree-structured graphs do not contain any nontrivial generalized loops, which provides an alternative proof of the exactness of the Bethe approximation for trees.

The first term \( A_{\text{Bethe}}(\theta) \) in the loop expansion is easily computed from any BP fixed point, since it simply corresponds to the optimized value of the Bethe free energy (4.16). However, explicit computation of the full sequence of loop corrections — and hence exact calculation of the cumulant function — is intractable for general (nontree) models. For instance, any fully connected graph with \( n \geq 5 \) nodes has more than \( 2^n \) generalized loops. In some cases, accounting for a small set of significant loop corrections may lead to improved approximations to
the partition function [100], or more accurate approximations of the marginals for LDPC codes [52].

**Proof of Proposition 4.4:** Recall that the canonical overcomplete parameterization (3.34) using indicator functions is overcomplete, so that there exist many distinct parameter vectors \( \theta \neq \theta' \) such that \( p_{\theta} = p_{\theta'} \). However, the difference between the left-hand and right-hand sides of the loop series expansion (4.33) is identical for any choice of \( \theta \), since moving from \( \theta \to \theta' \) simply shifts both \( A(\theta) \) and \( A_{\text{Bethe}}(\theta) \) by some constant. Consequently, it suffices to prove the loop series expansion for a single parameterization; in particular, we prove it for the reparameterization given by the canonical parameters

\[
\tilde{\theta}_s(x_s) = \log \tau_s(x_s), \quad \text{and} \quad \tilde{\theta}_{st}(x_s, x_t) = \log \frac{\tau_{st}(x_s, x_t)}{\tau_s(x_s) \tau_t(x_t)},
\]

as specified by any BP fixed point (see Proposition 4.3). For this reparameterization, a little calculation shows that \( A_{\text{Bethe}}(\tilde{\theta}) = 0 \). Consequently, it suffices to show that for this particular parameterization (4.35), we have the equality

\[
A(\tilde{\theta}) = \log \left\{ 1 + \sum_{\emptyset \neq \tilde{E} \subseteq E} \beta_{\tilde{E}} \prod_{s \in V} \mathbb{E}_{\tau_s}[(X_s - \tau_s)^{d_s(\tilde{E})}] \right\}.
\]

(4.36)

Using the representation (4.31), a little calculation shows that

\[
\frac{\tau_{st}(x_s, x_t)}{\tau_s(x_s) \tau_t(x_t)} = 1 + \beta_{st}(x_s - \tau_s)(x_t - \tau_t).
\]

(4.37)

By definition of \( \tilde{\theta} \), we have

\[
\exp(A(\tilde{\theta})) = \sum_{x \in \{0,1\}^m} \prod_{s \in V} \tau_s(x_s) \prod_{(s,t) \in E} \frac{\tau_{st}(x_s, x_t)}{\tau_s(x_s) \tau_t(x_t)}.
\]

Let \( \mathbb{E} \) denote expectation taken with respect to the product distribution \( \tau_{\text{fact}}(x) := \prod_s \tau_s(x_s) \). With this notation, and applying the
identity (4.37), we have
\[
\exp(A(\tilde{\theta})) = \sum_{x \in \{0,1\}^n} \prod_{s \in V} \tau_s(x_s) \prod_{(s,t) \in E} \frac{\tau_{st}(x_s,x_t)}{\tau_s(x_s)\tau_t(x_t)}
\]
\[
= \mathbb{E}\left[ \prod_{(s,t) \in E} \left(1 + \beta_{st}(X_s - \tau_s)(X_t - \tau_t)\right) \right]. \tag{4.38}
\]
Expanding this polynomial and using linearity of expectation, we recover one term for each nonempty subset \(\tilde{E} \subseteq E\) of the graph’s edges:
\[
\exp(A(\tilde{\theta})) = 1 + \sum_{\emptyset \neq \tilde{E} \subseteq E} \mathbb{E}\left[ \prod_{(s,t) \in \tilde{E}} \beta_{st}(X_s - \tau_s)(X_t - \tau_t) \right]. \tag{4.39}
\]
The expression (4.36) then follows from the independence structure of \(\tau_{\text{fact}}(x)\), and standard formulas for the moments of Bernoulli random variables. To evaluate these terms, note that if \(d_s(\tilde{E}) = 1\), it follows that \(\mathbb{E}[X_s - \tau_s] = 0\). There is thus one loop correction for each generalized loop \(\tilde{E}\), in which all connected nodes have degree at least two. \(\Box\)

Proposition 4.4 has extensions to more general factor graphs; see the papers [51, 224] for more details. Moreover, Sudderth et al. [224] show that the loop series expansion can be exploited to show that for certain types of graphical models with attractive interactions, the Bethe value \(A_{\text{Bethe}}(\theta)\) is actually a lower bound on the true cumulant function value \(A(\theta)\).

### 4.2 Kikuchi and Hypertree-based Methods

From our development thus far, we have seen that there are two distinct ways in which the Bethe variational principle (4.16) is an approximate version of the exact variational principle (3.45). First, for general graphs, the Bethe entropy (4.14) is only an approximation to the true entropy or negative dual function. Second, the constraint set \(\mathbb{L}(G)\) outer bound on the marginal polytope \(\mathbb{M}(G)\), as illustrated in Figure 4.2. In principle, the accuracy of the Bethe variational principle could be strengthened by improving either one, or both, of these components. This section is devoted to one natural
generalization of the Bethe approximation, first proposed by Yedidia et al. [268, 269] and further explored by various researchers [111, 167, 188, 240, 270], that improves both components simultaneously. The origins of these methods lie in the statistical physics literature, where they were referred to as cluster variational methods [6, 133, 229].

At the high level, the approximations in the Bethe approach are based on trees, which represent a special case of the junction trees. A natural strategy, then, is to strengthen the approximations by exploiting more complex junction trees. These approximations are most easily understood in terms of hypertrees, which represent an alternative way in which to describe junction trees. Accordingly, we begin with some necessary background on hypergraphs and hypertrees.

### 4.2.1 Hypergraphs and Hypertrees

A hypergraph \( G = (V, E) \) is a generalization of a graph, consisting of a vertex set \( V = \{1, \ldots, m\} \), and a set of hyperedges \( E \), where each hyperedge \( h \) is a particular subset of \( V \). The hyperedges form a partially ordered set or poset [221], where the partial ordering is specified by inclusion. We say that a hyperedge \( h \) is maximal if it is not contained within any other hyperedge. With these definitions, we see that an ordinary graph is a special case of a hypergraph, in which each maximal hyperedge consists of a pair of vertices or equivalently, an ordinary edge of the graph.\(^5\)

A convenient graphical representation of a hypergraph is in terms of a diagram of its hyperedges, with directed edges representing the inclusion relations; such a representation is known as a poset diagram [167, 188, 221]. Figure 4.4 provides some simple graphical illustrations of hypergraphs. Any ordinary graph, as a special case of a hypergraph, can be drawn in terms of a poset diagram; in particular, panel (a) shows the hypergraph representation of a single cycle on

---

\(^5\) There is a minor inconsistency in our definition of the hyperedge set \( E \) and previous graph-theoretic terminology; for hypergraphs (unlike graphs), the set of hyperedges can include an individual vertex \( \{s\} \) as an element.
four nodes. Panel (b) shows a hypergraph that is not equivalent to an ordinary graph, consisting of two hyperedges of size three joined by their intersection of size two. Shown in panel (c) is a more complex hypertree, to which we will return in the sequel.

Hypertrees or acyclic hypergraphs provide an alternative way to describe the concept of junction trees, as originally described in Section 2.5.2. In particular, a hypergraph is acyclic if it is possible to specify a junction tree using its maximal hyperedges and their intersections. The width of an acyclic hypergraph is the size of the largest hyperedge minus one; we use the term $k$-hypertree to mean an acyclic hypergraph of width $k$ consisting of a single connected component. Thus, for example, a spanning tree of an ordinary graph is a 1-hypertree, because its maximal hyperedges, corresponding to ordinary edges in the original graph, all have size two. As a second example, consider the hypergraph shown in Figure 4.4(c). It is clear that this hypergraph is equivalent to the junction tree with maximal cliques \{(1245), (4578), (2356)\} and separator sets \{(25), (45)\}. Since the maximal hyperedges have size four, this hypergraph is a hypertree of width three.

### 4.2.2 Hypertree-based factorization and entropy decomposition

With this background, we now specify an alternative form of the junction tree factorization (2.12), and show how it leads to a local decomposition of the entropy. Recall that we view the set $E$ of hyperedges
as a partially ordered set. As described in Appendix E.1, associated with any poset is a Möbius function $\omega : E \times E \rightarrow \mathbb{R}$. Using the set of marginals $\mu = (\mu_h, h \in E)$ associated with the hyperedge set, we can define a new set of functions $\varphi := (\varphi_h, h \in E)$ as follows:

$$\log \varphi_h(x_h) := \sum_{g \subseteq h} \omega(g, h) \log \mu_g(x_g).$$  \hfill (4.40)

As a consequence of this definition and the Möbius inversion formula (see Lemma E.1 in Appendix E.1), the marginals can be represented as

$$\log \mu_h(x_h) = \sum_{g \subseteq h} \log \varphi_g(x_g).$$  \hfill (4.41)

This formula provides a useful recursive method for computing the functions $\varphi_g$, as illustrated in the examples to follow.

The significance of the functions (4.40) is that they yield a particularly simple factorization for any hypertree-structured graph. In particular, for a hypertree with an edge set containing all intersections between maximal hyperedges, the underlying distribution is guaranteed to factorize as follows:

$$p_\mu(x) = \prod_{h \in E} \varphi_h(x_h; \mu).$$  \hfill (4.42)

Here we use the notation $\varphi_h(x_h; \mu)$ to emphasize that $\varphi_h$ is a function of the marginals $\mu$. Equation (4.42) is an alternative formulation of the well-known junction tree decomposition (2.12). Let us consider some examples to gain some intuition.

**Example 4.4 (Hypertree Factorization).**

(a) First, suppose that the hypertree is an ordinary tree, in which case the hyperedge set consists of the union of the vertex set with the (ordinary) edge set. Viewing this hyperedge set as a poset ordered by inclusion, it can be shown (see Appendix E.1) that the Möbius function takes the form $\omega(g, g) = 1$ for all $g \in E$; $\omega(\{s\}, \{s, t\}) = -1$ for all vertices $s$ and ordinary edges $\{s, t\}$, and $\omega(g, h) = 0$ for all $g$ that are not contained within $h$. Consequently, for any ordinary edge $\{s, t\}$, we have

$$\varphi_{st}(x_s, x_t) = \frac{\mu_{st}(x_s, x_t)}{\mu_s(x_s)\mu_t(x_t)},$$
whereas for each vertex, we have $\varphi_s(x_s) = \mu_s(x_s)$. Consequently, in this special case, Equation (4.42) reduces to the tree factorization in Equation (4.8).

(b) Turning to a more complex example, consider the acyclic hypergraph specified by the hyperedge set

$$E = \{(1245), (2356), (4578), (25), (45), (56), (58), (5)\},$$

as illustrated in Figure 4.4(c). Rather than computing the Möbius function for this poset, it is more convenient to do the computation via Equation (4.41). In particular, omitting explicit dependence on $x$ for notational simplicity, we first calculate the singleton function $\varphi_5 = \mu_5$, and the pairwise function $\varphi_{25} = \mu_{25}/\mu_5$, with analogous expressions for the other pairwise terms. Finally, applying the representation (4.41) to $h = (1245)$, we have

$$\varphi_{1245} = \frac{\mu_{1245}}{\varphi_{25}\varphi_{45}\varphi_5} = \frac{\mu_{1245}}{\frac{\mu_{25}}{\mu_5} \frac{\mu_{45}}{\mu_5} \mu_5} = \frac{\mu_{1245} \mu_5}{\mu_{25}\mu_{45}}.$$

Similar reasoning yields analogous expressions for $\varphi_{2356}$ and $\varphi_{4578}$. Putting the pieces together yields that the density $p_\mu$ factorizes as

$$p_\mu = \frac{\mu_{1245} \mu_5}{\mu_{25}\mu_{45}} \frac{\mu_{2356}\mu_5}{\mu_{25}\mu_{56}} \frac{\mu_{4578}\mu_5}{\mu_{45}\mu_{58}} \frac{\mu_{25}}{\mu_5} \frac{\mu_{45}}{\mu_5} \frac{\mu_{56}}{\mu_5} \frac{\mu_{58}}{\mu_5} \mu_5$$

$$= \frac{\mu_{1245} \mu_{2356} \mu_{4578}}{\mu_{25} \mu_{45}},$$

which agrees with the expression from the junction tree formula (2.12).

An immediate but important consequence of the factorization (4.42) is a local decomposition of the entropy. This decomposition can be expressed either as a sum of multi-information terms over the hyperedges, or as a weighted sum of entropy terms. More precisely, for each hyperedge $g \in E$, let us define the hyperedge entropy

$$H_h(\mu_h) := -\sum_{x_h} \mu_h(x_h) \log \mu_h(x_h),$$

as defined by the marginal $\mu_h$, and the multi-information

$$I_h(\mu_h) := \sum_{x_h} \mu_h(x_h) \log \varphi_h(x_h),$$

(4.43)
defined by the marginal $\mu_h$, and function $\varphi_h$.

In terms of these quantities, the entropy of any hypertree-structured distribution has the additive decomposition

$$H_{\text{hyper}}(\mu) = - \sum_{h \in E} I_h(\mu_h),$$

which follows immediately from the hypertree factorization (4.42) and the definition of $I_h$.

It is also possible to derive an alternative decomposition in terms of the hyperedge entropies. Using the Möbius inversion relation (4.40), we have

$$I_h(\mu_h) = \sum_{g \subseteq h} \omega(g, h) \left\{ \sum_{x_h} \mu_h(x_h) \log \mu_g(x_g) \right\}$$
$$= \sum_{f \subseteq h} \sum_{e \supseteq f} \omega(e, f) \left\{ \sum_{x_f} \mu_h(x_f) \log \mu_f(x_f) \right\}$$
$$= - \sum_{f \subseteq h} c(f) H_f(\mu_f),$$

where we have defined the \textit{overcounting numbers}

$$c(f) := \sum_{e \supseteq f} \omega(f, e).$$

Thus, we have the alternative decomposition

$$H_{\text{hyper}}(\mu) = \sum_{h \in E} c(h) H_h(\mu_h).$$

We illustrate the decompositions (4.45) and (4.47) by continuing with Example 4.4:

\textbf{Example 4.5 (Hypertree Entropies).}

(a) For an ordinary tree, there are two types of multi-information: for an edge $(s,t)$, $I_{st}$ is equivalent to the ordinary mutual information, whereas for any vertex $s \in V$, the term $I_s$ is equal to the negative entropy $-H_s$. Consequently, in this special case, Equation (4.45) is equivalent to the tree
entropy given in Equation (4.11). The overcounting numbers for a tree are $c(\{(s,t)\}) = 1$ for any edge $(s,t)$, and $c(\{s\}) = 1 - d(s)$ for any vertex $s$, where $d(s)$ denotes the number of neighbors of $s$. Consequently, the decomposition (4.47) reduces to the alternative form (4.15) of the Bethe entropy.

(b) Consider again the hypertree in Figure 4.4(c). On the basis of our previous calculations in Example 4.4(c), we calculate $I_{1245} = -[H_{1245} - H_{25} - H_{45} + H_5]$. The expressions for the other two maximal hyperedges (i.e., $I_{2356}$ and $I_{4578}$) are analogous. Similarly, we can compute $I_{25} = H_5 - H_{25}$, with analogous expressions for the other hyperedges of size two. Finally, we have $I_5 = -H_5$. Putting the pieces together and doing some algebra yields $H_{\text{hyper}} = H_{1245} + H_{2356} + H_{4578} - H_{25} - H_{45}$.

### 4.2.3 Kikuchi and Related Approximations

Recall that the core of the Bethe approach of Section 4 consists of a particular tree-based (Bethe) approximation to entropy, and a tree-based outer bound on the marginal polytope. The Kikuchi method and related approximations extend these tree-based approximations to ones based on more general hypertrees, as we now describe. Consider a Markov random field (MRF) defined by some (non-acyclic) hypergraph $G = (V, E)$, giving rise to an exponential family distribution $p_\theta$ of the form:

$$p_\theta(x) \propto \exp \left\{ \sum_{h \in E} \theta_h(x_h) \right\}. \quad (4.48)$$

Note that this equation reduces to our earlier representation (4.1) of a pairwise MRF when the hypergraph is an ordinary graph. Let $\tau = \{\tau_h\}$ be a collection of local marginals associated with the hyperedges $h \in E$. These marginals must satisfy the obvious normalization condition

$$\sum_{x_h'} \tau_h(x_h') = 1. \quad (4.49)$$
Similarly, these local marginals must be consistent with one another wherever they overlap; more precisely, for any pair of hyperedges \( g \subset h \), the \textit{marginalization condition}

\[
\sum_{\{x'_h \mid x'_g = x_g\}} \tau_h(x'_h) = \tau_g(x_g) \tag{4.50}
\]

must hold. Imposing these normalization and marginalization conditions leads to the following constraint set:

\[
\mathbb{L}_t(G) = \left\{ \tau \geq 0 \mid \text{Conditions (4.49) } \forall h, \text{ and (4.50) } \forall g \subset h \right\}. \tag{4.51}
\]

Note that this constraint set is a natural generalization of the tree-based constraint set defined in Equation (4.7). In particular, definition (4.51) coincides with definition (4.7) when the hypergraph \( G \) is an ordinary graph. As before, we refer to members \( \mathbb{L}_t(G) \) as \textit{pseudomarginals}. By the junction tree conditions in Proposition 2.1, the local constraints defining \( \mathbb{L}_t(G) \) are sufficient to guarantee global consistency whenever \( G \) is a hypertree.

In analogy to the Bethe entropy approximation, the entropy decomposition (4.45) motivates the following hypertree-based approximation to the entropy:

\[
H_{\text{app}}(\tau) = \sum_{g \in E} c(g) H_g(\tau_g), \tag{4.52}
\]

where \( H_g \) is the hyperedge-based entropy (4.44), and \( c(g) := \sum_{f \supseteq g} \omega(g,f) \) is the overcounting number defined in Equation (4.46). This entropy approximation and the outer bound \( \mathbb{L}_t(G) \) on the marginal polytope, in conjunction, lead to the following hypertree-based approximation to the exact variational principle:

\[
\max_{\tau \in \mathbb{L}_t(G)} \{ \langle \theta, \tau \rangle + H_{\text{app}}(\tau) \}. \tag{4.53}
\]

This problem is the hypertree-based generalization of the Bethe variational problem (4.16).

\textbf{Example 4.6 (Kikuchi Approximation).} To illustrate the approximate variational principle (4.53), consider the hypergraph shown in
Figure 4.5(b). This hypergraph arises from applying the Kikuchi clustering method [269] to the $3 \times 3$ lattice in panel (a); see Appendix D for more details. We determine the form of the entropy approximation $H_{\text{app}}$ for this hypergraph by first calculating the overcounting numbers. By definition, $c(h) = 1$ for each of the four maximal hyperedges (e.g., $h = (1245)$). Since each of the 2-hyperedges has two parents, a little calculation shows that $c(g) = -1$ for each 2-hyperedge $g$. A final calculation shows that $c(\{5\}) = 1$, so that the overall entropy approximation takes the form:

$$H_{\text{app}} = [H_{1245} + H_{2356} + H_{4578} + H_{5689}]$$

$$- [H_{25} + H_{45} + H_{56} + H_{58}] + H_{5}. \quad (4.54)$$

Since the hypergraph in panel (b) has treewidth 3, the appropriate constraint set is the polytope $\mathbb{L}_3(G)$, defined over the pseudomarginals $\tau_h, h \in E$. In particular, it imposes nonnegativity constraints, normalization constraints, and marginalization constraints of the form:

$$\sum_{x'_1, x'_2} \tau_{1245}(x'_1, x'_2, x_4, x_5) = \tau_{45}(x_4, x_5), \quad \text{and} \quad \sum_{x'_6} \tau_{56}(x_5, x'_6) = \tau_5(x_6).$$

### 4.2.4 Generalized Belief Propagation

In principle, the variational problem (4.53) could be solved by a number of methods. Here we describe a Lagrangian-based message-passing algorithm that is a natural generalization of the ordinary sum-product updates for the Bethe approximation. As indicated by its name, the
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defining feature of this scheme is that the only messages passed are from parents to children — i.e., along directed edges in the poset representation of a hypergraph.

In the hypertree-based variational problem (4.53), the variables correspond to a pseudomarginal \( \tau_h \) for each hyperedge \( E \in E' \). As with the earlier derivation of the sum-product algorithm, a Lagrangian formulation of this optimization problem leads to a specification of the optimizing pseudomarginals in terms of messages, which represent Lagrange multipliers associated with the constraints. There are various Lagrangian reformulations of the original problem [e.g., 167, 268, 269], which lead to different message-passing algorithms. Here we describe the parent-to-child form of message-passing derived by Yedidia et al. [269].

In order to describe the message-passing updates, it is convenient to define for a given hyperedge \( h \), the sets of its descendants and ancestors in the following way:

\[
D(h) := \{ g \in E \mid g \subset h \}, \quad A(h) := \{ g \in E \mid g \supset h \}. \tag{4.55}
\]

For example, given the hyperedge \( h = (1245) \) in the hypergraph in Figure 4.4(c), we have \( A(h) = \emptyset \) and \( D(h) = \{(25), (45), (5)\} \). We use the notation \( D^+(h) \) and \( A^+(h) \) as shorthand for the sets \( D(h) \cup h \) and \( A(h) \cup h \), respectively.

Given a pair of hyperedges \((f, g)\), we let \( M_{f \rightarrow g}(x_g) \) denote the “message” passed from hyperedge \( f \) to hyperedge \( g \). More precisely, this message is a function over the state space of \( x_g \) (e.g., a multi-dimensional array in the case of discrete random variables). In terms of these messages, the pseudomarginal \( \tau_h \) in parent-to-child message-passing takes the following form:

\[
\tau_h(x_h) \propto \left[ \prod_{g \in D^+(h)} \psi_g(x_g; \theta) \right] \left[ \prod_{g \in D^+(h)} \prod_{f \in \text{Par}(g) \setminus D^+(h)} M_{f \rightarrow g}(x_g) \right], \tag{4.56}
\]

where we have introduced the convenient shorthand \( \psi_g(x_g; \theta) = \exp(\theta(x_g)) \). In this equation, the pseudomarginal \( \tau_h \) includes a compatibility function \( \psi_g \) for each hyperedge \( g \) in the set
\( \mathcal{D}^+(h) := \mathcal{D}(h) \cup h \). It also collects a message from each hyperedge \( f \notin \mathcal{D}^+(h) \) that is a parent of some hyperedge \( g \in \mathcal{D}^+(h) \). We illustrate this construction by following up on Example 4.6.

**Example 4.7 (Parent-to-child for Kikuchi).** In order to illustrate the parent-to-child message-passing, consider the Kikuchi approximation for a \( 3 \times 3 \) grid, illustrated in Figure 4.5. Focusing first on the hyperedge \((1245)\), the first term in Equation (4.56) specifies a product of compatibility functions \( \psi_g \) as \( g \) ranges over \( \mathcal{D}^+(1245) \), which in this case yields the product \( \psi_{1245} \psi_{25} \psi_{45} \psi_5 \). We then take the product over messages from hyperedges that are parents of hyperedges in \( \mathcal{D}^+(1245) \), excluding hyperedges in \( \mathcal{D}^+(1245) \) itself. Figure 4.6(a) provides an illustration; the set \( \mathcal{D}^+(1245) \) is given by the hyperedges within the dotted ellipses. In this case, the set \( \bigcup_g \text{Par}(g) \setminus \mathcal{D}^+(h) \) is given by \((2356)\) and \((4578)\), corresponding to the parents of \((25)\) and \((45)\), respectively, combined with hyperedges \((56)\) and \((58)\), which are both parents of hyperedge \((5)\). The overall result is an expression of the following form:

\[
\tau_{1245} \propto \psi'_{12} \psi'_{14} \psi'_{25} \psi'_{45} \psi'_{1} \psi'_{2} \psi'_{4} \psi'_{5} \\
\times M_{(2356)\rightarrow(25)} M_{(4578)\rightarrow(45)} M_{(56)\rightarrow(5)} M_{(58)\rightarrow(5)}.
\]

By symmetry, the expressions for the pseudomarginals on the other 4-hyperedges are analogous. By similar arguments, it is straightforward

![Fig. 4.6 Illustration of relevant regions for parent-to-child message-passing in a Kikuchi approximation. (a) Message-passing for hyperedge (1245). Set of descendants \( \mathcal{D}^+(1245) \) is shown within a dotted ellipse. Relevant parents for \( \tau_{1245} \) consists of the set \{2356), (4578), (56), (58)\}. (b) Message-passing for hyperedge (45). Dotted ellipse shows descendant set \( \mathcal{D}^+(45) \). In this case, relevant parent hyperedges are \{(1245), (4578), (25), (56), (58)\}.](image-url)
to compute the following expression for $\tau_{45}$ and $\tau_5$:

$$
\begin{align*}
\tau_{45} &\propto \psi_4 \psi_{45} \psi_{5} M_{(1245)\rightarrow(45)} M_{(4578)\rightarrow(45)} M_{(25)\rightarrow5} M_{(56)\rightarrow5} M_{(58)\rightarrow5} \\
\tau_5 &\propto \psi_5 M_{(45)\rightarrow5} M_{(25)\rightarrow5} M_{(56)\rightarrow5} M_{(58)\rightarrow5}.
\end{align*}
$$

Generalized forms of the sum-product updates follow by updating the messages so as to enforce the marginalization constraints defining membership in $L(G)$; as in the proof of Theorem 4.2, fixed points of these updates satisfy the necessary stationary conditions of the Lagrangian formulation. Further details on different variants of generalized sum-product updates can be found in various papers [268, 269, 188, 167, 128].

### 4.3 Expectation-Propagation Algorithms

There are a variety of other algorithms in the literature that are message-passing algorithms in the spirit of the sum-product algorithm. Examples of such algorithms include the family of expectation-propagation algorithms due to Minka [175], the related class of assumed density filtering methods [152, 164, 40], expectation-consistent inference [185], structured summary-propagation algorithms [64, 115], and the adaptive TAP method of Opper and Winther [183, 184]. These algorithms are often defined operationally in terms of sequences of local moment-matching updates, with variational principles invoked only to characterize each individual update, not to characterize the overall approximation. In this section, we show that these algorithms are in fact variational inference algorithms, involving a particular kind of approximation to the exact variational principle in Theorem 3.4.

The earliest forms of assumed density filtering [164] were developed for time series applications, in which the underlying graphical model is a hidden Markov model (HMM), as illustrated in Figure 2.4(a). As we have discussed, for discrete random variables, the marginal distributions for an HMM can be computed using the forward–backward algorithm, corresponding to a particular instantiation of the sum-product algorithm. Similarly, for a Gauss–Markov process, the Kalman filter also computes the means and covariances at each node of an HMM. However, given a hidden Markov model involving general
continuous random variables, the message $M_{ts}$ passed from node $t$ to $s$ is a real-valued function, and hence difficult to store and transmit.$^6$

The purpose of assumed density filtering is to circumvent the computational challenges associated with passing function-valued messages. Instead, assumed density filtering (ADF) operates by passing approximate forms of the messages, in which the true message is approximated by the closest member of some tractable class. For instance, a general continuous message might be approximated with a Gaussian message. This procedure of computing the message approximations, if closeness is measured using the Kullback–Leibler divergence, can be expressed in terms of moment-matching operations.

Minka [175] observed that the basic ideas underlying ADF can be generalized beyond Markov chains to arbitrary graphical models, an insight that forms the basis for the family of expectation-propagation (EP) algorithms. As with assumed density filtering, expectation-propagation [174, 175] and various related algorithms [64, 115, 185] are typically described in terms of moment-matching operations. To date, the close link between these algorithms and the Bethe approximation does not appear to have been widely appreciated. In this section, we show that these algorithms are methods for solving certain relaxations of the exact variational principle from Theorem 3.4, using “Bethe-like” entropy approximations and particular convex outer bounds on the set $\mathcal{M}$. More specifically, we recover the moment-matching updates of expectation-propagation as one particular type of Lagrangian method for solving the resulting optimization problem, thereby showing that expectation-propagation algorithms belong to the same class of variational methods as belief propagation. This section is a refinement of results from the thesis [240].

4.3.1 Entropy Approximations Based on Term Decoupling

We begin by developing a general class of entropy approximations based on decoupling an intractable collection of terms. Given a collection of

$^6$The Gaussian case is special, in that this functional message can always be parameterized in terms of its “mean” and “variance,” and the efficiency of Kalman filtering stems from this fact.
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random variables \((X_1, \ldots, X_m) \in \mathbb{R}^m\), consider a collection of sufficient statistics that is partitioned as

\[
\phi := (\phi_1, \phi_2, \ldots, \phi_{dT}), \quad \text{and} \quad \Phi := (\Phi^1, \Phi^2, \ldots, \Phi^{d_I}),
\]

where \(\phi_i\) are univariate statistics and the \(\Phi^i\) are generally multivariate. As will be made explicit in the examples to follow, the partitioning separates the tractable from the intractable components of the associated exponential family distribution.

Let us set up various exponential families associated with subcollections of \((\phi, \Phi)\). First addressing the tractable component, the vector-valued function \(\phi: \mathcal{X}^m \rightarrow \mathbb{R}^{dT}\) has an associated vector of canonical parameters \(\theta \in \mathbb{R}^{dT}\). Turning to the intractable component, for each \(i = 1, \ldots, d_I\), the function \(\Phi^i\) maps from \(\mathcal{X}^m\) to \(\mathbb{R}^b\), and the vector \(\tilde{\theta}^i \in \mathbb{R}^b\) is the associated set of canonical parameters. Overall, the function \(\Phi = (\Phi^1, \ldots, \Phi^{d_I})\) maps from \(\mathcal{X}^m\) to \(\mathbb{R}^{b \times d_I}\), and has the associated canonical parameter vector \(\tilde{\theta} = (\tilde{\theta}^1, \tilde{\theta}^2, \ldots, \tilde{\theta}^{d_I})\). These families of sufficient statistics define the exponential family

\[
p(x; \theta, \tilde{\theta}) \propto f_0(x) \exp(\langle \theta, \phi(x) \rangle) \exp(\langle \tilde{\theta}, \Phi(x) \rangle) = f_0(x) \exp(\langle \theta, \phi(x) \rangle) \prod_{i=1}^{d_I} \exp(\langle \tilde{\theta}^i, \Phi^i(x) \rangle).
\]

We say that any density \(p\) of the form (4.58) belongs to the \((\phi, \Phi)\)-exponential family.

Next, we define the base model

\[
p(x; \theta, \bar{0}) \propto f_0(x) \exp(\langle \theta, \phi(x) \rangle),
\]

in which the intractable sufficient statistics \(\Phi\) play no role, since we have set \(\tilde{\theta} = \bar{0}\). We say that any distribution \(p\) of the form (4.59) belongs to the \(\phi\)-exponential family. Similarly, for each index \(i \in \{1, \ldots, d_I\}\), we define the \(\Phi^i\)-augmented distribution

\[
p(x; \theta, \tilde{\theta}^i) \propto f_0(x) \exp(\langle \theta, \phi(x) \rangle) \exp(\langle \tilde{\theta}^i, \Phi^i(x) \rangle),
\]

in which only a single term \(\Phi^i\) has been introduced, and we say that any \(p\) of the form (4.60) belongs to the \((\phi, \Phi^i)\)-exponential family.
The basic premises in the tractable–intractable partitioning between \( \phi \) and \( \Phi \) are:

- First, it is possible to compute marginals exactly in polynomial time for distributions of the base form (4.59) — that is, for any member of the \( \phi \)-exponential family.
- Second, for each index \( i = 1, \ldots, d_I \), exact polynomial-time computation is also possible for any distribution of the \( \Phi^i \)-augmented form (4.60) — that is, for any member of the \((\phi, \Phi^i)\)-exponential family.
- Third, it is intractable to perform exact computations in the full \((\phi, \Phi)\)-exponential family (4.58), since it simultaneously incorporates all of the terms \((\Phi^1, \ldots, \Phi^d_I)\).

**Example 4.8 (Tractable/intractable Partitioning for Mixture Models).** Let us illustrate the partitioning scheme (4.58) with the example of a Gaussian mixture model. Suppose that the random vector \( X \in \mathbb{R}^m \) has a multivariate Gaussian distribution, \( N(0, \Sigma) \). Letting \( \varphi(y; \mu, \Lambda) \) denote the density of a random vector with a \( N(\mu, \Lambda) \) distribution, consider the two-component Gaussian mixture model

\[
p(y \mid X = x) = (1 - \alpha) \varphi(y; 0, \sigma_0^2 I) + \alpha \varphi(y; x, \sigma_1^2 I), \tag{4.61}
\]

where \( \alpha \in (0, 1) \) is the mixing weight, \( \sigma_0^2 \) and \( \sigma_1^2 \) are the variances, and \( I \) is the \( m \times m \) identity matrix.

Given \( n \) i.i.d. samples \( y_1, \ldots, y^n \) from the mixture density (4.61), it is frequently of interest to compute marginals under the posterior distribution of \( X \) conditioned on \( (y^1, \ldots, y^n) \). Assuming a multivariate Gaussian prior \( X \sim N(0, \Sigma) \), and using Bayes’ theorem, we find that the posterior takes the form:

\[
p(x \mid y^1, \ldots, y^n) \propto \exp\left( -\frac{1}{2} x^T \Sigma^{-1} x \right) \prod_{i=1}^n p(y^i \mid X = x) \]

\[
= \exp\left( -\frac{1}{2} x^T \Sigma^{-1} x \right) \exp \left\{ \sum_{i=1}^n \log p(y^i \mid X = x) \right\}.
\tag{4.62}
\]
To cast this model as a special case of the partitioned exponential family (4.58), we first observe that the term \( \exp(-\frac{1}{2}x^T \Sigma^{-1} x) \) can be identified with the base term \( f_0(x) \exp(\langle \theta, \phi(x) \rangle) \), so that we have \( d_T = m \). On the other hand, suppose that we define \( \Phi^i(x) := \log p(y^i | X = x) \) for each \( i = 1, \ldots, n \). Since the observation \( y^i \) is a fixed quantity, this definition makes sense. With this definition, the term \( \exp\{\sum_{i=1}^n \log p(y^i | X = x)\} \) corresponds to the product \( \prod_{i=1}^{d_I} \exp(\langle \tilde{\theta}^i, \Phi^i(x) \rangle) \) in Equation (4.58). Note that we have \( d_I = n \) and \( b = 1 \), with \( \tilde{\theta}^i = 1 \) for all \( i = 1, \ldots, n \).

As a particular case of the \((\phi, \Phi)\)-exponential family in this setting, the base distribution \( p(x; \theta, \tilde{\theta}) \propto \exp(-\frac{1}{2}x^T \Sigma^{-1} x) \) corresponds to a multivariate Gaussian, for which exact calculations of marginals is possible in \( O(m^3) \) time. Similarly, for each \( i = 1, \ldots, n \), the \( \Phi^i \)-augmented distribution (4.60) is proportional to

\[
\exp\left( -\frac{1}{2}x^T \Sigma^{-1} \right) [(1 - \alpha) \varphi(y^i; 0, \sigma_0^2 I) + \alpha \varphi(y^i; x, \sigma_1^2 I)], \tag{4.63}
\]

This distribution is a Gaussian mixture with two components, so that it is also possible to compute marginals exactly in cubic time. However, the full distribution (4.62) is a Gaussian mixture with \( 2^n \) components, so that the complexity of computing exact marginals is exponential in the problem size.

Returning to the main thread, let us develop a few more features of the distribution of interest (4.48). Since it is an exponential family, it has a partitioned set of mean parameters \((\mu, \tilde{\mu}) \in \mathbb{R}^{d_T} \times \mathbb{R}^{d_I \times b} \), where

\[
\mu = \mathbb{E}[\phi(X)], \quad \text{and} \quad (\mu^1, \ldots, \mu^{d_I}) = \mathbb{E}[\Phi^1(X), \ldots, \Phi^{d_I}(X)].
\]

As an exponential family, the general variational principle from Theorem 3.4 is applicable. As usual, the relevant quantities in the variational principle (3.45) are the set

\[
\mathcal{M}(\phi, \Phi) := \{ (\mu, \tilde{\mu}) | (\mu, \tilde{\mu}) = \mathbb{E}_p[(\phi(X), \Phi(X))] \} \quad \text{for some } p \}, \tag{4.64}
\]

and the entropy, or negative dual function \( H(\mu, \tilde{\mu}) = -A^*(\mu, \tilde{\mu}) \). Given our assumption that exact computation under the full distribution (4.48) is intractable, there must be challenges associated with
characterizing the mean parameter space (4.64) and/or the entropy function. Accordingly, we now describe a natural approximation to these quantities, based on the partitioned structure of the distribution (4.48), that leads to the class of expectation-propagation algorithms.

Associated with the base distribution (4.59) is the set

$$
\mathcal{M}(\phi) := \{ \mu \in \mathbb{R}^{d_T} \mid \mu = \mathbb{E}[\phi(X)] \text{ for some density } p \},
$$

(4.65)
corresponding to the globally realizable mean parameters for the base distribution viewed as a $d_T$-dimensional exponential family. By Theorem 3.3, for any $\mu \in \mathcal{M}^0(\phi)$, there exists an exponential family member $p_{\theta(\mu)}$ that realizes it. Moreover, by our assumption that the base distribution is tractable, we can compute the entropy $H(\mu)$ of this distribution. Similarly, for each $i = 1, \ldots, d_I$, the $\Phi^i$-augmented distribution (4.60) is associated with the mean parameter space $\mathcal{M}(\phi, \Phi^i)$

$$
\{(\mu, \tilde{\mu}^i) \in \mathbb{R}^{d_T} \times \mathbb{R}^b \mid (\mu, \tilde{\mu}^i) = \mathbb{E}_p[(\phi(X), \Phi^i(X))] \text{ for some density } p \},
$$

(4.66)
By similar reasoning as above, for any $(\mu, \tilde{\mu}^i) \in \mathcal{M}^0(\phi, \Phi^i)$, there is a member of the $(\phi, \Phi^i)$-exponential family with these mean parameters. Furthermore, since we have assumed that the $\Phi^i$-distribution (4.60) is tractable, it is easy to determine membership in the set $\mathcal{M}(\phi; \Phi^i)$, and moreover the entropy $H(\mu; \tilde{\mu}^i)$ can be computed easily.

With these basic ingredients, we can now define an outer bound on the set $\mathcal{M}(\phi, \Phi)$. Given a candidate set of mean parameters $(\tau, \tilde{\tau}) \in \mathbb{R}^{d_T} \times \mathbb{R}^{d_I \times b}$, we define for each $i = 1, 2, \ldots, d_I$ the coordinate projection operator $\Pi^i : \mathbb{R}^{d_T} \times \mathbb{R}^{d_I \times b} \rightarrow \mathbb{R}^{d_T} \times \mathbb{R}^b$ that operates as

$$(\tau, \tilde{\tau}) \xrightarrow{\Pi^i} (\tau, \tilde{\tau}^i) \in \mathbb{R}^{d_T} \times \mathbb{R}^b.$$ 

We then define the set

$$
\mathcal{L}(\phi; \Phi) := \{(\tau, \tilde{\tau}) \mid \tau \in \mathcal{M}(\phi), \Pi^i(\tau, \tilde{\tau}) \in \mathcal{M}(\phi, \Phi^i) \forall i = 1, \ldots, d_I \}.
$$

(4.67)
Note that $\mathcal{L}(\phi; \Phi)$ is a convex set, and moreover it is an outer bound on the true set $\mathcal{M}(\phi; \Phi)$ of mean parameters.
We now develop an entropy approximation that is tailored to the structure of $L(\phi; \Phi)$. We begin by observing that for any $(\tau, \tilde{\tau}) \in L(\phi; \Phi)$ and for each $i = 1, \ldots, d_I$, there is a member of the $(\phi, \Phi^i)$-exponential family with mean parameters $(\tau, \tilde{\tau}^i)$. This assertion follows because the projected mean parameters $(\tau, \tilde{\tau}^i)$ belong to $M(\phi; \Phi^i)$, so that Theorem 3.3 can be applied. We let $H(\tau, \tilde{\tau}^i)$ denote the entropy of this exponential family member. Similarly, since $\tau \in M(\phi)$ by definition of $L(\phi; \Phi)$, there is a member of the $\phi$-exponential family with mean parameter $\tau$; we denote its entropy by $H(\tau)$. With these ingredients, we define the following term-by-term entropy approximation

$$H_{ep}(\tau, \tilde{\tau}) := H(\tau) + \sum_{\ell=1}^{d_I} [H(\tau, \tilde{\tau}^\ell) - H(\tau)].$$

(4.68)

Combining this entropy approximation with the convex outer bound (4.67) yields the optimization problem

$$\max_{(\tau, \tilde{\tau}) \in L(\phi; \Phi)} \{ \langle \tau, \theta \rangle + \langle \tilde{\tau}, \tilde{\theta} \rangle + H_{ep}(\tau, \tilde{\tau}) \}.$$  

(4.69)

This optimization problem is an approximation to the exact variational principle from Theorem 3.4 for the $(\phi, \Phi)$-exponential family (4.48), and it underlies the family of expectation-propagation algorithms. It is closely related to the Bethe variational principle, as the examples to follow should clarify.

**Example 4.9 (Sum-Product and Bethe Approximation).** To provide some intuition, let us consider the Bethe approximation from the point of view of the variational principle (4.69). More specifically, we derive the Bethe entropy approximation (4.14) as a particular case of the term-by-term entropy approximation (4.68), and the tree-based outer bound $L(G)$ from Equation (4.7) as a particular case of the convex outer bound (4.67) on $M(\phi; \Phi)$.

Consider a pairwise Markov random field based on an undirected graph $G = (V, E)$, involving a discrete variable $X_s \in \{0, 1, \ldots, r_s - 1\}$ at each vertex $s \in V$; as we have seen, this can be expressed as an exponential family in the form (4.1) using the standard overcomplete parameterization (3.34) with indicator functions. Taking the point of
view of (4.69), we partition the sufficient statistics in the following way. The sufficient statistics associated with nodes are defined to be the tractable set, and those associated with edges are defined to be the intractable set. Thus, using the functions \( \theta \) and \( \theta_{st} \) defined in Equation (4.2), the base distribution (4.59) takes the form

\[
p(x; \theta_1, \ldots, \theta_m, \vec{0}) \propto \prod_{s \in V} \exp(\theta_s(x_s)). \tag{4.70}
\]

In this particular case, the terms \( \Phi^i \) to be added correspond to the functions \( \theta_{st} \) — that is, the index \( i \) runs over the edge set of the graph. For edge \((u, v)\), the \( \Phi^{uv} \)-augmented distribution (4.60) takes the form:

\[
p(x; \theta_1, \ldots, \theta_m, \theta_{uv}) \propto \left[ \prod_{s \in V} \exp(\theta_s(x_s)) \right] \exp(\theta_{uv}(x_u, x_v)). \tag{4.71}
\]

The mean parameters associated with the standard overcomplete representation are singleton and pairwise marginal distributions, which we denote by \((\tau_s, s \in V)\) and \(\tau_{uv}\) respectively. The entropy of the base distribution depends only on the singleton marginals, and given the product structure (4.70), takes the simple form

\[
H(\tau_1, \ldots, \tau_m) = \sum_{s \in V} H(\tau_s),
\]

where \( H(\tau_s) = -\sum_{x_s} \tau_s(x_s) \log \tau_s(x_s) \) is the entropy of the marginal distribution. Similarly, since the augmented distribution (4.71) has only a single edge added and factorizes over a cycle-free graph, its entropy has the explicit form

\[
H(\tau_1, \ldots, \tau_m, \tau_{uv}) = \sum_{s \in V} H(\tau_s) + \left[ H(\tau_{uv}) - H(\tau_u) - H(\tau_v) \right]
\]

\[
= \sum_{s \in V} H(\tau_s) - I(\tau_{uv}),
\]

where \( H(\tau_{uv}) := -\sum_{x_u, x_v} \tau_{uv}(x_u, x_v) \log \tau_{uv}(x_u, x_v) \) is the joint entropy, and \( I(\tau_{uv}) := H(\tau_u) + H(\tau_v) - H(\tau_{uv}) \) is the mutual information. Putting together the pieces, we find that the term-by-term entropy approximation (4.68) — for this particular problem — has the form:

\[
H_{ep}(\tau) = \sum_{s \in V} H(\tau_s) - \sum_{(s,t) \in E} I_{st}(\tau_{st}),
\]
which is precisely the Bethe entropy approximation defined previously (4.14).

Next, we show how the outer bound $\mathcal{L}(\phi; \Phi)$ defined in Equation (4.67) specializes to $\mathbb{L}(G)$. Consider a candidate set of local marginal distributions

$$\tau = (\tau_s, s \in V; \tau_{st}, (s,t) \in E).$$

In the current setting, the set $\mathcal{M}(\phi)$ corresponds to the set of all globally realizable marginals $(\tau_s, s \in V)$ under a factorized distribution, so that the inclusion $(\tau_s, s \in V) \in \mathcal{M}(\phi)$ is equivalent to the nonnegativity constraints $\tau_s(x_s) \geq 0$ for all $x_s \in \mathcal{X}_s$, and the local normalization constraints

$$\sum_{x_s} \tau_s(x_s) = 1 \quad \text{for all } s \in V. \quad (4.72)$$

Recall that the index $i$ runs over edges of the graph; if, for instance $i = (u,v)$, then the projected marginals $\Pi^{uv}(\tau)$ are given by $(\tau_1, \ldots, \tau_m, \tau_{uv})$. The set $\mathcal{M}(\phi; \Phi^{uv})$ is traced out by all globally consistent marginals of this form, and is equivalent to the marginal polytope $\mathcal{M}(G_{uv})$, where $G_{uv}$ denotes the graph with a single edge $(u,v)$. Since this graph is a tree, the inclusion $\Pi^{uv}(\tau) \in \mathcal{M}(\phi; \Phi^{uv})$ is equivalent to having $\Pi^{uv}(\tau)$ satisfy — in addition to the nonnegativity and local normalization constraints (4.72) — the marginalization conditions

$$\sum_{x_u} \tau_{uv}(x_u, x_v) = \tau_{u}(x_u), \quad \text{and} \quad \sum_{x_v} \tau_{uv}(x_u, x_v) = \tau_{v}(x_v).$$

Therefore, the full collection of inclusions $\Pi^{uv}(\tau) \in \mathcal{M}(\phi; \Phi^{uv})$, as $(u,v)$ runs over the graph edge set $E$, specify the same conditions defining the first-order relaxed constraint set $\mathbb{L}(G)$ from Equation (4.7).

### 4.3.2 Optimality in Terms of Moment-Matching

Returning to the main thread, we now derive a Lagrangian method for attempting to solve the expectation-propagation variational principle (4.69). As we will show, these Lagrangian updates reduce to moment-matching, so that the usual expectation-propagation updates are recovered.
Our Lagrangian formulation is based on the following two steps:

- First, we augment the space of pseudo-mean-parameters over which we optimize, so that the original constraints defining $L(\phi; \Phi)$ are decoupled.
- Second, we add new constraints — to be penalized with Lagrange multipliers — so as to enforce the remaining constraints required for membership in $L(\phi; \Phi)$.

Beginning with the augmentation step, let us duplicate the vector $\tau \in \mathbb{R}^{d_T}$ a total of $d_I$ times, defining thereby defining $d_I$ new vectors $\eta^i \in \mathbb{R}^{d_T}$ and imposing the constraint that $\eta^i = \tau$ for each index $i = 1, \ldots, d_I$. This yields a large collection of pseudo-mean-parameters

$$\{\tau, (\eta^i, \tilde{\tau}^i), i = 1, \ldots, d_I\} \in \mathbb{R}^{d_T} \times (\mathbb{R}^{d_T} \times \mathbb{R}^{b})^{d_I},$$

and we recast the variational principle (4.69) using these pseudo-mean-parameters as follows:

$$\max_{\{\tau, (\eta^i, \tilde{\tau}^i)\}} \left\{ \langle \tau, \theta \rangle + \sum_{i=1}^{d_I} \langle \tilde{\tau}^i, \tilde{\theta}^i \rangle + H(\tau) + \sum_{i=1}^{d_I} [H(\eta^i, \tilde{\tau}^i) - H(\eta^i)] \right\},$$

subject to the constraints $(\eta^i, \tilde{\tau}^i) \in \mathcal{M}(\phi; \Phi^i)$ for all $i = 1, \ldots, d_I$, and

$$\tau = \eta^i \quad \forall i = 1, \ldots, d_I. \quad (4.74)$$

Let us now consider a particular iterative scheme for solving the reformulated problem (4.73). In particular, for each $i = 1, \ldots, d_I$, define a vector of Lagrange multipliers $\lambda^i \in \mathbb{R}^{d_T}$ associated with the constraints $\tau = \eta^i$. We then form the Lagrangian function

$$L(\tau; \lambda) = \langle \tau, \theta \rangle + \sum_{i=1}^{d_I} \langle \tilde{\tau}^i, \tilde{\theta}^i \rangle + F(\tau; (\eta^i, \tilde{\tau}^i)) + \sum_{i=1}^{d_I} \langle \lambda^i, \tau - \eta^i \rangle. \quad (4.75)$$

This Lagrangian is a partial one, since we are enforcing the constraints $\tau \in \mathcal{M}(\phi)$ and $(\eta^i, \tilde{\tau}^i) \in \mathcal{M}(\phi; \Phi^i)$ explicitly.
Consider an optimum solution \( \{ \tau, (\eta^i, \tilde{\tau}^i), i = 1, \ldots, d_I \} \) of the optimization problem (4.73) that satisfies the following properties: (a) the vector \( \tau \) belongs to the (relative) interior \( \mathcal{M}^o(\phi) \), and (b) for each \( i = 1, \ldots, d_I \), the vector \( (\eta^i, \tilde{\tau}^i) \) belongs to the relative interior \( \mathcal{M}^o(\phi; \Phi^i) \). Any such solution must satisfy the zero-gradient conditions associated with the partial Lagrangian (4.75) — namely

\[
\nabla_\tau L(\tau; \lambda) = 0, \quad \text{(4.76a)} \\
\nabla_{(\eta^i, \tilde{\tau}^i)} L(\tau; \lambda) = 0 \quad \text{for } i = 1, \ldots, d_I, \text{ and} \quad \text{(4.76b)} \\
\nabla_\lambda L(\tau; \lambda) = 0. \quad \text{(4.76c)}
\]

Since the vector \( \tau \) belongs to \( \mathcal{M}^o(\phi) \), it specifies a distribution in the \( \phi \)-exponential family. By explicitly computing the Lagrangian condition (4.76a) and performing some algebra — essentially the same steps as the proof of Theorem 4.2 — we find that this exponential family member can be written, in terms of the original parameter vector \( \theta \) and the Lagrange multipliers \( \lambda \), as follows:

\[
q(x; \theta, \lambda) \propto f_0(x) \exp \left\{ \langle \theta + \sum_{i=1}^{d_I} \lambda^i, \phi(x) \rangle \right\}. \quad \text{(4.77)}
\]

Similarly, since for each \( i = 1, \ldots, d_I \), the vector \( (\tau, \tilde{\tau}^i) \) belongs to \( \mathcal{M}^o(\phi; \Phi^i) \), it also specifies a distribution in the \( (\phi, \Phi^i) \)-exponential family. Explicitly computing the condition (4.76b) and performing some algebra shows that this distribution can be expressed as

\[
q^i(x; \theta, \tilde{\theta}^i, \lambda) \propto f_0(x) \exp \left( \langle \theta + \sum_{\ell \neq i} \lambda^\ell, \phi(x) \rangle + \langle \tilde{\theta}^i, \Phi^i(x) \rangle \right), \quad \text{(4.78)}
\]

The final Lagrangian condition (4.76c) ensures that the constraints (4.74) are satisfied. Noting that \( \tau = \mathbb{E}_q[\phi(X)] \) and \( \eta^i = \mathbb{E}_q[\phi(X)] \), these constraints reduce to the moment-matching conditions

\[
\int q(x; \theta, \lambda) \phi(x) \nu(dx) = \int q^i(x; \theta, \tilde{\theta}^i, \lambda) \phi(x) \nu(dx), \quad \text{(4.79)}
\]

for \( i = 1, \ldots, d_I \).

On the basis of Equations (4.77), (4.78), and (4.79), we arrive at the expectation-propagation updates, as summarized in Figure 4.7.
Expectation-propagation (EP) updates:

1. At iteration $n = 0$, initialize the Lagrange multiplier vectors $(\lambda^1, \ldots, \lambda^{d_I})$.

2. At each iteration, $n = 1, 2, \ldots$, choose some index $i(n) \in \{1, \ldots, d_I\}$, and

   a. Using Equation (4.78), form the augmented distribution $q^{i(n)}$ and compute the mean parameter
      \[
      \eta^{i(n)} := \int q^{i(n)}(x) \phi(x) \nu(dx) = \mathbb{E}_{q^{i(n)}}[\phi(X)].
      \]  
      (4.80)

   b. Using Equation (4.77), form the base distribution $q$ and adjust $\lambda^{i(n)}$ to satisfy the moment-matching condition
      \[
      \mathbb{E}_q[\phi(X)] = \eta^{i(n)}.
      \]  
      (4.81)

Fig. 4.7 Steps involved in the expectation-propagation updates. It is a Lagrangian algorithm for attempting to solve the Bethe-like approximation (4.73), or equivalently (4.69).

We note that the algorithm is well defined, since for any realizable mean parameter $\tau$, there is always a solution for $\lambda^{i(n)}$ in Equation (4.81). This fact can be seen by considering the $d_T$-dimensional exponential family defined by the pair $(\lambda^{i(n)}, \phi)$, and then applying Theorem 3.3. Moreover, it follows that any fixed point of these EP updates satisfies the necessary Lagrangian conditions for optimality in the program (4.73). From this fact, we make an important conclusion — namely, fixed points of the EP updates are guaranteed to exist, assuming that the optimization problem (4.73) has at least one optimum. As with the sum-product algorithm and the Bethe variational principle, there are no guarantees that the EP updates converge in general. However, it would be relatively straightforward to develop convergent algorithms for finding at least a local optimum of the variational problem (4.73), or equivalently (4.69), possibly along the lines of convergent algorithms developed for the ordinary Bethe variational problem or convexified versions thereof [111, 254, 270, 108].
At a high level, the key points to take away are the following: within the variational framework, expectation-propagation algorithms are based on a Bethe-like entropy approximation (4.68), and a particular convex outer bound on the set of mean parameters (4.67). Moreover, the moment-matching steps in the EP algorithm arise from a Lagrangian approach for attempting to solve the relaxed variational principle (4.69).

We conclude by illustrating the specific forms taken by the algorithm in Figure 4.7 for some concrete examples:

**Example 4.10 (Sum-Product as Moment-matching).** As a continuation of Example 4.9, we now show how the updates (4.80) and (4.81) of Figure 4.7 reduce to the sum-product updates. In this particular example, the index $i$ ranges over edges of the graph. Associated with $i = (u, v)$ are the pair of Lagrange multiplier vectors $(\lambda_{uv}(x_v), \lambda_{vu}(x_u))$. In terms of these quantities, the base distribution (4.77) can be written as

$$q(x; \theta, \lambda) \propto \prod_{s \in V} \exp(\theta_s(x_s)) \prod_{(u,v) \in E} \exp(\lambda_{uv}(x_v) + \lambda_{vu}(x_u))$$

$$= \prod_{s \in V} \exp\left(\theta_s(x_s) + \sum_{t \in N(s)} \lambda_{ts}(x_s)\right), \quad (4.82)$$

or more compactly as $q(x; \theta, \lambda) \propto \prod_{s \in V} \tau_s(x_s)$, where we have defined the pseudo-marginals

$$\tau_s(x_s) \propto \exp\left(\theta_s(x_s) + \sum_{t \in N(s)} \lambda_{ts}(x_s)\right).$$

It is worthwhile noting the similarity to the sum-product expression (4.23) for the singleton pseudo marginals $\tau_s$, obtained in the proof of Theorem 4.2. Similarly, when $\ell = (u, v)$, the augmented distribution (4.78) is given by

$$q^{(u, v)}(x; \theta; \lambda) \propto q(x; \theta, \lambda) \exp(\theta_{uv}(x_u, x_v) - \lambda_{vu}(x_u) - \lambda_{uv}(x_v))$$

$$= \left[\prod_{s \in V} \tau_s(x_s)\right] \exp(\theta_{uv}(x_u, x_v) - \lambda_{vu}(x_u) - \lambda_{uv}(x_v)).$$

$$\quad (4.83)$$
Now consider the updates (4.80) and (4.81). If index \(i=(u,v)\) is chosen, the update (4.80) is equivalent to computing the singleton marginals of the distribution (4.83). The update (4.81) dictates that the Lagrange multipliers \(\lambda_{uv}(x_v)\) and \(\lambda_{vu}(x_u)\) should be adjusted so that the marginals \(\{\tau_u, \tau_v\}\) of the distribution (4.82) match these marginals. Following a little bit of algebra, these fixed point conditions reduce to the sum-product updates along edge \((u,v)\), where the messages are given as exponentiated Lagrange multipliers by \(M_{uv}(x_v) = \exp(\lambda_{uv}(x_v))\).

From the perspective of term-by-term approximations, the sum-product algorithm uses a product base distribution (see Equation (4.70)). A natural extension, then, is to consider a base distribution with more structure.

**Example 4.11 (Tree-structured EP).** We illustrate this idea by deriving the tree-structured EP algorithm \([174]\), applied to a pairwise Markov random field on a graph \(G = (V,E)\). We use the same set-up and parameterization as in Examples 4.9 and 4.10. Given some fixed spanning tree \(T = (V,E(T))\) of the graph, the base distribution (4.59) is given by

\[
p(x; \theta, \vec{0}) \propto \prod_{s \in V} \exp(\theta_s(x_s)) \prod_{(s,t) \in E(T)} \exp(\theta_{st}(x_s,x_t)).
\]  

(4.84)

In this case, the index \(i\) runs over edges \((u,v) \in E \setminus E(T)\); given such an edge \((u,v)\), the \(\Phi_{uv}\)-augmented distribution (4.60) is obtained by adding in the term \(\theta_{uv}\):

\[
p(x; \theta, \theta_{uv}) \propto p(x; \theta, \vec{0}) \exp(\theta_{uv}(x_u,x_v)).
\]  

(4.85)

Let us now describe the analogs of the sets \(\mathcal{M}(\phi; \Phi)\), \(\mathcal{M}(\phi)\), and \(\mathcal{M}(\phi; \Phi^i)\) for this setting. First, as we saw in Example 4.9, the subvector of mean parameters associated with the full model (4.48) is given by

\[
\mu := (\mu_s, s \in V; \mu_{st}, (s,t) \in E).
\]

Accordingly, the analog of \(\mathcal{M}(\phi; \Phi)\) is the marginal polytope \(\mathbb{M}(G)\). Second, if we use the tree-structured distribution (4.84) as the base
distribution, the relevant subvector of mean parameters is

\[ \mu(T) := \left( \mu_s, s \in V; \mu_{st}, (s,t) \in E(T) \right). \]

The analog of the set \( \mathcal{M}(\phi) \) is the marginal polytope \( \mathbb{M}(T) \), or equivalently — using Proposition 4.1 — the set \( \mathbb{L}(T) \). Finally, if we add in edge \( i = (u,v) \notin E(T) \), then the analog of the set \( \mathcal{M}(\phi; \Phi^i) \) is the marginal polytope \( \mathbb{M}(T \cup (u,v)) \).

The analog of the set \( \mathcal{L}(\phi; \Phi) \) is an interesting object, which we refer to as the tree-EP outer bound on the marginal polytope \( \mathbb{M}(G) \). It consists of all vectors \( \tau = (\tau_s, s \in V; \tau_{st}, (s,t) \in E) \) such that

(a) the inclusion \( \tau(T) \in \mathbb{M}(T) \) holds, and

(b) for all \( (u,v) \notin T \), the inclusion \( (\tau(T), \tau_{uv}) \in \mathbb{M}(T \cup (u,v)) \) holds.

Observe that the set thus defined is contained within \( \mathbb{L}(G) \): in particular, the condition \( \tau(T) \in \mathbb{M}(T) \) ensures nonnegativity, normalization, and marginalization for all mean parameters associated with the tree, and the inclusion \( (\tau(T), \tau_{uv}) \in \mathbb{M}(T \cup (u,v)) \) ensures that \( \tau_{uv} \) is non-negative, and satisfies the marginalization constraints associated with \( \tau_u \) and \( \tau_v \). For graphs with cycles, this tree-EP outer bound is strictly contained within \( \mathbb{L}(G) \); for instance, when applied to the single cycle \( C_3 \) on three nodes, the tree-EP outer bound is equivalent to the marginal polytope [240]. But the set \( \mathbb{M}(C_3) \) is strictly contained within \( \mathbb{L}(C_3) \), as shown in Example 4.1.

The entropy approximation \( H_{\text{ep}} \) associated with tree-EP is easy to define. Given a candidate set of pseudo-mean-parameters \( \tau \) in the tree-EP outer bound, we define the tree-structured entropy associated with the base distribution (4.84)

\[ H(\tau(T)) := \sum_{s \in V} H(\tau_s) - \sum_{(s,t) \in E(T)} I_{st}(\tau_{st}). \]  

Similarly, for each edge \( (u,v) \notin E(T) \), we define the entropy \( H(\tau(T), \tau_{uv}) \) associated with the augmented distribution (4.85); unlike the base case, this entropy does not have an explicit form (since the graph is not in junction tree form), but it can be computed easily.
The tree-EP entropy approximation then takes the form:

\[ H_{ep}(\tau) = H(\tau(T)) + \sum_{(u,v) \notin E(T)} \left[ H(\tau(T), \tau_{uv}) - H(\tau(T)) \right]. \]

Finally, let us derive the moment-matching updates (4.80) and (4.81) for tree-EP. For each edge \((u,v) \notin E(T)\), let \(\lambda_{uv}(T)\) denote a vector of Lagrange multipliers, of the same dimension as \(\tau(T)\), and let \(\phi(x;T)\) denote the subset of sufficient statistics associated with \(T\). The optimized base distribution (4.77) can be represented in terms of the original base distribution (4.84) and these tree-structured Lagrange multipliers as

\[ q(x;\theta,\lambda) \propto p(x;\theta,\bar{0}) \prod_{(u,v) \notin E(T)} \exp(\langle \lambda_{uv}(T), \phi(x;T) \rangle). \]

If edge \((u,v)\) is added, the augmented distribution (4.78) is given by

\[ q_{uv}(x;\theta,\lambda) \propto p(x;\theta,\bar{0}) \exp(\theta_{uv}(x_u,x_v)) \prod_{(s,t) \neq (u,v)} \exp(\langle \lambda_{uv}(T), \phi(x;T) \rangle). \]

For a given edge \((u,v) \notin E(T)\), the moment-matching step (4.81) corresponds to computing singleton marginals and pairwise marginals for edges \((s,t) \in E(T)\) under the distribution \(q_{uv}(x;\theta,\lambda)\). The step (4.81) corresponds to updating the Lagrange multiplier vector \(\lambda_{uv}(T)\) so the marginals of \(q(x;\theta;\lambda)\) agree with those of \(q_{uv}(x;\theta;\lambda)\) for all nodes \(s \in V\), and all edges \((s,t) \in E(T)\). See the papers [174, 252, 240] for further details on tree EP.

The previous examples dealt with discrete random variables; we now return to the case of a mixture model with continuous variables, first introduced in Example 4.8.

**Example 4.12 (EP for Gaussian Mixture Models).** Recall from Equation (4.62) the representation of the mixture distribution as an exponential family with the base potentials \(\phi(x) = (x; xx^T)\) and auxiliary terms \(\Phi^i(x) = \log p(y^i | x)\), for \(i = 1, \ldots, n\). Turning to the analogs of the various mean parameter spaces, the set \(\mathcal{M}(\phi;\Phi)\) is a subset of
$\mathbb{R}^m \times S_+^m \times \mathbb{R}^n$, corresponding the space of all globally realizable mean parameters partitioned as
\[
\left( E[X]; E[XX^T]; E[\log p(y^i | X)], \ i = 1, \ldots, n \right).
\]

Recall that $(y^1, y^2, \ldots, y^n)$ are observed, and hence remain fixed throughout the derivation.

The set $\mathcal{M}(\phi)$ is a subset of $\mathbb{R}^m \times S_+^m$, corresponding to the mean parameter space for a multivariate Gaussian, as characterized in Example 3.7. For each $i = 1, \ldots, n$, the constraint set $\mathcal{M}(\phi; \Phi^i)$ is a subset of $\mathbb{R}^m \times S_+^m \times \mathbb{R}$, corresponding to the collection of all globally realizable mean parameters with the partitioned form
\[
\left( E[X], E[XX^T], E[\log p(y^i | X)] \right).
\]

Turning to the various entropies, the base term is the entropy $H(\mu)$ of a multivariate Gaussian where $\mu$ denotes the pair $(E[X], E[XX^T])$; similarly, the augmented term $H(\mu, \tilde{\mu}^i)$ is the entropy of the exponential family member with sufficient statistics $(\phi(x), \log p(y^i | x))$, and mean parameters $(\mu, \tilde{\mu}^i)$, where $\tilde{\mu}^i := E[\log p(y^i | X)]$. Using these quantities, we can define the analog of the variational principle (4.69).

 Turning to the moment-matching steps (4.80) and (4.81), the Lagrangian version of Gaussian-mixture EP algorithm can be formulated in terms of a collection of $n$ matrix-vector Lagrange multiplier pairs
\[
(\lambda^i, \Lambda^i) \in \mathbb{R}^m \times \mathbb{R}^{m \times m}, \ i = 1, \ldots, n,
\]

one for each augmented distribution. Since $X \sim N(0,\Sigma)$ by definition, the optimized base distribution (4.77) can be written in terms of $\Sigma^{-1}$ and the Lagrange multipliers
\[
q(x; \Sigma; (\lambda, \Lambda)) \propto \exp \left\{ \sum_{i=1}^n \lambda^i x + \frac{1}{2} \sum_{i=1}^n \Lambda^i xx^T \right\}. \tag{4.87}
\]

Note that this is simply a multivariate Gaussian distribution. The augmented distribution (4.78) associated with any term $i \in \{1, 2, \ldots, d_I\}$,
denoted by $q^i$, takes the form

$$f_0(x) \exp \{ \langle \sum_{\ell \neq i} \lambda^\ell, x \rangle + \langle -\frac{1}{2} \Sigma^{-1} + \sum_{\ell \neq i} \Lambda^\ell, xx^T \rangle + \langle \tilde{\theta}_i, \log p(y^i \mid x) \rangle \}.$$  

(4.88)

With this set-up, the step (4.80) corresponds to computing the mean parameters ($E_{q^i}[X], E_{q^i}[XX^T]$) under the distribution (4.88), and step (4.81) corresponds to adjusting the multivariate Gaussian (4.87) so that it has these mean parameters. Fixed points of these moment-matching updates satisfy the necessary Lagrangian conditions to be optima of the associated Bethe-like approximation of the exact variational principle.

We refer the reader to Minka [172, 175] and Seeger [213] for further details of the Gaussian-mixture EP algorithm and some of its properties.
This section is devoted to a discussion of mean field methods, which originated in the statistical physics literature [e.g., 12, 47, 190]. From the perspective of this survey, the mean field approach is based on a specific type of approximation to the exact variational principle (3.45). More specifically, as discussed in Section 3.7, there are two fundamental difficulties associated with the variational principle (3.45): the nature of the constraint set $M$, and the lack of an explicit form for the dual function $A^*$. The core idea of mean field approaches is simple: let us limit the optimization to a subset of distributions for which both $M$ and $A^*$ are relatively easy to characterize; e.g., perhaps they correspond to a graph with small treewidth. Throughout this section, we refer to any such distribution as “tractable.” The simplest choice is the family of product distributions, which gives rise to the naive mean field method. Higher-order mean field methods are obtained by choosing tractable distributions with more structure.

### 5.1 Tractable Families

Given a graphical model based on a graph $G$, we base our description of mean field methods on the notion of a *tractable subgraph*, by which
we mean a subgraph $F$ of the graph $G$ over which it is feasible to perform exact calculations. The simplest example of a tractable subgraph is the fully disconnected subgraph $F_0 = (V, \emptyset)$, which contains all the vertices of $G$ but none of the edges. Any distribution that is Markov with respect to $F$ is then a product distribution, for which exact computations are trivial.

A bit more generally, consider an exponential family with a collection $\phi = (\phi_\alpha, \alpha \in \mathcal{I})$ of sufficient statistics associated with the cliques of $G = (V, E)$. Given a subgraph $F$, let $\mathcal{I}(F) \subseteq \mathcal{I}$ be the subset of sufficient statistics associated with cliques of $F$. The set of all distributions that are Markov with respect to $F$ is a sub-family of the full $\phi$-exponential family; it is parameterized by the subspace of canonical parameters

$$
\Omega(F) := \{ \theta \in \Omega \mid \theta_\alpha = 0 \quad \forall \ \alpha \in \mathcal{I} \setminus \mathcal{I}(F) \}.
$$

(5.1)

We consider some examples to illustrate:

**Example 5.1 (Tractable Subgraphs).** Suppose that $\theta \in \Omega$ parameterizes a pairwise Markov random field, with potential functions associated with the vertices and edges of an undirected graph $G = (V, E)$. For each edge $(s, t) \in E$, let $\theta_{(s,t)}$ denote the subvector of parameters associated with sufficient statistics that depend only on $(X_s, X_t)$. Consider the completely disconnected subgraph $F_0 = (V, \emptyset)$. With respect to this subgraph, permissible parameters must belong to the subspace

$$
\Omega(F_0) := \{ \theta \in \Omega \mid \theta_{(s,t)} = 0 \quad \forall \ (s, t) \in E \}.
$$

(5.2)

The densities in this sub-family are all of the fully factorized or product form

$$
p_\theta(x) = \prod_{s \in V} p(x_s; \theta_s),
$$

(5.3)

where $\theta_s$ refers to the subvector of canonical parameters associated with vertex $s$.

To obtain a more structured approximation, one could choose a spanning tree $T = (V, E(T))$. In this case, we are free to choose the canonical parameters corresponding to vertices and edges in the tree.
5.2 Optimization and Lower Bounds

We now have the necessary ingredients to develop the mean field approach to approximate inference. Suppose that we are interested in approximating some target distribution \( p_\theta \), where \( \theta \in \Omega \). Mean field methods generate lower bounds on the value \( A(\theta) \) of the cumulant function, as well as approximations to the mean parameters \( \mu = \mathbb{E}_\theta[\phi(X)] \) of this target distribution \( p_\theta \).

Associated with the exponential family defined by \( \phi \) and \( G \) is the set \( \mathcal{M}(G; \phi) \) of all mean parameters realizable by any distribution, as previously defined in Equation (3.26). (Whereas our previous notation did not make explicit reference to \( G \) and \( \phi \), the definition of \( \mathcal{M} \) does depend on these quantities and it is now useful to make this dependence explicit.) For a given tractable subgraph \( F \), mean field methods are based on optimizing over the subset of mean parameters that can be obtained by the subset of exponential family densities \( \{ p_\theta, \theta \in \Omega(F) \} \) — namely

\[
\mathcal{M}_F(G; \phi) := \{ \mu \in \mathbb{R}^d \mid \mu = \mathbb{E}_\theta[\phi(x)] \text{ for some } \theta \in \Omega(F) \}.
\]  

In terms of the moment mapping from Theorem 3.3, a more compact definition of the set \( \mathcal{M}_F(G; \phi) \) is as the image \( \nabla A(\Omega(F)) \). By Theorem 3.3, we have \( \mathcal{M}^o(G; \phi) = \nabla A(\Omega) \) so that the inclusion

\[
\mathcal{M}^o_F(G; \phi) \subseteq \mathcal{M}^o(G; \phi)
\]

holds for any subgraph \( F \). For this reason, we say that \( \mathcal{M}_F \) is an inner approximation to the set \( \mathcal{M} \) of realizable mean parameters.

To lighten the notation in the remainder of this section, we generally drop the \( \phi \) term from \( \mathcal{M}(G; \phi) \) and \( \mathcal{M}_F(G; \phi) \), writing \( \mathcal{M}(G) \) and \( \mathcal{M}_F(G) \), respectively. It is important to keep in mind, though, that these sets do depend on the choice of sufficient statistics.

5.2 Optimization and Lower Bounds

We now have the necessary ingredients to develop the mean field approach to approximate inference. Suppose that we are interested in approximating some target distribution \( p_\theta \), where \( \theta \in \Omega \). Mean field methods generate lower bounds on the value \( A(\theta) \) of the cumulant function, as well as approximations to the mean parameters \( \mu = \mathbb{E}_\theta[\phi(X)] \) of this target distribution \( p_\theta \).
5.2.1 Generic Mean Field Procedure

The key property of any mean field method is the following fact: any valid mean parameter specifies a lower bound on the log partition function.

**Proposition 5.1 (Mean Field Lower Bound).** Any mean parameter $\mu \in \mathcal{M}^\circ$ yields a lower bound on the cumulant function:

$$A(\theta) \geq \langle \theta, \mu \rangle - A^*(\mu). \quad (5.6)$$

Moreover, equality holds if and only if $\theta$ and $\mu$ are dually coupled (i.e., $\mu = \mathbb{E}_\theta[\phi(X)]$).

**Proof.** In convex analysis, this lower bound is known as Fenchel’s inequality. It is an immediate consequence of the general variational principle (3.45), since the supremum over $\mu$ is always greater than the value at any particular $\mu$. Moreover, the supremum is attained when $\mu = \nabla A(\theta)$, which means that $\theta$ and $\mu$ are dually coupled (by definition).

An alternative proof via Jensen’s inequality is also possible, and given its popularity in the literature on mean field methods, we give a version of this proof here. By definition of $\mathcal{M}$, for any mean parameter $\mu \in \mathcal{M}$, there must exist some density $q$, defined with respect to the base measure $\nu$ underlying the exponential family, for which $\mathbb{E}_q[\phi(X)] = \mu$. We then have

$$A(\theta) = \log \int_{\mathcal{X}^m} q(x) \frac{\exp \{ \langle \theta, \phi(x) \rangle \}}{q(x)} \nu(dx)$$

$$(a) \geq \int_{\mathcal{X}^m} q(x)[\langle \theta, \phi(x) \rangle - \log q(x)]\nu(dx)$$

$$= \langle \theta, \mu \rangle + H(q), \quad (5.7)$$

where $H(q) = -\mathbb{E}_q[\log q(X)]$ is the entropy of $q$. In this argument, step (a) follows from Jensen’s inequality (see Appendix A.2.5) applied to the negative logarithm, whereas step (b) follows from the moment-matching condition $\mathbb{E}_q[\phi(X)] = \mu$. Since the lower bound (5.7) holds
for any density \( q \) satisfying this moment-matching condition, we may optimize over the choice of \( q \): by Theorem 3.4, doing so yields the exponential family density \( q^*(x) = p_{\theta(\mu)}(x) \), for which \( H(q^*) = -A^*(\mu) \) by construction.

Since the dual function \( A^* \) typically lacks an explicit form, it is not possible, at least in general, to compute the lower bound (5.6). The mean field approach circumvents this difficulty by restricting the choice of \( \mu \) to the tractable subset \( \mathcal{M}_F(G) \), for which the dual function has an explicit form. For compactness in notation, we define \( A^*_F = A^*|_{\mathcal{M}_F(G)} \), corresponding to the dual function restricted to the set \( \mathcal{M}_F(G) \). As long as \( \mu \) belongs to \( \mathcal{M}_F(G) \), then the lower bound (5.6) involves \( A^*_F \), and hence can be computed easily.

The next step of the mean field method is the natural one: find the best approximation, as measured in terms of the tightness of the lower bound (5.6). More precisely, the best lower bound from within \( \mathcal{M}_F(G) \) is given by

\[
\max_{\mu \in \mathcal{M}_F(G)} \{ \langle \mu, \theta \rangle - A^*_F(\mu) \}.
\]

(5.8)

The corresponding value of \( \mu \) is defined to be the mean field approximation to the true mean parameters.

In Section 5.3, we illustrate the use of this generic procedure in obtaining lower bounds and approximate mean parameters for various types of graphical models.

### 5.2.2 Mean Field and Kullback–Leibler Divergence

An important alternative interpretation of the mean field optimization problem (5.8) is as minimizing the Kullback–Leibler (KL) divergence between the approximating (tractable) distribution and the target distribution. In order to make this connection clear, we first digress to discuss various forms of the KL divergence for exponential family models.

The conjugate duality between \( A \) and \( A^* \), as characterized in Theorem 3.4, leads to several alternative forms of the KL divergence for exponential family members. Given two distributions with densities \( q \) and \( p \) with respect to a base measure \( \nu \), the standard definition of the
KL divergence [57] is

\[ D(q \parallel p) := \int_{\mathcal{X}} \left[ \log \frac{q(x)}{p(x)} \right] q(x) \nu(dx). \] (5.9)

The key result that underlies alternative representations for exponential families is Proposition 5.1.

Consider two canonical parameter vectors \( \theta^1, \theta^2 \in \Omega \); with a slight abuse of notation, we use \( D(\theta^1 \parallel \theta^2) \) to refer to the KL divergence between \( p_{\theta^1} \) and \( p_{\theta^2} \). We use \( \mu^1 \) and \( \mu^2 \) to denote the respective mean parameters (i.e., \( \mu^i = \mathbb{E}_{\theta^i}[\phi(X)] \) for \( i = 1, 2 \)). A first alternative form of the KL divergence is obtained by substituting the exponential representations of \( p_{\theta^i} \) into Equation (5.9), and then expanding and simplifying as follows:

\[
D(\theta^1 \parallel \theta^2) = \mathbb{E}_{\theta^1} \left[ \log \frac{p_{\theta^1}(x)}{p_{\theta^2}(x)} \right] = A(\theta^2) - A(\theta^1) - \langle \mu^1, \theta^2 - \theta^1 \rangle. \] (5.10)

We refer to this representation as the \textit{primal form} of the KL divergence.

As illustrated in Figure 5.1, this form of the KL divergence can be interpreted as the difference between \( A(\theta^2) \) and the hyperplane tangent to \( A \) at \( \theta^1 \) with normal \( \nabla A(\theta^1) = \mu^1 \). This interpretation shows that the KL divergence is a particular example of a Bregman distance [42, 45].

A second form of the KL divergence can be obtained by using the fact that equality holds in Proposition 5.1 for dually coupled parameters. In particular, given a pair \( (\theta^1, \mu^1) \) for which \( \mu^1 = \mathbb{E}_{\theta^1}[\phi(X)] \),

![Fig. 5.1 The hyperplane \( A(\theta^1) + \langle \nabla A(\theta^1), \theta - \theta^1 \rangle \) supports the epigraph of \( A \) at \( \theta^1 \). The Kullback–Leibler divergence \( D(\theta^1 \parallel \theta^2) \) is equal to the difference between \( A(\theta^2) \) and this tangent approximation.](image-url)
we can transform Equation (5.10) into the following mixed form of the KL divergence:

\[
D(\theta^1 \parallel \theta^2) \equiv D(\mu^1 \parallel \theta^2) = A(\theta^2) + A^*(\mu^1) - \langle \mu^1, \theta^2 \rangle. \tag{5.11}
\]

Note that this mixed form of the divergence corresponds to the slack in the inequality (5.6). It also provides an alternative view of the variational representation given in Theorem 3.4(b). In particular, Equation (3.45) can be rewritten as follows:

\[
\min_{\mu \in \mathcal{M}} \{ A(\theta) + A^*(\mu) - \langle \theta, \mu \rangle \} = 0.
\]

Using Equation (5.11), the variational representation in Theorem 3.4(b) is seen to be equivalent to the assertion that \(\min_{\mu \in \mathcal{M}} D(\mu \parallel \theta) = 0\).

Finally, by applying Equation (5.6) as an equality once again, this time for the coupled pair \((\theta^2, \mu^2)\), the mixed form (5.11) can be transformed into a purely dual form of the KL divergence:

\[
D(\theta^1 \parallel \theta^2) \equiv D(\mu^1 \parallel \mu^2) = A^*(\mu^1) - A^*(\mu^2) - \langle \theta^2, \mu^1 - \mu^2 \rangle. \tag{5.12}
\]

Note the symmetry between representations (5.10) and (5.12). This form of the KL divergence has an interpretation analogous to that of Figure 5.1, but with \(A\) replaced by the dual \(A^*\).

With this background on the Kullback-Leibler divergence, let us now return to the consequences for mean field methods. For a given mean parameter \(\mu \in \mathcal{M}_F(G)\), the difference between the log partition function \(A(\theta)\) and the quantity \(\langle \mu, \theta \rangle - A^*_F(\mu)\) to be maximized is equivalent to

\[
D(\mu \parallel \theta) = A(\theta) + A^*_F(\mu) - \langle \mu, \theta \rangle,
\]

corresponding to the mixed form of the KL divergence defined in Equation (5.11). On the basis of this relation, it can be seen that solving the variational problem (5.8) is equivalent to minimizing the KL divergence \(D(\mu \parallel \theta)\), subject to the constraint that \(\mu \in \mathcal{M}_F(G)\). Consequently, any mean field method can be understood as obtaining the “best” approximation to \(p_\theta\) from a family of tractable models, where approximation quality is measured by the KL divergence.
5.3 Naive Mean Field Algorithms

In this section, we illustrate various instances of mean field algorithms for particular graphical models. Our examples in this section focus on the simplest type of approximation, referred to as the naive mean field approach. It is based on choosing a product distribution

$$p_\theta(x_1, x_2, \ldots, x_m) := \prod_{s \in V} p(x_s; \theta_s)$$  \hspace{1cm} (5.13)

as the tractable approximation. The naive mean field updates are a particular set of recursions for finding a stationary point of the resulting optimization problem. In the case of the Ising model, the naive mean field updates are a classical set of recursions from statistical physics, typically justified in a heuristic manner in terms of “self-consistency”. For the case of a Gaussian Markov random field, the naive mean field updates turn out to be equivalent to the Gauss–Jacobi or Gauss–Seidel algorithm for solving a linear system of equations.

Example 5.2 (Naive Mean Field for Ising Model). As an illustration, we derive the naive mean field updates for the Ising model, first introduced in Example 3.1. Recall that the Ising model is characterized by the sufficient statistics ($x_s$, $s \in V$) and ($x_s x_t$, $(s, t) \in E$). The associated mean parameters are the singleton and pairwise marginal probabilities

$$\mu_s = \mathbb{E}[X_s] = \mathbb{P}[X_s = 1], \text{ and } \mu_{st} = \mathbb{E}[X_s X_t] = \mathbb{P}[X_s = 1, X_t = 1],$$

respectively. The full vector $\mu$ of mean parameters is an element of $\mathbb{R}^{|V|+|E|}$.

Letting $F_0$ denote the fully disconnected graph — that is, without any edges — the tractable set $\mathcal{M}_{F_0}(G)$ consists of all mean parameter vectors $\mu \in \mathbb{R}^{|V|+|E|}$ that arise from the product distribution (5.13). Explicitly, in this binary case, we have

$$\mathcal{M}_{F_0}(G) := \{\mu \in \mathbb{R}^{|V|+|E|} \mid 0 \leq \mu_s \leq 1 \ \forall \ s \in V, \ \text{ and } \ \mu_{st} = \mu_s \mu_t \ \forall (s, t) \in E\},$$  \hspace{1cm} (5.14)

where the constraints $\mu_{st} = \mu_s \mu_t$ arise from the product nature of any distribution that is Markov with respect to $F_0$. 

For any $\mu \in \mathcal{M}_{F_0}(G)$, the value of the dual function — that is, the negative entropy of a product distribution — has an explicit form in terms of $(\mu_s, s \in V)$. In particular, a straightforward computation shows that this entropy takes the form:

$$-A^*_F(\mu) = -\sum_{s \in V} [\mu_s \log \mu_s + (1 - \mu_s) \log(1 - \mu_s)]$$

$$= \sum_{s \in V} H_s(\mu_s). \quad (5.15)$$

With these two ingredients, we can derive the specific form of the mean field optimization problem (5.8) for the product distribution and the Ising model. Given the product structure of the tractable family, any mean parameter $\mu \in \mathcal{M}_{F_0}(G)$ satisfies the equality $\mu_{st} = \mu_s \mu_t$ for all $(s, t) \in E$. Combining the expression for the entropy in (5.15) with the characterization of $\mathcal{M}_{F_0}(G)$ in (5.14) yields the naive mean field problem

$$A(\theta) \geq \max_{(\mu_1, \ldots, \mu_m) \in [0,1]^m} \left\{ \sum_{s \in V} \theta_s \mu_s + \sum_{(s,t) \in E} \theta_{st} \mu_s \mu_t + \sum_{s \in V} H_s(\mu_s) \right\}. \quad (5.16)$$

For any $s \in V$, this objective function is strictly concave as a scalar function of $\mu_s$ with all other coordinates held fixed. Moreover, the maximum over $\mu_s$ with the other variables $\mu_t, t \neq s$ held fixed is attained in the open interval $(0,1)$. Indeed, by taking the derivative with respect to $\mu$, setting it to zero and performing some algebra, we obtain the update

$$\mu_s \leftarrow \sigma \left( \theta_s + \sum_{t \in N(s)} \theta_{st} \mu_t \right), \quad (5.17)$$

where $\sigma(z) := [1 + \exp(-z)]^{-1}$ is the logistic function. Thus, we have derived — from a variational perspective — the naive mean field updates presented earlier (2.15).

What about convergence properties and the nature of the fixed points? Applying Equation (5.17) iteratively to each node in succession amounts to performing coordinate ascent of the mean field variational
problem (5.16). Since the maximum is uniquely attained for every coordinate update, known results on coordinate ascent methods [21] imply that any sequence \( \{\mu^0, \mu^1, \ldots\} \) generated by the updates (5.17) is guaranteed to converge to a local optimum of the naive mean field problem (5.16).

Unfortunately, the mean field problem is nonconvex in general, so that there may be multiple local optima, and the limit point of the sequence \( \{\mu^0, \mu^1, \ldots\} \) can depend strongly on the initialization \( \mu^0 \). We discuss this nonconvexity and its consequences at greater depth in Section 5.4. Despite these issues, the naive mean field approximation becomes asymptotically exact for certain types of models as the number of nodes \( m \) grows to infinity [12, 267]. An example is the ferromagnetic Ising model defined on the complete graph \( K_m \) with suitably rescaled parameters \( \theta_{st} > 0 \) for all \( (s,t) \in E \); see Baxter [12] for further discussion of such exact cases.

Similarly, it is straightforward to apply the naive mean field approximation to other types of graphical models, as we illustrate for a multivariate Gaussian.

---

**Example 5.3 (Gaussian Mean Field).** Recall the Gaussian Markov random field, first discussed as an exponential family in Example 3.3. Its mean parameters consist of the vector \( \mu = \mathbb{E}[X] \in \mathbb{R}^m \), and the symmetric\(^1 \) matrix \( \Sigma = \mathbb{E}[XX^T] \in S^m_+ \). Suppose that we again use the completely disconnected graph \( F_0 = (V, \emptyset) \) as the tractable class. Any Gaussian distribution that is Markov with respect to \( F_0 \) must have a diagonal covariance matrix, meaning that the set of tractable mean parameters takes the form:

\[
\mathcal{M}_{F_0}(G) = \{ (\mu, \Sigma) \in \mathbb{R}^m \times S^m_+ \mid \Sigma - \mu \mu^T = \text{diag}(\Sigma - \mu \mu^T) \succeq 0 \}.
\]

\[(5.18)\]

\(^1\)Strictly speaking, only elements \([\Sigma]_{st}\) with \((s,t) \in E\) are included in the mean parameterization, since the associated canonical parameter is zero for any pair \((u,v) \notin E\).
For any such product distribution, the entropy (negative dual function) has the form:

\[-A^*_F(\mu, \Sigma) = \frac{m}{2} \log 2\pi e + \frac{1}{2} \log \det [\Sigma - \mu \mu^T]\]

\[= \frac{m}{2} \log 2\pi e + \frac{1}{2} \sum_{s=1}^{m} \log (\Sigma_{ss} - \mu_s^2).\]

Combining this form of the dual function with the constraints (5.18) yields that for a multivariate Gaussian, the value \(A(\theta)\) of the cumulant function is lower bounded by

\[
\max_{(\mu, \Sigma)} \left\{ \langle \theta, \mu \rangle + \frac{1}{2} \langle \Theta, \Sigma \rangle + \frac{1}{2} \sum_{s=1}^{m} (\Sigma_{ss} - \mu_s^2) + \frac{m}{2} \log 2\pi e \right\}, \tag{5.19}
\]

such that \(\Sigma_{ss} - \mu_s^2 > 0, \Sigma_{st} = \mu_s \mu_t\),

where \((\theta, \Theta) \in \Omega\) are the canonical parameters associated with the multivariate Gaussian (see Example 3.3). The optimization problem (5.19) yields the naive mean field lower bound for the multivariate Gaussian.

This optimization problem can be further simplified by substituting the constraints \(\Sigma_{st} = \mu_s \mu_t\) directly into the term \(\langle \Theta, \Sigma \rangle = \sum_{s,t} \Theta_{st} \Sigma_{st}\) that appears in the objective function. Doing so and then taking derivatives with respect to the remaining optimization variables (namely, \(\mu_s\) and \(\mu_{ss}\)) yields the stationary condition

\[
\frac{1}{2(\mu_{ss} - \mu_s^2)} = -\Theta_{ss}, \quad \text{and} \quad \frac{\mu_s}{2(\mu_{ss} - \mu_s^2)} = \theta_s + \sum_{t \in N(s)} \Theta_{st} \mu_t, \tag{5.20}
\]

which must be satisfied for every vertex \(s \in V\). One particular set of updates for solving these fixed point equations is the iteration

\[
\mu_s \leftarrow -\frac{1}{\Theta_{ss}} \left\{ \theta_s + \sum_{t \in N(s)} \Theta_{st} \mu_t \right\}. \tag{5.21}
\]

Are these updates convergent, and what is the nature of the fixed points? Interestingly, the updates (5.21) are equivalent, depending on the particular ordering used, to either the Gauss–Jacobi or the Gauss–Seidel methods [67] for solving the normal equations \(\mu = -\Theta^{-1}\theta\).
Therefore, if the Gaussian mean field updates (5.21) converge, they compute the correct mean vector. Moreover, the convergence behavior of such updates is well understood: for instance, the updates (5.21) are guaranteed to converge whenever \(-\Theta\) is strictly diagonally dominant; see Demmel [67] for further details on such Gauss–Jacobi and Gauss–Seidel iterations for solving matrix-vector equations.

5.4 Nonconvexity of Mean Field

An important fact about the mean field approach is that the variational problem (5.25) may be nonconvex, so that there may be local minima, and the mean field updates can have multiple solutions. The source of this nonconvexity can be understood in different ways, depending on the formulation of the problem. As an illustration, let us return again to naive mean field for the Ising model.

Example 5.4. (Nonconvexity for Naive Mean Field) We now consider an example, drawn from Jaakkola [120], that illustrates the nonconvexity of naive mean field for a simple model. Consider a pair \((X_1, X_2)\) of binary variates, taking values in the space\(^2 \{-1, +1\}^2\), thereby defining a 3D exponential family of the form

\[ p_\theta(x) \propto \exp(\theta_1 x_1 + \theta_2 x_2 + \theta_{12} x_1 x_2), \]

with associated mean parameters \(\mu_i = \mathbb{E}[X_i]\) and \(\mu_{12} = \mathbb{E}[X_1 X_2]\). If the constraint \(\mu_{12} = \mu_1 \mu_2\) is imposed directly, as in the formulation (5.16), then the naive mean field objective function for this very special model takes the form:

\[ f(\mu_1, \mu_2; \theta) = \theta_{12} \mu_1 \mu_2 + \theta_1 \mu_1 + \theta_2 \mu_2 + H(\mu_1) + H(\mu_2), \quad (5.22) \]

where \(H(\mu_i) = -\frac{1}{2}(1 + \mu_i) \log \frac{1}{2}(1 + \mu_i) - \frac{1}{2}(1 - \mu_i) \log \frac{1}{2}(1 - \mu_i)\) are the singleton entropies for the \(\{-1, +1\}\)-spin representation.

Now, let us consider a subfamily of such models, given by canonical parameters of the form:

\[ (\theta_1, \theta_2, \theta_{12}) = \left(0, 0, \frac{1}{4} \log \frac{q}{1 - q}\right) =: \theta(q), \]

\(^2\)This model, known as a “spin” representation, is a simple transformation of the \(\{0, 1\}^2\) state space considered earlier.
5.4 Nonconvexity of Mean Field

Fig. 5.2 Two different perspectives on the nonconvexity of naive mean field for the Ising model. (a) Illustration of the naive mean field objective function (5.22) for three different parameter values: \( q \in \{0.50, 0.04, 0.01\} \). For \( q = 0.50 \) and \( q = 0.04 \), the global maximum is achieved at \((\mu_1, \mu_2) = (0, 0)\), whereas for \( q = 0.01 \), the point \((0, 0)\) is no longer a global maximum. Instead the global maximum is achieved at two nonsymmetric points, \((+\mu, -\mu)\) and \((-\mu, +\mu)\). (b) Nonconvexity can also be seen by examining the shape of the set of fully factorized marginals for a pair of binary variables. The gray area shows the polytope defined by the inequality (5.23), corresponding to the intersection of \( \mathcal{M}(G) \) with the hyperplane \( \mu_1 = \mu_2 \). The nonconvex quadratic set \( \mu_{12} = \mu_1 \mu_2 \) corresponds to the intersection of this projected polytope with the set \( \mathcal{M}_{F_0}(G) \) of fully factorized marginals.

where \( q \in (0, 1) \) is a parameter. By construction, this model is symmetric in \( X_1 \) and \( X_2 \), so that for any value of \( q \in (0, 1) \), we have \( \mathbb{E}[X_1] = \mathbb{E}[X_2] = 0 \). Moreover, some calculation shows that \( q = \mathbb{P}[X_1 = X_2] \).

For \( q = 0.50 \), the objective function \( f(\mu_1, \mu_2; \theta(0.50)) \) achieves its global maximum at \((\mu_1, \mu_2) = (0, 0)\), so that the mean field approximation is exact. (This exactness is to be expected since \( \theta(0.50) = (0, 0, 0) \), corresponding to a completely decoupled model.) As \( q \) decreases away from 0.50, the objective function \( f \) starts to change, until for suitably small \( q \), the point \((\mu_1, \mu_2) = (0, 0)\) is no longer the global maximum — in fact, it is not even a local maximum.

To illustrate this behavior explicitly, we consider the cross-section of \( f \) obtained by setting \( \mu_1 = \tau \) and \( \mu_2 = -\tau \), and then plot the 1D function \( f(\tau, -\tau; \theta(q)) \) for different values of \( q \). As shown in Figure 5.2(a), for \( q = 0.50 \), this 1D objective function has a unique global maximum at \( \tau = 0 \). As \( q \) decreases away from 0.50, the objective function gradually flattens out, as shown in the change between \( q = 0.50 \) and \( q = 0.04 \). For \( q \) sufficiently close to zero, the point \( \tau = 0 \) is no longer a global
maximum; instead, as shown in the curve for $q = 0.01$, the global maximum is achieved at the two points $\pm \tau^*$ on either side of $\tau = 0$. Thus, for sufficiently small $q$, the maximum of the objective function (5.22) occurs at a pair $\mu_1^* \neq \mu_2^*$, even though the original model is always symmetric. This phenomenon, known in the physics literature as “spontaneous symmetry-breaking”, is a manifestation of nonconvexity, since the optimum of any convex function will always respect symmetries in the underlying problem. Symmetry-breaking is not limited to this toy example, but also occurs with mean field methods applied to larger and more realistic graphical models, for which there may be a large number of competing modes in the objective function.

Alternatively, nonconvexity in naive mean field can be understood in terms of the shape of the constraint set as an inner approximation to $\mathcal{M}$. For a pair of binary variates $\{X_1, X_2\} \in \{-1, 1\}^2$, the set $\mathcal{M}$ is easily characterized: the mean parameters $\mu_i = \mathbb{E}[X_i]$ and $\mu_{12} = \mathbb{E}[X_1 X_2]$ are completely characterized by the four inequalities $1 + ab\mu_{12} + a\mu_1 + b\mu_2 \geq 0$, where $\{a, b\} \in \{-1, 1\}^2$. So as to facilitate visualization, consider a particular projection of this polytope — namely, that corresponding to intersection with the hyperplane $\mu_1 = \mu_2$. In this case, the four inequalities reduce to three simpler ones — namely:

$$
\mu_{12} \leq 1, \quad \mu_{12} \geq 2\mu_1 - 1, \quad \mu_{12} \geq -2\mu_1 - 1. \quad (5.23)
$$

Figure 5.2(b) shows the resulting 2D polytope, shaded in gray. Now consider the intersection between this projected polytope and the set of factorized marginals $\mathcal{M}_{F_0}(G)$. The factorization condition imposes an additional constraint $\mu_{12} = \mu_1^2$, yielding a quadratic curve lying within the 2D polytope described by the Equations (5.23), as illustrated in Figure 5.2(b). Since this quadratic set is not convex, this establishes that $\mathcal{M}_{F_0}(G)$ is not convex either. Indeed, if it were convex, then its intersection with any hyperplane would also be convex.

The geometric perspective on the set $\mathcal{M}(G)$ and its inner approximation $\mathcal{M}_F(G)$ reveals that more generally, mean field optimization is always nonconvex for any exponential family in which the state space $\mathcal{X}^m$ is finite. Indeed, for any such exponential family, the set $\mathcal{M}(G)$ is
5.4 Nonconvexity of Mean Field

Fig. 5.3 Cartoon illustration of the set $\mathcal{M}_F(G)$ of mean parameters that arise from tractable distributions is a nonconvex inner bound on $\mathcal{M}(G)$. Illustrated here is the case of discrete random variables where $\mathcal{M}(G)$ is a polytope. The circles correspond to mean parameters that arise from delta distributions, and belong to both $\mathcal{M}(G)$ and $\mathcal{M}_F(G)$.

A finite convex hull\(^3\)

$$\mathcal{M}(G) = \text{conv} \{ \phi(e), \, e \in \mathcal{X}^m \} \quad (5.24)$$

in $d$-dimensional space, with extreme points of the form $\mu_e := \phi(e)$ for some $e \in \mathcal{X}^m$. Figure 5.3 provides a highly idealized illustration of this polytope, and its relation to the mean field inner bound $\mathcal{M}_F(G)$.

We now claim that $\mathcal{M}_F(G)$ — assuming that it is a strict subset of $\mathcal{M}(G)$ — must be a nonconvex set. To establish this claim, we first observe that $\mathcal{M}_F(G)$ contains all of the extreme points $\mu_x = \phi(x)$ of the polytope $\mathcal{M}(G)$. Indeed, the extreme point $\mu_x$ is realized by the distribution that places all its mass on $x$, and such a distribution is Markov with respect to any graph. Therefore, if $\mathcal{M}_F(G)$ were a convex set, then it would have to contain any convex combination of such extreme points. But from the representation (5.24), taking convex combinations of all such extreme points generates the full polytope $\mathcal{M}(G)$. Therefore, whenever $\mathcal{M}_F(G)$ is a proper subset of $\mathcal{M}(G)$, it cannot be a convex set.

Consequently, nonconvexity is an intrinsic property of mean field approximations. As suggested by Example 5.4, this nonconvexity

---

\(^3\)For instance, in the discrete case when the sufficient statistics $\phi$ are defined by indicator functions in the standard overcomplete basis (3.34), we referred to $\mathcal{M}(G)$ as a marginal polytope.
can have significant operational consequences, including symmetry-breaking, multiple local optima, and sensitivity to initialization. Nonetheless, mean-field methods have been used successfully in a variety of applications, and the lower bounding property of mean field methods is attractive, for instance in the context of parameter estimation, as we discuss at more length in Section 6.

5.5 Structured Mean Field

Of course, the essential principles underlying the mean field approach are not limited to fully factorized distributions. More generally, we can consider classes of tractable distributions that incorporate additional structure. This structured mean field approach was first proposed by Saul and Jordan [209], and further developed by various researchers [10, 259, 120].

Here, we capture the structured mean field idea by discussing a general form of the updates for an approximation based on an arbitrary subgraph $F$ of the original graph $G$. We do not claim that these specific updates are the best for practical purposes; the main goal here is the conceptual one of understanding the structure of the solution. Depending on the particular context, various techniques from nonlinear programming might be suitable for solving the mean field problem (5.8).

Let $\mathcal{I}(F)$ be the subset of indices corresponding to sufficient statistics associated with $F$, and let $\mu(F) := (\mu_\alpha, \alpha \in \mathcal{I}(F))$ be the associated subvector of mean parameters. We use $\mathcal{M}(F)$ to denote the set of realizable mean parameters defined by the subgraph $F$ and by the subset of sufficient statistics picked out by $\mathcal{I}(F)$; it is a subset of $\mathbb{R}^{|\mathcal{I}(F)|}$. It is important to note that $\mathcal{M}(F)$ differs from the previously defined (5.5) set $\mathcal{M}_F(G)$, which is based on the entire set of sufficient statistics $\phi$, and so is a subset of $\mathbb{R}^{|\mathcal{I}|}$.

We then observe that the mean field problem (5.8) has the following key properties:

(a) The subvector $\mu(F)$ can be an arbitrary member of $\mathcal{M}(F)$.

(b) The dual function $A^*_F$ actually depends only on $\mu(F)$, and not on mean parameters $\mu_\beta$ for indices $\beta$ in the complement $\mathcal{I}(F) := \mathcal{I}(G) \setminus \mathcal{I}(F)$. 

Of course, the mean parameters $\mu_\beta$ for indices $\beta \in \mathcal{I}^c(F)$ do play a role in the problem; in particular, they arise within the linear term $\langle \mu, \theta \rangle$. Moreover, each mean parameter $\mu_\beta$ is constrained in a nonlinear way by the choice of $\mu(F)$. Accordingly, for each $\beta \in \mathcal{I}^c(F)$, we write $\mu_\beta = g_\beta(\mu(F))$ for some nonlinear function $g_\beta$, of which particular examples are given below. Based on these observations, the optimization problem (5.8) can be rewritten in the form:

$$\max_{\mu \in M_F(G)} \left\{ \langle \theta, \mu \rangle - A_F^*(\mu) \right\}$$

$$= \max_{\mu(F) \in M(F)} \left\{ \sum_{\alpha \in \mathcal{I}(F)} \theta_\alpha \mu_\alpha + \sum_{\alpha \in \mathcal{I}^c(F)} \theta_\alpha g_\alpha(\mu(F)) - A_F^*(\mu(F)) \right\}.$$  

(5.25)

On the left-hand side, the optimization takes place over the vector $\mu \in M_F(G)$, which is of the same dimension as $\theta \in \Omega \subseteq \mathbb{R}^{|\mathbb{I}|}$. The objective function $f$ for the optimization on the right-hand side, in contrast, is a function only of the lower-dimensional vector $\mu(F) \in M(F) \subseteq \mathbb{R}^{|\mathcal{I}(F)|}$.

To illustrate this transformation, consider the case of naive mean field for the Ising model, where $F \equiv F_0$ is the completely disconnected graph. In this case, each edge $(s,t) \in E$ corresponds to an index in the set $\mathcal{I}^c(F_0)$; moreover, for any such edge, we have $g_{st}(\mu(F_0)) = \mu_s \mu_t$. Since $F_0$ is the completely disconnected graph, $M(F_0)$ is simply the hypercube $[0,1]^m$. Therefore, for this particular example, the right-hand side of Equation (5.25) is equivalent to Equation (5.16).

Taking the partial derivatives of the objective function $f$ with respect to some $\mu_\beta$ with $\beta \in \mathcal{I}(F)$ yields:

$$\frac{\partial f}{\partial \mu_\beta}(\mu(F)) = \theta_\beta + \sum_{\alpha \in \mathcal{I}(G) \setminus \mathcal{I}(F)} \theta_\alpha \frac{\partial g_\alpha}{\partial \mu_\beta}(\mu(F)) - \frac{\partial A_F^*}{\partial \mu_\beta}(\mu(F)).$$  

(5.26)

Setting these partial derivatives to zero and rearranging yields the fixed point condition

$$\nabla A_F^*(\mu(F)) = \theta + \sum_{\alpha \in \mathcal{I}(G) \setminus \mathcal{I}(F)} \theta_\alpha \nabla g_\alpha(\mu(F)).$$
To obtain a more intuitive form of this fixed point equation, recall from Proposition 3.1 that the gradient $\nabla A$ defines the forward mapping, from canonical parameters $\theta$ to mean parameters $\mu$. Similarly, as we have shown in Section 3.6, the gradient $\nabla A^*$ defines the backward mapping from mean parameters to canonical parameters. Let $\gamma(F)$ denote the canonical parameters that are dually coupled with $\mu(F)$, we can rewrite the fixed point update for component $\beta$ as

$$\gamma_\beta(F) \leftarrow \theta_\beta + \sum_{\alpha \in I(G) \setminus I(F)} \theta_\alpha \frac{\partial g_\alpha}{\partial \mu_\beta}(\mu(F)). \quad (5.27)$$

After any such update, it is then necessary to adjust all mean parameters $\mu_\delta(F)$ that depend on $\gamma_\beta(F)$ — for instance, via junction tree updates — so that global consistency is maintained for the tractable approximation.

Alternatively, letting $A_F$ be the conjugate dual of the function $A^*_F$ previously defined, we have $\nabla A_F(\gamma(F)) = \mu(F)$. This fact follows from the Legendre duality between $(A_F, A^*_F)$ (see Appendix B.3 for background), and the usual cumulant properties summarized in Proposition 3.1. By exploiting this relation, we obtain an alternative form of the update (5.27), one which involves only the mean parameters $\mu(F)$:

$$\mu_\beta(F) \leftarrow \frac{\partial A_F}{\partial \gamma_\beta} \left( \theta + \sum_{\alpha \in I(G) \setminus I(F)} \theta_\alpha \nabla g_\alpha(\mu(F)) \right). \quad (5.28)$$

We illustrate the updates (5.27) and (5.28) with some examples.

**Example 5.5 (Re-derivation of Naive MF Updates).** We first check that Equation (5.28) reduces to the naive mean field updates (5.17), when $F = F_0$ is the completely disconnected graph. For any product distribution on the Ising model, the subset of relevant mean parameters is given by $\mu(F_0) = (\mu_1, \ldots, \mu_m)$. By the properties of the product distribution, we have $g_{st}(\mu(F_0)) = \mu_s \mu_t$ for all edges $(s, t)$, so that

$$\frac{\partial g_{st}}{\partial \mu_\alpha} = \begin{cases} 
\mu_t & \text{if } \alpha = s \\
\mu_s & \text{if } \alpha = t \\
0 & \text{otherwise.}
\end{cases}$$
Thus, for a given node index $s \in V$, the right-hand side of (5.27) is given by the sum

$$\theta_s + \sum_{t \in N(s)} \theta_{st} \mu_t.$$

(5.29)

Next, we observe that for a fully disconnected graph, the function $A^*_F \mu_F$ corresponds to a sum of negative entropies — that is, $A^*_F(\mu_F) = -\sum_{s \in V} H(\mu_s)$ — and so is a separable function. Consequently, the cumulant function $A_F(\gamma(F))$ is also separable, and of the form $A_F(\gamma(F)) = \sum_{s \in V} \log(1 + \exp(\gamma_s))$. The partial derivatives are given by

$$\frac{\partial A_F(\gamma(F))}{\partial \gamma_\beta} = \frac{\exp(\gamma_\beta)}{1 + \exp(\gamma_\beta)},$$

(5.30)

which is the logistic function. Combining the expression (5.29) with the logistic function form (5.30) of the partial derivative shows that Equation (5.28), when specialized to product distributions and the Ising model, reduces to the naive mean field update (5.17).

---

**Example 5.6 (Structured MF for Factorial HMMs).** To provide a more interesting example of the updates (5.27), consider a factorial hidden Markov model, as described in Ghahramani and Jordan [92]. Figure 5.4(a) shows the original model, which consists of a set of $M$ Markov chains ($M = 3$ in this diagram), which share a common observation at each time step (shaded nodes). Although the separate chains are independent *a priori*, the common observation induces an effective coupling among the observations. (Note that the observation nodes are linked by the moralization process that converts the directed graph into an undirected representation.) Thus, an equivalent model is shown in panel (b), where the dotted ellipses represent the induced coupling of each observation. A natural choice of approximating distribution in this case is based on the subgraph $F$ consisting of the decoupled set of $M$ chains, as illustrated in panel (c).

Now consider the nature of the quantities $g_\beta(\mu(F))$, which arise in the cost function (5.25). In this case, any function $g_\beta$ will be defined
Fig. 5.4 Structured mean field approximation for a factorial HMM. (a) Original model consists of a set of hidden Markov models (defined on chains), coupled at each time by a common observation. (b) An equivalent model, where the ellipses represent interactions among all nodes at a fixed time, induced by the common observation. (c) Approximating distribution formed by a product of chain-structured models. Here $\mu_\alpha$ and $\mu_\delta$ are the sets of mean parameters associated with the indicated vertex and edge, respectively.

on some subset of $M$ nodes that are coupled at a given time slice (e.g., see ellipse in panel (c)). Note that this subset of nodes is independent with respect to the approximating distribution. Therefore, the function $g_\beta(\mu(F))$ will decouple into a product of terms of the form $f_i(\{\mu_i(F)\})$, where each $f_i$ is some function of the mean parameters $\{\mu_i\} \equiv \{\mu_i(F)\}$ associated with node $i = 1, \ldots, M$ in the relevant cluster. For instance, if the factorial HMM involved binary variables and $M = 3$ and $\beta = (stu)$, then $g_{stu}(\mu) = \mu_s \mu_t \mu_u$.

The decoupled nature of the approximation yields valuable savings on the computational side. In particular, the junction tree updates necessary to maintain consistency of the approximation can be performed by applying the forward–backward algorithm (i.e., the sum-product updates as an exact method) to each chain separately. This decoupling also has important consequences for the structure of any mean field fixed point. In particular, it can be seen that no term $g_\beta(\mu(F))$ will...
ever depend on mean parameters associated with edges within any of the chains (e.g., $\mu_\delta$ in panel (c)). Otherwise stated, the partial derivative $\frac{\partial g_\beta}{\partial \mu_\delta}$ is equal to 0 for all $\beta \in \mathcal{I}(G) \setminus \mathcal{I}(F)$. As an immediate consequence of these derivatives vanishing, the mean field canonical parameter $\gamma_\delta(F)$ remains equal to $\theta_\delta$ for all iterations of the updates (5.27). Any intermediate junction tree steps to maintain consistency will not affect $\gamma_\delta(F)$ either. We conclude that it is, in fact, optimal to simply copy the edge potentials $\theta_\delta$ from the original distribution onto each of the edges in the structured mean field approximation. In this particular form of structured mean field, only the single node potentials will be altered from their original setting. This conclusion is sensible, since the structured approximation (c) is a factorized approximation on a set of $M$ chains, the internal structure of which is fully preserved in the approximation.

In addition to structured mean field, there are various other extensions to naive mean field, which we mention only in passing here. Jaakkola and Jordan [121] explored the use of mixture distributions in improving the mean field approximation. A large class of techniques, including linear response theory and the TAP method [e.g., 127, 155, 182, 195, 255, 267], seek to improve the mean field approximation by introducing higher-order correction terms. Typically, the lower bound on the log partition function is not preserved by these higher-order methods. Leisinck and Kappen [156] proposed a class of higher-order expansions that generate tighter lower bounds.
Our focus in the previous sections has been on the problems of computing or approximating the cumulant function value $A(\theta)$ and the mean parameters $\mu = \mathbb{E}_\theta[\phi(X)]$, assuming that the canonical parameter $\theta$ specifying the density $p_\theta$ was known. In this section, we turn to the inverse problem of estimating $\theta$ on the basis of observed data. We consider both the frequentist setting, in which the parameter $\theta$ is assumed to be fixed but unknown (Sections 6.1 and 6.2), and the Bayesian setting, in which the parameter $\theta$ is viewed as a random variable (Section 6.3).

6.1 Estimation in Fully Observed Models

The simplest case of parameter estimation corresponds to the case of fully observed data: a collection $X_1^n := \{X^1, \ldots, X^n\}$ of $n$ independent and identically distributed (i.i.d.) $m$-vectors, each sampled according to $p_\theta$. Suppose that our goal to estimate the unknown parameter $\theta$, which we view as a deterministic but nonrandom quantity for the moment. A classical approach to this estimation problem, dating back to Fisher, is via the principle of maximum likelihood: estimate $\theta$ by maximizing
the log likelihood of the data, given by $\ell(\theta; X^n_1) := \frac{1}{n} \sum_{i=1}^{n} \log p_{\theta}(X^i)$. It is convenient and has no effect on the maximization to rescale the log likelihood by $1/n$, as we have done here.

For exponential families, the rescaled log likelihood takes a particularly simple and intuitive form. In particular, we define empirical mean parameters $\hat{\mu} := \hat{\mathbb{E}}[\phi(X)] = \frac{1}{n} \sum_{i=1}^{n} \phi(X^i)$ associated with the sample $X^n_1$. In terms of these quantities, the log likelihood for an exponential family can be written as

$$\ell(\theta; X^n_1) = \langle \theta, \hat{\mu} \rangle - A(\theta).$$

(6.1)

This expression highlights the close connection to maximum entropy and conjugate duality, as discussed in Section 3.6. The maximum likelihood estimate is the vector $\hat{\theta} \in \mathbb{R}^d$ maximizing this (random) objective function (6.1). As a corollary of Theorem 3.4, whenever $\hat{\mu} \in \mathcal{M}^\circ$, there exists a unique maximum likelihood solution. Indeed, by taking derivatives with respect to $\theta$ of the objective function (6.1), the maximum likelihood estimate (MLE) is specified by the moment matching conditions $\mathbb{E}_{\hat{\theta}}[\phi(X)] = \hat{\mu}$. Moreover, by standard results on asymptotics of M-estimators [30, 233], the MLE $\hat{\theta}$ in regular exponential families is consistent, in that it converges in probability to $\theta$ as the sample size $n$ tends to infinity.

### 6.1.1 Maximum Likelihood for Triangulated Graphs

Our discussion up to this point has ignored the computational issue of solving the moment matching equation so as to obtain the MLE $\hat{\theta}$. As with other statistical computations in exponential families, the difficulty of solving this problem turns out to depend strongly on the graph structure. For triangulated\(^1\) graphs, the MLE can be written as a closed-form function of the empirical marginals $\hat{\mu}$, which we describe here.

To illustrate the basic idea with a minimum of notational overhead, let us consider the simplest instance of a triangulated graph: namely, a tree $T = (V,E)$, with discrete random variables $X_s$ taking values in

\(^1\)See Section 2.5.2 for further discussion of triangulated graphs.
\( \mathcal{X}_s := \{0,1,\ldots,r_s - 1\} \). As previously discussed in Section 4, this collection of distributions can be represented as an exponential family \((4.1)\), using indicator functions \( \mathbb{I}_{s,j}[x_s] \) for the event \( \{X_s = j\} \) and \( \mathbb{I}_{st;jk}[x_s,x_t] \) for the event \( \{X_s = j, X_t = k\} \). Moreover, the mean parameters in this exponential family are marginal probabilities — explicitly,

\[
\mu_{s;j} = \mathbb{P}_\theta[X_s = j] \quad \text{for all } s \in V, \quad j \in \mathcal{X}_s, \quad \text{and} \\
\mu_{st;jk} = \mathbb{P}_\theta[X_s = j, X_t = k] \quad \text{for all } (s,t) \in E \quad \text{and} \quad (j,k) \in \mathcal{X}_s \times \mathcal{X}_t.
\]

Given an i.i.d. sample \( X^n_1 := \{X^1,\ldots,X^n\} \), the empirical mean parameters correspond to the singleton and pairwise marginal probabilities

\[
\hat{\mu}_{s;j} = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{s,j}[X^i_s] \quad \text{and} \quad \hat{\mu}_{st;jk} = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{st;jk}[X^i_s,X^i_t], \quad (6.2)
\]

induced by the data.

With this set-up, we can exhibit the closed-form expression for the MLE in terms of the empirical marginals. For this particular exponential family, our assumption that \( \hat{\mu} \in \mathcal{M}^\circ \) means that the empirical marginals are all \emph{strictly} positive. Consequently, the vector \( \hat{\theta} \) with elements

\[
\hat{\theta}_{s;j} := \log \hat{\mu}_{s;j} \quad \forall \ s \in V, \quad j \in \mathcal{X}_s \quad \text{and} \quad \hat{\theta}_{st;jk} := \log \frac{\hat{\mu}_{st;jk}}{\hat{\mu}_{s;j} \hat{\mu}_{t;k}} \quad \forall \ (s,t) \in E, \quad (j,k) \in \mathcal{X}_s \times \mathcal{X}_t \quad (6.3a)
\]

is well defined.

We claim that the vector \( \hat{\theta} \) is the maximum likelihood estimate for the problem. In order to establish this claim, it suffices to show that the moment matching conditions \( \mathbb{E}_{\hat{\theta}}[\phi(X)] = \hat{\mu} \) hold for the distribution \( p_{\hat{\theta}} \). From the definition \((6.3)\), this exponential family member has the form

\[
p_{\hat{\theta}}(x) = \exp \left\{ \sum_{s \in V} \hat{\theta}_s(x_s) + \sum_{(s,t) \in E} \hat{\theta}_{st}(x_s,x_t) \right\}
\]

\[
= \prod_{s \in V} \hat{\mu}_s(x_s) \prod_{(s,t) \in E} \frac{\hat{\mu}_{st}(x_s,x_t)}{\hat{\mu}_s(x_s) \hat{\mu}_t(x_t)}, \quad (6.4)
\]

where we have used the fact (verifiable by some calculation) that \( A(\hat{\theta}) = 0 \) in this parameterization. Moreover, the distribution \( p_{\hat{\theta}} \) has
as its marginal distributions the empirical quantities $\hat{\mu}_s$ and $\hat{\mu}_{st}$. This claim follows as a consequence of the junction tree framework (see Proposition 2.1); alternatively, they can be proved directly by an inductive “leaf-stripping” argument, based on a directed version of the factorization (6.4). Consequently, the MLE has an explicit closed-form solution in terms of the empirical marginals for a tree. The same closed-form property holds more generally for any triangulated graph.

### 6.1.2 Iterative Methods for Computing MLEs

For nontriangulated graphical models, there is no longer a closed-form solution to the MLE problem, and iterative algorithms are needed. As an illustration, here we describe the iterative proportional fitting (IPF) algorithm [61, 59], a type of coordinate ascent method with particularly intuitive updates. To describe it, let us consider a generalization of the sufficient statistics $\{I_{s;j}(x_s)\}$ and $\{I_{st;jk}(x_s, x_t)\}$ used for trees, in which we define similar indicator functions over cliques of higher order. More specifically, for any clique $C$ of size $k$ in a given graph $G$, let us define a set of clique indicator functions

$$I_J(x_C) = \prod_{s=1}^{k} I_{s;j_s}[x_s],$$

one for each configuration $J = (j_1, \ldots, j_k)$ over $x_C$. Each such sufficient statistic is associated with a canonical parameter $\theta_{C;J}$. As before, the associated mean parameters $\mu_{C;J} = E[I_{C;J}(X_C)] = P[theta_{C} = J]$ are simply marginal probabilities, but now defined over cliques. Similarly, the data defines a set $\mu_{C;J} = \mu[theta_{C} = J]$ of empirical marginal probabilities.

Since the MLE problem is differentiable and jointly concave in the vector $\theta$, coordinate ascent algorithms are guaranteed to converge to the global optimum. Using the cumulant generating properties of $A$ (see Proposition 3.1), we can take derivatives with respect to some coordinate $\theta_{C;J}$, thereby obtaining

$$\frac{\partial \ell}{\partial \theta_{C;J}} = \hat{\mu}_{C;J} - \frac{\partial A}{\partial \theta_{C;J}}(\theta) = \hat{\mu}_{C;J} - \mu_{C;J}, \quad (6.5)$$
Iterative Proportional Fitting: At iterations $t = 0, 1, 2, \ldots$

(i) Choose a clique $C = C(t)$ and compute the local marginal distribution $\mu_{C,J}^{(t)} := P_{\theta^{(t)}}[X_C = J] \quad \forall J \in \mathcal{X}^{\lvert C \rvert}$.

(ii) Update the canonical parameter vector

$$
\theta_{\alpha}^{(t+1)} = \begin{cases} 
\theta_{C,J}^{(t)} + \log \frac{\hat{\mu}_{C,J}}{\mu_{C,J}^{(t)}} & \text{if } \alpha = (C,J) \text{ for some } J \in \mathcal{X}^{\lvert C \rvert} \\
\theta_{\alpha}^{(t)} & \text{otherwise}
\end{cases}
$$

where $\mu_{C,J} = E_\theta[\mathbb{I}_{C,J}(X_C)]$ are the mean parameters defined by the current model. As a consequence, zero gradient points are specified by matching the model marginals $P_{\theta}[X_C = J]$ to the empirical marginals $\hat{P}[X_C = J]$. With this set-up, we may define a sequence of parameter estimates $\{\theta^{(t)}\}$ via the recursion in Figure 6.1.

These updates have two key properties: first, the log partition function is never changed by the updates. Indeed, we have

$$
A(\theta^{(t+1)}) = \log \sum_x \exp \left\{ \langle \theta^{(t)}, \phi(x) \rangle \right\} \exp \left\{ \sum_{J \in \mathcal{X}^{\lvert C \rvert}} \log \frac{\hat{\mu}_{C,J}}{\mu_{C,J}^{(t)}} \mathbb{I}_{C,J}[x_C] \right\} \\
= \log E_{\theta^{(t)}} \left[ \prod_{J} \left( \frac{\hat{\mu}_{C,J}}{\mu_{C,J}^{(t)}} \right)^{\mathbb{I}_{C,J}[x_C]} \right] + A(\theta^{(t)}) \\
= \log \sum_{J \in \mathcal{X}^{\lvert C \rvert}} \hat{\mu}_{C,J} + A(\theta^{(t)}) \\
= A(\theta^{(t)}).
$$

Note that this invariance in $A$ arises due to the overcompleteness of this particular exponential family — in particular, since $\sum_{J} \mathbb{I}_{C,J}(x_C) = 1$ for all cliques $C$. Second, the update in step (ii) enforces exactly the zero-gradient condition (6.5). Indeed, after the parameter update $\theta^{(t)} \rightarrow \theta^{(t+1)}$, we have

$$
E_{\theta^{(t+1)}}[\mathbb{I}_{C,J}(X_C)] = \frac{\hat{\mu}_{C,J}}{\mu_{C,J}^{(t)}} E_{\theta^{(t)}}[\mathbb{I}_{C,J}(X_C)] = \hat{\mu}_{C,J}.
$$
6.2 Partially Observed Models and Expectation–Maximization

Consequently, this IPF algorithm corresponds to as a blockwise coordinate ascent method for maximizing the objective function (6.1). At each iteration, the algorithm picks a particular block of coordinates — that is, $\theta_{C;J}$, for all configurations $J \in \mathcal{X}^{[C]}$ defined on the block — and maximizes the objective function over this subset of coordinates. Consequently, standard theory on blockwise coordinate ascent methods [21] can be used to establish convergence of the IPF procedure. More generally, this iterative proportional fitting procedure is a special case of a broader class of iterative scaling, or successive projection algorithms; see papers [59, 60, 61] or the book [45] for further details on such algorithms and their properties.

From a computational perspective, however, there are still some open issues associated with the IPF algorithm in application to graphical models. Note that step (i) in the updates assume a “black box” routine that, given the current canonical parameter vector $\theta^{(t)}$, returns the associated vector of mean parameters $\mu^{(t)}$. For graphs of low treewidth, this computation can be carried out with the junction tree algorithm. For more general graphs not amenable to the junction tree method, one could imagine using approximate sampling methods or variational methods. The use of such approximate methods and their impact on parameter estimation is still an active area of research [225, 231, 241, 243, 253].

6.2 Partially Observed Models and Expectation–Maximization

A more challenging version of parameter estimation arises in the partially observed setting, in which the random vector $X \sim p_\theta$ is not observed directly, but indirectly via a “noisy” version $Y$ of $X$. This formulation includes the special case in which some subset where the remaining variates are unobserved — that is, “latent” or “hidden”. The expectation–maximization (EM) algorithm of Dempster et al. [68] provides a general approach to computing MLEs in this partially observed setting. Although the EM algorithm is often presented as an alternation between an expectation step (E step) and a maximization step (M step), it is also possible to take a variational perspective on EM,
and view both steps as maximization steps [60, 179]. Such a perspective illustrates how variational inference algorithms can be used in place of exact inference algorithms in the E step within the EM framework, and in particular, how the mean field approach is especially appropriate for this task.

A brief outline of our presentation in this section is as follows. We begin by deriving the EM algorithm in the exponential family setting, showing how the E step reduces to the computation of expected sufficient statistics — i.e., mean parameters. As we have seen, the variational framework provides a general class of methods for computing approximations of mean parameters. This observation suggests a general class of variational EM algorithms, in which the approximation provided by a variational inference algorithm is substituted for the mean parameters in the E step. In general, as a consequence of making such a substitution, one loses the guarantees of exactness that are associated with the EM algorithm. In the specific case of mean field algorithms, however, one is still guaranteed that the method performs coordinate ascent on a lower bound of the likelihood function.

### 6.2.1 Exact EM Algorithm in Exponential Families

We begin by deriving the exact EM algorithm for exponential families. Suppose that the set of random variables is partitioned into a vector $Y$ of observed variables, and a vector $X$ of unobserved variables, and the probability model is a joint exponential family distribution for $(X, Y)$:

$$p_{\theta}(x, y) = \exp \{ \langle \theta, \phi(x, y) \rangle - A(\theta) \}.$$  \hfill (6.6)

Given an observation $Y = y$, we can also form the conditional distribution

$$p_{\theta}(x \mid y) = \frac{\exp \{ \langle \theta, \phi(x, y) \rangle \}}{\int_{X^m} \exp \{ \langle \theta, \phi(x, y) \rangle \} \nu(dx)} := \exp \{ \langle \theta, \phi(x, y) \rangle - A_y(\theta) \},$$  \hfill (6.7)

where for each fixed $y$, the log partition function $A_y$ associated with this conditional distribution is given by the integral

$$A_y(\theta) := \log \int_{X^m} \exp \{ \langle \theta, \phi(x, y) \rangle \} \nu(dx).$$  \hfill (6.8)
Thus, we see that the conditional distribution $p_\theta(x \mid y)$ belongs to an $d$-dimensional exponential family, with vector $\phi(\cdot, y)$ of sufficient statistics.

The maximum likelihood estimate $\hat{\theta}$ is obtained by maximizing log probability of the observed data $y$, which is referred to as the **incomplete log likelihood** in the setting of EM. This incomplete log likelihood is given by the integral

$$\ell(\theta; y) := \log \int_X \exp \{ \langle \theta, \phi(x, y) \rangle - A(\theta) \} \nu(dx) = A_y(\theta) - A(\emptyset, 9)$$

where the second equality follows by definition (6.8) of $A_y$.

We now describe how to obtain a variational lower bound on the incomplete log likelihood. For each fixed $y$, the set $\mathcal{M}_y$ of valid mean parameters in this exponential family takes the form

$$\mathcal{M}_y = \left\{ \mu \in \mathbb{R}^d \mid \mu = \mathbb{E}_p[\phi(X, y)] \text{ for some } p \right\},$$

where $p$ is any density function over $X$, taken with respect to underlying base measure $\nu$. Consequently, applying Theorem 3.4 to this exponential family provides the variational representation

$$A_y(\theta) = \sup_{\mu_y \in \mathcal{M}_y} \{ \langle \theta, \mu_y \rangle - A^*_y(\mu_y) \},$$

where the conjugate dual is also defined variationally as

$$A^*_y(\mu_y) := \sup_{\theta \in \text{dom}(A_y)} \{ \langle \mu_y, \theta \rangle - A_y(\theta) \}.$$  

(6.12)

From the variational representation (6.11), we obtain the lower bound $A_y(\theta) \geq \langle \mu_y, \theta \rangle - A^*_y(\mu_y)$, valid for any $\mu_y \in \mathcal{M}_y$. Using the representation (6.9), we obtain the lower bound for the incomplete log likelihood:

$$\ell(\theta; y) \geq \langle \mu_y, \theta \rangle - A^*_y(\mu_y) - A(\emptyset) =: L(\mu_y, \theta).$$  

(6.13)

With this set-up, the EM algorithm is coordinate ascent on this function $L$ defining the lower bound (6.13):

**E step**  
$$\mu_y^{(t+1)} = \arg \max_{\mu_y \in \mathcal{M}_y} L(\mu_y, \theta^{(t)})$$  

(6.14a)

**M step**  
$$\theta^{(t+1)} = \arg \max_{\theta \in \Omega} L(\mu_y^{(t+1)}, \theta).$$  

(6.14b)
To see the correspondence with the traditional presentation of the EM algorithm, note first that the maximization underlying the E step reduces to

$$\max_{\mu_y \in M_y} \{ \langle \mu_y, \theta^{(t)} \rangle - A_y^*(\mu_y) \}, \quad (6.15)$$

which by the variational representation (6.11) is equal to $A_y(\theta^{(t)})$, with the maximizing argument equal to the mean parameter that is dually coupled with $\theta^{(t)}$. Otherwise stated, the vector $\mu_y^{(t+1)}$ that is computed by maximization in the first argument of $\mathcal{L}(\mu_y, \theta)$ is exactly the expectation $\mu_y^{(t+1)} = \mathbb{E}_{\theta^{(t)}}[\phi(X,y)]$, a computation that is traditionally referred to as the E step, for obvious reasons. Moreover, the maximization underlying the M step reduces to

$$\max_{\theta \in \Omega} \{ \langle \mu_y^{(t+1)}, \theta \rangle - A(\theta) \}, \quad (6.16)$$

which is simply a maximum likelihood problem based on the expected sufficient statistics $\mu_y^{(t+1)}$ — traditionally referred to as the M step.

Moreover, given that the value achieved by the E step on the right-hand side of (6.15) is equal to $A_y(\theta^{(t)})$, the inequality in (6.13) becomes an equality by (6.9). Thus, after the E step, the lower bound $\mathcal{L}(\mu_y, \theta^{(t)})$ is actually equal to the incomplete log likelihood $\ell(\theta^{(t)}; y)$, and the subsequent maximization of $\mathcal{L}$ with respect to $\theta$ in the M step is guaranteed to increase the log likelihood as well.

**Example 6.1 (EM for Gaussian Mixtures).** We illustrate the EM algorithm with the classical example of the Gaussian mixture model, discussed earlier in Example 3.4. Let us focus on a scalar mixture model for simplicity, for which the observed vector $Y$ is Gaussian mixture vector with $r$ components, where the unobserved vector $X \in \{0, 1, \ldots, r - 1\}$ indexes the components. The complete likelihood of this mixture model can be written as

$$p_\theta(x, y) = \exp \left\{ \sum_{j=0}^{r-1} \mathbb{I}_j(x) \left[ \alpha_j + \gamma_j y + \tilde{\gamma}_j y^2 - A_j(\gamma_j, \tilde{\gamma}_j) \right] - A(\alpha) \right\}, \quad (6.17)$$
where $\theta = (\alpha, \gamma, \tilde{\gamma})$, with the vector $\alpha \in \mathbb{R}^r$ parameterizing the multinomial distribution over the hidden vector $X$, and the pair $(\gamma_j, \tilde{\gamma}_j) \in \mathbb{R}^2$ parameterizing the Gaussian distribution of the $j$th mixture component. The log normalization function $A_j(\gamma_j, \tilde{\gamma}_j)$ is for the (conditionally) Gaussian distribution of $Y$ given $X = j$, whereas the function $A(\alpha) = \log[\sum_{j=0}^{r-1} \exp(\alpha_j)]$ normalizes the multinomial distribution. When the complete likelihood is viewed as an exponential family, the sufficient statistics are the collection of triplets

$$
\Psi_j(x, y) := \{\mathbb{I}_j(x), \mathbb{I}_j(x)y, \mathbb{I}_j(x)y^2\} \quad \text{for} \quad j = 0, \ldots, r - 1.
$$

Consider a collection of i.i.d. observations $y^1, \ldots, y^n$. To each observation $y^i$, we associate a triplet $(\mu^i, \eta^i, \tilde{\eta}^i) \in \mathbb{R}^r \times \mathbb{R}^r \times \mathbb{R}^r$, corresponding to expectations of the triplet of sufficient statistics $\Psi_j(X, y^i)$, $j = 0, \ldots, r - 1$. Since the conditional distribution has the form

$$
p(x \mid y^i, \theta) \propto \exp \left\{ \sum_{j=0}^{r-1} \mathbb{I}_j(x) \left[ \alpha_j + \gamma_j y^i + \tilde{\gamma}_j (y^i)^2 - A_j(\gamma_j, \tilde{\gamma}_j) \right] \right\},
$$

some straightforward computation yields that the probability of the $j$th mixture component — or equivalently, the mean parameter $\mu^i_j = \mathbb{E}[\mathbb{I}_j(X)]$ — is given by

$$
\mu^i_j = \mathbb{E}[\mathbb{I}_j(X)]
= \frac{\exp \left\{ \alpha_j + \gamma_j y^i + \tilde{\gamma}_j (y^i)^2 - A_j(\gamma_j, \tilde{\gamma}_j) \right\}}{\sum_{k=0}^{r-1} \exp \left\{ \alpha_k + \gamma_k y^i + \tilde{\gamma}_k (y^i)^2 - A_k(\gamma_k, \tilde{\gamma}_k) \right\}}.
$$

Similarly, the remaining mean parameters are

$$
\eta^i_j = \mathbb{E}[\mathbb{I}_j(X)y^i] = \mu^i_j y^i, \quad \text{and} \quad (6.19a)
$$
$$
\tilde{\eta}^i_j = \mathbb{E}[\mathbb{I}_j(X)y^i] = \mu^i_j (y^i)^2. \quad (6.19b)
$$

The computation of these expectations (6.18) and (6.19) correspond to the E step for this particular model.

The M step requires solving the MLE optimization problem (6.16) over the triplet $\theta = (\alpha, \gamma, \tilde{\gamma})$, using the expected sufficient statistics computed in the E step. Some computation shows that this maximization
takes the form:

$$\arg \max_{(\alpha, \gamma, \tilde{\gamma}) \in \Omega} \left\{ \langle \alpha, \sum_{i=1}^{n} \mu^i \rangle + \langle \gamma, \sum_{i=1}^{n} \mu^i y^i \rangle + \langle \tilde{\gamma}, \sum_{i=1}^{n} \mu^i (y^i)^2 \rangle - \sum_{j=0}^{r-1} \sum_{i=1}^{n} \mu^i_j A_j(\gamma_j, \tilde{\gamma}_j) - n A(\alpha) \right\}.$$  

Consequently, the optimization decouples into separate maximization problems: one for the vector $\alpha$ parameterizing the mixture component distribution, and one for each of the pairs $(\gamma_j, \tilde{\gamma}_j)$ specifying the Gaussian mixture components. By the moment-matching property of maximum likelihood estimates, the optimum solution is to update $\alpha$ such that

$$\mathbb{E}_{\alpha}[\mathbb{I}_j(X)] = \frac{1}{n} \sum_{i=1}^{n} \mu^i_j \text{ for each } j = 0, \ldots, r - 1,$$

and to update the canonical parameters $(\gamma_j, \tilde{\gamma}_j)$ specifying the $j$th Gaussian mixture component $(Y | X = j)$ such that the associated mean parameters — corresponding to the Gaussian mean and second moment — are matched to the data as follows:

$$\mathbb{E}_{\gamma_j, \tilde{\gamma}_j}[Y | X = j] = \frac{\sum_{i=1}^{n} \mu^i_j y^i_j}{\sum_{i=1}^{n} \mu^i_j}, \quad \text{and} \quad (6.20)$$

$$\mathbb{E}_{\gamma_j, \tilde{\gamma}_j}[Y^2 | X = j] = \frac{\sum_{i=1}^{n} \mu^i_j (y^i_j)^2}{\sum_{i=1}^{n} \mu^i_j}. \quad (6.21)$$

In these equations, the expectations are taken under the exponential family distribution specified by $(\gamma_j, \tilde{\gamma}_j)$.

### 6.2.2 Variational EM

What if it is infeasible to compute the expected sufficient statistics? One possible response to this problem is to make use of a mean field approximation for the E step. In particular, given some class of tractable subgraphs $F$, recall the set $\mathcal{M}_F(G)$, as defined in Equation (5.5), corresponding to those mean parameters that can be obtained by
distributions that factor according to $F$. By using $\mathcal{M}_F(G)$ as an inner approximation to the set $\mathcal{M}_y$, we can compute an approximate version of the E step (6.15), of the form

$$(\text{Mean field E step}) \quad \max_{\mu \in \mathcal{M}_F(G)} \left\{ \langle \mu, \theta^{(t)} \rangle - A^*_y(\mu) \right\}. \quad (6.22)$$

This variational E step thus involves replacing the exact mean parameter $\mathbb{E}_{\theta^{(t)}}[\phi(X,y)]$, under the current model $\theta^{(t)}$, with the approximate set of mean parameters computed by a mean field algorithm. Despite this (possibly crude) approximation, the resulting variational EM algorithm is still a coordinate ascent algorithm for $L$. However, given that the E step no longer closes the gap between the auxiliary function $L$ and the incomplete log likelihood, it is no longer the case that the algorithm necessarily goes uphill in the latter quantity. Nonetheless, the variational mean field EM algorithm still has the attractive interpretation of maximizing a lower bound on the incomplete log likelihood.

In Section 4, we described a broad class of variational methods, including belief propagation and expectation-propagation, that also generate approximations to mean parameters. It is tempting, and common in practice, to substitute the approximate mean parameters obtained from these relaxations in the place of the expected sufficient statistics in defining a “variational EM algorithm.” Such a substitution is particularly tempting given that these methods can yield better approximations to mean parameters than the mean field approach. Care must be taken in working with these algorithms, however, because the underlying relaxations do not (in general) guarantee lower bounds on the log partition function. In the absence of guaranteed lower bounds, the connection to EM is thus less clear than in the mean field case; in particular, the algorithm is not guaranteed to maximize a lower bound on the incomplete log likelihood.

6.3 Variational Bayes

All of the variational approximations that we have discussed thus far in the survey, as well as those to be discussed in later sections,
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are applicable in principle to Bayesian inference problems, where the parameters are endowed with probability distributions and viewed as random variables. In the literature on the topic, however, the term “variational Bayes” has been reserved thus far for the application of the mean-field variational method to Bayesian inference [16, 91]. In this section, we review this application and use the terminology of variational Bayes to refer to the application, but it should be borne in mind that this is but one potential application of variational methodology to Bayesian inference.

We consider a general set-up akin to that used in the preceding development of the EM algorithm. In particular, let the data be partitioned into an observed component $Y$ and an unobserved component $X$, and assume that the complete data likelihood lies in some exponential family

$$p(x, y \mid \theta) = \exp \{\langle \eta(\theta), \phi(x, y) \rangle - A(\eta(\theta))\}.$$  \hfill (6.23)

The function $\eta: \mathbb{R}^d \rightarrow \mathbb{R}^d$ provides some additional flexibility in the parameterization of the exponential family; this is convenient in the Bayesian setting. We assume moreover that the prior distribution over $\Theta$ also lies in some exponential family, of the conjugate prior form:

$$p_{\xi, \lambda}(\theta) = \exp \{\langle \xi, \eta(\theta) \rangle - \lambda A(\eta(\theta)) - B(\xi, \lambda)\}.$$  \hfill (6.24)

Note that this exponential family is specified by the sufficient statistics $\{\eta(\theta), -A(\eta(\theta))\} \in \mathbb{R}^d \times \mathbb{R}$, with associated canonical parameters $(\xi, \lambda) \in \mathbb{R}^d \times \mathbb{R}$. Its cumulant function $B$ is defined in the usual way

$$B(\xi, \lambda) := \log \int \exp \{\langle \xi, \eta(\theta) \rangle - \lambda A(\eta(\theta))\} \, d\theta,$$

and expectations of the sufficient statistics $\eta(\theta)$ and $-A(\eta(\theta))$ can be obtained in the usual way by taking derivatives of $B(\xi, \lambda)$ with respect to $\xi$ and $\lambda$.

---

3 Up to this point, we have considered only exponential families in canonical form, for which $[\eta(\theta)]_i = \theta_i$ for all $i = 1, \ldots, d$. This is without loss of generality, because any regular, minimal exponential family can be reparameterized in such a canonical form [43]. However, it can be convenient to express exponential families with nonidentity $\eta$. 

The class of models specified by the pair of Equations (6.23) and (6.24) is broad. It includes as special cases Gaussian mixture models with Dirichlet priors, and the latent Dirichlet allocation model from Example 3.5.

We now consider a central problem in Bayesian inference, that of computing the marginal likelihood \( p_{\xi^*,\lambda^*}(y) \), where \( y \) is an observed data point and where \((\xi^*,\lambda^*)\) are fixed values of the hyperparameters. This computation entails averaging over both the unobserved variates \( X \) and the random parameters \( \Theta \). Working in the log domain, we have.

\[
\log p_{\xi^*,\lambda^*}(y) = \log \int \left[ \int p(x,y \mid \theta) \, dx \right] p_{\xi^*,\lambda^*}(\theta) \, d\theta
\]

\[
= \log \int p_{\xi^*,\lambda^*}(\theta) \, p(y \mid \theta) \, d\theta.
\]  

(6.25)

We now multiply and divide by \( p_{\xi,\lambda}(\theta) \) and use Jensen’s inequality (see Proposition 5.1), to obtain the following lower bound, valid for any choice of \((\xi,\lambda)\) in the domain of \( B \):

\[
\log p_{\xi^*,\lambda^*}(y) \geq \mathbb{E}_{\xi,\lambda} [\log p(y \mid \Theta)] + \mathbb{E}_{\xi,\lambda} \left[ \log \frac{p_{\xi^*,\lambda^*}(\Theta)}{p_{\xi,\lambda}(\Theta)} \right],
\]  

(6.26)

with equality for \((\xi,\lambda) = (\xi^*,\lambda^*)\). Here \( \mathbb{E}_{\xi,\lambda} \) denotes averaging over \( \Theta \) with respect to the distribution \( p_{\xi,\lambda}(\theta) \).

From Equation (6.9), we have \( \log p(y \mid \Theta) = A_y(\eta(\Theta)) - A(\eta(\Theta)) \), which when substituted into Equation (6.26) yields

\[
\log p_{\xi^*,\lambda^*}(y) \geq \mathbb{E}_{\xi,\lambda} [A_y(\eta(\Theta)) - A(\eta(\Theta))] + \mathbb{E}_{\xi,\lambda} \left[ \log \frac{p_{\xi^*,\lambda^*}(\Theta)}{p_{\xi,\lambda}(\Theta)} \right],
\]

where \( A_y \) is the cumulant function of the conditional density \( p(x \mid y, \theta) \).

For each fixed \( y \), recall the set \( M_y \) of mean parameters of the form \( \mu = \mathbb{E}[\phi(X,y)] \). For any realization of \( \Theta \), we could in principle apply the mean field lower bound (6.13) on the log likelihood \( A_y(\Theta) \), using a value \( \mu(\Theta) \in M_y \) that varies with \( \Theta \). We would thereby obtain that the marginal log likelihood \( \log p_{\xi^*,\lambda^*}(y) \) is lower bounded by

\[
\mathbb{E}_{\xi,\lambda} \left[ (\mu(\Theta), \eta(\Theta)) - A_y^*(\mu(\Theta)) - A(\eta(\Theta)) \right] + \mathbb{E}_{\xi,\lambda} \left[ \log \frac{p_{\xi^*,\lambda^*}(\Theta)}{p_{\xi,\lambda}(\Theta)} \right].
\]  

(6.27)
At this stage, even after this sequence of lower bounds, if we were to optimize over the set of joint distributions on \((X, \Theta)\) — or equivalently, over the choice \(\mu(\Theta)\) and the hyperparameters \((\xi, \lambda)\) specifying the distribution of \(\Theta\) — the optimized lower bound (6.27) would be equal to the original marginal log likelihood \(\log p_{\xi^*, \lambda^*}(y)\).

The variational Bayes algorithm is based on optimizing this lower bound using only product distributions over the pair \((X, \Theta)\). Such optimization is often described as “free-form”, in that beyond the assumption of a product distribution, the factors composing this product distribution are allowed to be arbitrary. But as we have seen in Section 3.1, the maximum entropy principle underlying the variational framework yields solutions that necessarily have exponential form. Therefore, we can exploit conjugate duality to obtain compact forms for these solutions, working with dually coupled sets of parameters for the distributions over both \(X\) and \(\Theta\).

We now derive the variational Bayes algorithm as a coordinate-ascent method for solving the mean field variational problem over product distributions. We begin by reformulating the objective function into a form that allows us to exploit conjugate duality. Since \(\mu\) is independent of \(\Theta\), the optimization problem (6.27) can be simplified to

\[
\langle \mu, \bar{\eta} \rangle - A_y^*(\mu) - A + \mathbb{E}_{\xi, \lambda} \left[ \log \frac{p_{\xi^*, \lambda^*}(\Theta)}{p_{\xi, \lambda}(\Theta)} \right],
\]

where \(\bar{\eta} := \mathbb{E}_{\xi, \lambda}[\eta(\Theta)]\) and \(\bar{A} := \mathbb{E}_{\xi, \lambda}[A(\Theta)]\). Using the exponential form (6.24) of \(p_{\xi, \lambda}\), we have

\[
\mathbb{E}_{\xi, \lambda} \left[ \log \frac{p_{\xi^*, \lambda^*}(\Theta)}{p_{\xi, \lambda}(\Theta)} \right]
= \langle \bar{\eta}, \xi^* - \xi \rangle + \langle -\bar{A}, \lambda^* - \lambda \rangle - B(\xi^*, \lambda^*) + B(\xi, \lambda).
\]

By the conjugate duality between \((B, B^*)\), and since \((\bar{\eta}, \bar{A})\) are dually coupled with \((\xi, \lambda)\) by construction, we have

\[
B^*(\bar{\eta}, \bar{A}) = \langle \bar{\eta}, \xi \rangle + \langle -\bar{A}, \lambda \rangle - B(\xi, \lambda).
\]

By combining Equations (6.28) through (6.30) and performing some algebra, we find that the decoupled optimization problem is equivalent
to maximizing the function
\[
\langle \mu + \xi^*, \eta \rangle - A_y^*(\mu) + \langle \lambda^* + 1, -A \rangle - B^*(\eta, A) \tag{6.31}
\]
over \( \mu \in \mathcal{M}_y \) and \((\eta, A) \in \text{dom}(B)\). Performing coordinate ascent on this function amounts to first maximizing first over \( \mu \), and then maximizing over the mean parameters\(^4 \) \((\eta, A)\). Doing so generates a sequence of iterates \((\mu^{(t)}, \eta^{(t)}, A^{(t)})\), which are updated as follows:
\[
\mu^{(t+1)} = \arg \max_{\mu \in \mathcal{M}_y} \{ \langle \mu, \eta^{(t)} \rangle - A_y^*(\mu) \}, \quad \text{and} \quad (6.32)
\]
\[
(\eta^{(t+1)}, A^{(t+1)}) = \arg \max_{(\eta, A)} \{ \langle \mu^{(t+1)} + \xi^*, \eta \rangle - (1 + \lambda^*)A - B^*(\eta, A) \}. \tag{6.33}
\]
In fact, both of these coordinate-wise optimizations have explicit solutions. The explicit form of Equation (6.32) is given by
\[
\mu^{(t+1)} = \mathbb{E}_{\eta^{(t)}}[\phi(X, y)], \tag{6.34}
\]
as can be verified by taking derivatives in Equation (6.32), and using the cumulant properties of \( A_y^* \) (see Proposition 3.1). By analogy to the EM algorithm, this step is referred to as the “VB-E step.” Similarly, in the “VB-M step” we first update the hyperparameters \((\xi, \lambda)\) as
\[
(\xi^{(t+1)}, \lambda^{(t+1)}) = (\xi^* + \mu^{(t+1)}, \lambda^* + 1),
\]
and then use these updated hyperparameters to compute the new mean parameters \( \eta \):
\[
\eta^{(t+1)} = \mathbb{E}_{(\xi^{(t+1)}, \lambda^{(t+1)})}[\eta(\Theta)]. \tag{6.35}
\]
In summary, the variational Bayes algorithm is an iterative algorithm that alternates between two steps. The VB-E step (6.34) entails computing the conditional expectation of the sufficient statistics given the data
\[
(\text{VB-E step}) \quad \mu^{(t+1)} = \int \phi(x, y)p(x | y, \eta^{(t)})dx,
\]
\(^4\)Equivalently, by the one-to-one correspondence between exponential and mean parameters (Theorem 3.3), this step corresponds to maximization over the associated canonical parameters \((\xi, \lambda)\).
with the conditional distribution specified by the current parameter estimate \( \bar{\eta}^{(t)} \). The VB-M step (6.35) entails updating the hyperparameters to incorporate the data, and then recomputing the averaged parameter

\[
(VB-M \text{ step}) \quad \bar{\eta}^{(t+1)} = \int \eta(\theta) p_{\xi^{(t+1)},\lambda^{(t+1)}}(\theta) d\theta.
\]

The ordinary variational EM algorithm can be viewed as a “degenerate” form of these updates, in which the prior distribution over \( \Theta \) is always a delta function at a single point estimate of \( \theta \).
Up to this point, we have considered two broad classes of approximate variational methods: Bethe approximations and their extensions (Section 4), and mean field methods (Section 5). Mean field methods provide not only approximate mean parameters but also lower bounds on the log partition function. In contrast, the Bethe method and its extensions lead to neither upper or lower bounds on the log partition function. We have seen that both classes of methods are, at least in general, based on nonconvex variational problems. For mean field methods, the nonconvexity stems from the nature of the inner approximation to the set of mean parameters, as illustrated in Figure 5.3. For the Bethe-type approaches, the lack of convexity in the objective function — in particular, the entropy approximation — is the source. Regardless of the underlying cause, such nonconvexity can have undesirable consequences, including multiple optima and sensitivity to the problem parameters (for the variational problem itself), and convergence issues and dependence on initialization (for iterative algorithms used to solve the variational problem).

Given that the underlying exact variational principle (3.45) is certainly convex, it is natural to consider variational approximations that
retain this convexity. In this section, we describe a broad class of such convex variational approximations, based on approximating the set $M$ with a convex set, and replacing the dual function $A^*$ with a convex function. These two steps lead to a new variational principle, which represents a computationally tractable alternative to the original problem. Since this approximate variational principle is based on maximizing a concave and continuous function over a convex and compact set, the global optimum is unique, and is achieved. If in addition, the negative dual function $-A^*$, corresponding to the entropy function, is replaced by an upper bound, and the set $M$ is approximated by a convex outer bound, then the global optimum of the approximate variational principle also provides an upper bound on the log partition function. These upper bounds are complementary to the lower bounds provided by mean field procedures (see Section 5).

We begin by describing a general class of methods based on approximating the entropy by a convex combination of easily computable entropies, thereby obtaining a tractable relaxation that is guaranteed to be convex. As our first example illustrates, following this procedure using tree-structured distributions as the tractable class leads to the family of “convexified” Bethe variational problems, and associated reweighted sum-product algorithms [243, 246]. However, this basic procedure for “convexification” is quite broadly applicable; as we describe, it yields convex analogs of other known variational methods, including Kikuchi and region-graph methods [246, 251, 260], as well as expectation-propagation approximation. It has also suggested novel variational methods, also based on the notion of convex combinations, including those based on planar graph decomposition [94]. Finally, there are other convex variational relaxations that are not directly based on convex combinations of tractable distributions, including the method of conditional entropy decompositions [95], and methods based on semidefinite constraints and log-determinant programming [248]. Apart from these known algorithms, there are a large number of novel methods based on convex variational relaxations that await discovery.

We conclude the section by discussing some benefits of convexity in variational methods. In addition to the obvious one of unique optima,
possible benefits include guarantees of algorithmic stability and usefulness as surrogate likelihoods in parameter estimation.

7.1 Generic Convex Combinations and Convex Surrogates

We begin with a generic description of approximations based on convex combinations of tractable distributions. Consider a $d$-dimensional exponential family, defined by a vector of sufficient statistics $\phi = (\phi_\alpha, \alpha \in I)$, and an associated vector of canonical parameters $\theta = (\theta_\alpha, \alpha \in I)$. Although computing mean parameters for an arbitrary $\theta \in \Omega$ might be intractable, it is frequently the case that such computations are tractable for certain special choices of the canonical parameters. If the exponential family is viewed as a Markov random field defined by some underlying graph $G$, many such special choices can be indexed by particular subgraphs $F$, say belonging to some class $D$. Examples that we consider below include $D$ corresponding to the set of all spanning trees of $G$, or planar subgraphs of $G$. In terms of the exponential family, we can think of the subgraph $F$ as extracting a subset of indices $I(F)$ from the full index set $I$ of potential functions, thereby defining a lower-dimensional exponential family based on $d(F) < d$ sufficient statistics. We let $\mathcal{M}(F)$ denote the lower-dimensional set of mean parameters associated with this exponential family; concretely, this set has the form:

$$\mathcal{M}(F) := \{ \mu \in \mathbb{R}^{|I(F)|} | \exists p \text{ s.t. } \mu_\alpha = \mathbb{E}_p[\phi(X)] \quad \forall \alpha \in I(F) \}. \quad (7.1)$$

For any mean parameter $\mu \in \mathcal{M}$, let $\mu \mapsto \mu(F)$ represent the coordinate projection mapping from the full space $I$ to the subset $I(F)$ of indices associated with $F$. By definition of the sets $\mathcal{M} \subseteq \mathbb{R}^d$ and $\mathcal{M}(F) \subseteq \mathbb{R}^{d(F)}$, we are guaranteed that the projected vector $\mu(F)$ is an element of $\mathcal{M}(F)$. Let $-A^*(\mu(F))$ be the negative dual function value (or entropy) associated with the projected mean parameter $\mu(F)$. A simple consequence of Theorem 3.4 is that this entropy is always an upper bound on the negative dual function $A^*(\mu)$ defined in the original $d$-dimensional exponential family. With a slight abuse of notation, we use $H(\mu)$ to denote the negative dual function or entropy $-A^*(\mu)$, and similarly $H(\mu(F))$ to denote the entropy $-A^*(\mu(F))$. 

Proposition 7.1 (Maximum Entropy Bounds). Given any mean parameter $\mu \in \mathcal{M}$ and its projection $\mu(F)$ onto any subgraph $F$, we have the bound

$$A^*(\mu(F)) \leq A^*(\mu), \quad (7.2)$$

or alternatively stated, $H(\mu(F)) \geq H(\mu)$.

From Theorem 3.4, the negative dual value $-A^*(\mu)$ corresponds to the entropy of the exponential family member with mean parameters $\mu$, with a similar interpretation for $A^*(\mu(F))$. Alternatively phrased, Proposition 7.1 states the entropy of the exponential family member $p_{\mu(F)}$ is always larger than the entropy of the distribution $p_\mu$. Intuitively, the distribution $p_\mu$ is obtained from a maximum entropy problem with more constraints — corresponding to the indices $\alpha \in \mathcal{I}\setminus\mathcal{I}(F)$ — and so has lower entropy. Our proof makes this intuition precise.

Proof. From Theorem 3.4, the dual function is realized as the solution of the optimization problem

$$A^*(\mu) = \sup_{\theta \in \mathbb{R}^d} \{ \langle \mu, \theta \rangle - A(\theta) \}. \quad (7.3)$$

Since the exponential family defined by $F$ involves only a subset $\mathcal{I}(F)$ of the potential functions, the associated dual function $A^*(\mu(F))$ is realized by the lower-dimensional optimization problem

$$A^*(\mu(F)) = \sup_{\theta(F) \in \mathbb{R}^{d(F)}} \{ \langle \mu(F), \theta(F) \rangle - A(\theta(F)) \}.$$

But this optimization problem can be recast as a restricted version of the original problem (7.3):

$$A^*(\mu(F)) = \sup_{\theta \in \mathbb{R}^d, \theta_\alpha = 0 \forall \alpha \notin \mathcal{I}(F)} \{ \langle \mu, \theta \rangle - A(\theta) \},$$

from which the claim follows. \qed
Given the bound (7.2) for each subgraph $F$, any convex combination of subgraph-structured entropies is also an upper bound on the original entropy. In particular, if we consider a probability distribution over the set of tractable graphs, meaning a probability vector $\rho \in \mathbb{R}^{|\mathcal{D}|}$ such that $\rho(F) \geq 0$ for all tractable $F \in \mathcal{D}$, and $\sum_F \rho(F) = 1$. (7.4)

Any such distribution generates the upper bound

$$H(\mu) \leq \mathbb{E}_\rho[H(\mu(F))] := \sum_{F \in \mathcal{D}} \rho(F)H(\mu(F)).$$

(7.5)

Having derived an upper bound on the entropy, it remains to obtain a convex outer bound on the set of mean parameters $\mathcal{M}$. An important restriction is that each of the subgraph-structured entropies $H(\mu(F)) = -A^*(\mu(F))$ must be well-defined on this outer bounding set. The simplest outer approximation with this property is defined by requiring that each projected mean parameter $\mu(F)$ belong to the projected set $\mathcal{M}(F)$. In particular, let us define the constraint set

$$\mathcal{L}(G; \mathcal{D}) := \{\tau \in \mathbb{R}^d | \tau(F) \in \mathcal{M}(F) \ \forall F \in \mathcal{D}\}.\quad (7.6)$$

Our shift in notation, from $\mu$ to $\tau$, is deliberate, since $\mathcal{L}(G; \mathcal{D})$ is an outer bound on $\mathcal{M}(G)$. (Indeed, by definition of the sets $\mathcal{M}(F)$, any mean parameter $\mu \in \mathcal{M}(G)$, when projected down to $\mu(F)$, is also globally realizable, so that $\mu \in \mathcal{L}(G; \mathcal{D})$.) Moreover, $\mathcal{L}(G; \mathcal{D})$ is a convex set, since each of the subsets $\mathcal{M}(F)$ in its definition are convex.

Overall, these two ingredients — the convex upper bound (7.5) and the convex outer bound (7.6) — yield the following approximate variational principle

$$B_\mathcal{D}(\theta; \rho) := \sup_{\tau \in \mathcal{L}(G; \mathcal{D})} \left\{ \langle \tau, \theta \rangle + \sum_{F \in \mathcal{D}} \rho(F)H(\tau(F)) \right\}.\quad (7.7)$$

Note that the objective function defining $B_\mathcal{D}$ is concave; moreover, the constraint set $\cap_F \mathcal{M}_F$ is convex, since it is the intersection of the sets $\mathcal{M}_F$, each of which are individually convex sets. Overall, then, the function $B_\mathcal{D}$ is a new convex function that approximates the original cumulant function $A$. We refer to such a function as a *convex surrogate* to $A$. 
Of course, in order for variational principles of the form (7.7) to be useful, it must be possible to evaluate and optimize the objective function. Accordingly, in the following sections, we provide some specific examples of the tractable class $\mathcal{D}$ that lead to interesting and practical algorithms.

### 7.2 Variational Methods from Convex Relaxations

In this section, we describe a number of versions of the convex surrogate (7.7), including convex versions of the Bethe/Kikuchi problems, as well as convex versions of expectation-propagation and other moment-matching methods.

#### 7.2.1 Tree-reweighted Sum-Product and Bethe

We begin by deriving the tree-reweighted sum-product algorithm and the tree-reweighted Bethe variational principle [243, 246], corresponding to a “convexified” analog of the ordinary Bethe variational principle described in Section 4. Given an undirected graph $G = (V, E)$, consider a pairwise Markov random field

$$p_{\theta}(x) \propto \exp \left\{ \sum_{s \in V} \theta_s(x_s) + \sum_{(s,t) \in E} \theta_{st}(x_s, x_t) \right\}, \quad (7.8)$$

where we are using the standard overcomplete representation based on indicator functions at single nodes and edges (see Equation (3.34)). Let the tractable class $\mathcal{D}$ be the set $\mathcal{T}$ of all spanning trees $T = (V, E(T))$ of the graph $G$. (A spanning tree of a graph is a tree-structured subgraph whose vertex set covers the original graph.) Letting $\rho$ denote a probability distribution over the set of spanning trees, Equation (7.5) yields the upper bound $H(\mu) \leq \sum_T \rho(T)H(\mu(T))$, based on a convex combination of tree-structured entropies.

An attractive property of tree-structured entropies is that they decompose additively in terms of entropies associated with the vertices and edges of the tree. More specifically, these entropies are defined by the mean parameters, which (in the canonical overcomplete representation (3.34)) correspond to singleton marginal distributions $\mu_s(\cdot)$.
defined at each vertex \( s \in V \), and a joint pairwise marginal distribution \( \mu_{st}(\cdot, \cdot) \) defined for each edge \((s, t) \in E(T)\). As discussed earlier in Section 4, the factorization (4.8) of any tree-structured probability distribution yields the entropy decomposition

\[
H(\mu(T)) = \sum_{s \in V} H_s(\mu_s) - \sum_{(s, t) \in E(T)} I_{st}(\mu_{st}). \tag{7.9}
\]

Now consider the averaged form of the bound (7.5). Since the trees are all spanning, the entropy term \( H_s \) for node \( s \in V \) receives a weight of one in this average. On the other hand, the mutual information term \( I_{st} \) for edge \((s, t)\) receives the weight \( \rho_{st} = \mathbb{E}_p[\mathbb{I}[(s, t) \in E(T)]] \), where \( \mathbb{I}[(s, t) \in E(T)] \) is an indicator function for the event that edge \((s, t)\) is included in the edge set \( E(T) \) of a given tree \( T \). Overall, we obtain the following upper bound on the exact entropy:

\[
H(\mu) \leq \sum_{s \in V} H_s(\mu_s) - \sum_{(s, t) \in E} \rho_{st} I_{st}(\mu_{st}). \tag{7.10}
\]

We refer to the edge weight \( \rho_{st} \) as the edge appearance probability, since it reflects the probability mass associated with edge \((s, t)\). The vector \( \rho = (\rho_{st}, (s, t) \in E) \) of edge appearance probabilities belong to a set called the spanning tree polytope, as discussed at more length in Theorem 7.2 to follow.

Let us now consider the form of the outer bound \( \mathcal{L}(G; \mathcal{T}) \) on the set \( \mathcal{M} \). For the pairwise MRF with the overcomplete parameterization under consideration, the set \( \mathcal{M} \) is simply the marginal polytope \( \mathcal{M}(G) \). On the other hand, the set \( \mathcal{M}(T) \) is simply the marginal polytope for the tree \( T \), which from our earlier development (see Proposition 4.1) is equivalent to \( \mathcal{L}(T) \). Consequently, the constraint \( \mu(T) \in \mathcal{M}(T) \) is equivalent to enforcing nonnegativity constraints, normalization (at each vertex) and marginalization (across each edge) of the tree. Enforcing the inclusion \( \mu(T) \in \mathcal{M}(T) \) for all trees \( T \in \mathcal{T} \) is equivalent to enforcing the marginalization on every edge of the full graph \( G \). We conclude that in this particular case, the set \( \mathcal{L}(G; \mathcal{T}) \) is equivalent to the set \( \mathcal{L}(G) \) of locally consistent pseudomarginals, as defined earlier (4.7).
Overall, then, we obtain a variational problem that can be viewed as a “convexified” form of the Bethe variational problem. We summarize our findings in the following result [243, 246]:

**Theorem 7.2 (Tree-Reweighted Bethe and Sum-Product).**

(a) For any choice of edge appearance vector \((\rho_{st}, (s,t) \in E)\) in the spanning tree polytope, the cumulant function \(A(\theta)\) evaluated at \(\theta\) is upper bounded by the solution of the tree-reweighted Bethe variational problem (BVP):

\[
B_T(\theta; \rho_e) := \max_{\tau \in \mathbb{L}(G)} \left\{ \langle \tau, \theta \rangle + \sum_{s \in V} H_s(\tau_s) - \sum_{(s,t) \in E} \rho_{st} I_{st}(\tau_{st}) \right\}.
\]  

(7.11)

For any edge appearance vector such that \(\rho_{st} > 0\) for all edges \((s, t)\), this problem is strictly convex with a unique optimum.

(b) The tree-reweighted BVP can be solved using the tree-reweighted sum-product updates

\[
M_{ts}(x_s) \leftarrow \kappa \sum_{x'_t \in X_t} \varphi_{st}(x_s, x'_t) \frac{\prod_{v \in N(t) \setminus s} [M_{vt}(x'_t)]^{\rho_{vt}}}{[M_{st}(x'_t)]^{(1-\rho_{ts})}}, \quad (7.12)
\]

where \(\varphi_{st}(x_s, x'_t) := \exp\left(\frac{1}{\rho_{st}} \theta_{st}(x_s, x'_t) + \theta_t(x'_t)\right)\). The updates (7.12) have a unique fixed point under the assumptions of part (a).

We make a few comments on Theorem 7.2, before providing the proof.

*Valid edge weights:* Observe that the tree-reweighted Bethe variational problem (7.11) is closely related to the ordinary Bethe problem (4.16). In particular, if we set \(\rho_{st} = 1\) for all edges \((s, t) \in E\), then the two formulations are equivalent. However, the condition \(\rho_{st} = 1\) implies that every edge appears in every spanning tree of the graph with probability one, which can happen if and only if the graph is actually tree-structured. More generally, the set of valid edge appearance vectors \(\rho_e\)
must belong to the so-called spanning tree polytope [54, 73] associated with $G$. Note that these edge appearance probabilities must satisfy various constraints, depending on the structure of the graph. A simple example should help to provide intuition.

**Example 7.1 (Edge Appearance Probabilities).** Figure 7.1(a) shows a graph, and panels (b) through (d) show three of its spanning trees $\{T_i \mid i = 1, 2, 3\}$. Suppose that we form a uniform distribution $\rho$ over these trees by assigning probability $\rho(T_i) = 1/3$ to each $T_i$, $i = 1, 2, 3$. Consider the edge with label $f$; notice that it appears in $T^1$, but in neither of $T^2$ and $T^3$. Therefore, under the uniform distribution $\rho$, the associated edge appearance probability is $\rho_f = 1/3$. Since edge $e$ appears in two of the three spanning trees, similar reasoning establishes that $\rho_e = 2/3$. Finally, observe that edge $b$ appears in any spanning tree (i.e., it is a bridge), so that it must have edge appearance probability $\rho_b = 1$.

In their work on fractional belief propagation, Wiegerinck and Heskes [261] examined the class of reweighted Bethe problems of the form (7.11), but without the requirement that the weights $\rho_{st}$ belong to the spanning tree polytope. Although loosening this requirement does yield a richer family of variational problems, in general one loses
the guarantee of convexity, and (hence) that of a unique global optimum. On the other hand, Weiss et al. [251] have pointed out that other choices of weights $\rho_{st}$, not necessarily in the spanning tree polytope, can also lead to convex variational problems. In general, convexity and the upper bounding property are not equivalent. For instance, for any single cycle graph, setting $\rho_{st} = 1$ for all edges (i.e., the ordinary BVP choice) yields a convex variational problem [251], but the value of the Bethe variational problem does not upper bound the cumulant function value. Various other researchers [110, 167, 188, 189] also discuss the choice of edge/clique weights in Bethe/Kikuchi approximations, and its consequences for convexity.

Properties of tree-rewighted sum-product: In analogy to the ordinary Bethe problem and sum-product algorithm, the fixed point of tree-rewighted sum-product (TRW) message-passing (7.12) specifies the optimal solution of the variational problem (7.11) as follows:

$$
\tau_s^*(x_s) = \kappa \exp \{\theta_s(x_s)\} \prod_{v \in N(s)} \left[ M_{vs}^*(x_s) \right]^{\rho_{vs}} 
$$

and

$$
\tau_{st}^*(x_s, x_t) = \kappa \varphi_{st}(x_s, x_t) \frac{\prod_{v \in N(s) \setminus t} \left[ M_{vs}^*(x_s) \right]^{\rho_{vs}}}{\left[ M_{ts}^*(x_s) \right]^{(1-\rho_{st})}} \frac{\prod_{v \in N(t) \setminus s} \left[ M_{vt}^*(x_t) \right]^{\rho_{vt}}}{\left[ M_{st}^*(x_t) \right]^{(1-\rho_{ts})}},
$$

where $\varphi_{st}(x_s, x_t) := \exp\{\frac{1}{\rho_{st}} \theta_{st}(x_s, x_t) + \theta_s(x_s) + \theta_t(x_t)\}$. In contrast to the ordinary sum-product algorithm, the fixed point (and associated optimum $(\tau_s^*, \tau_{st}^*)$) is unique for any valid vector of edge appearances. Roosta et al. [204] provide sufficient conditions for convergence, based on contraction arguments such as those used for ordinary sum-product [90, 118, 178, 230]. In practical terms, the updates (7.12) appear to always converge if damped forms of the updates are used (i.e., setting $\log M^{\text{new}} = (1 - \lambda) \log M^{\text{old}} + \lambda \log M$, where $M^{\text{old}}$ is the previous vector of messages, and $\lambda \in (0,1]$ is the damping parameter). As an alternative, Globerson and Jaakkola [96] proposed a related message-passing algorithm based on oriented trees that is guaranteed to converge, but appears to do so more slowly than damped TRW-message passing. Another possibility would be to adapt other double-loop algorithms [110, 111, 254, 270], originally developed for
the ordinary Bethe/Kikuchi problems, to solve these convex minimization problems; see Hazan and Shashua [108] for some recent work along these lines.

**Optimal choice of edge appearance probabilities:** Note that Equation (7.11) actually describes a family of variational problems, one for each choice of probability distribution over the set of spanning trees \( \mathcal{T} \). A natural question thus arises: what is the “optimal” choice of this probability distribution, or equivalently the choice of the edge appearance vector \((\rho_{st}, (s,t) \in E)\)? One notion of optimality is to choose the edge appearance probabilities that leads to the tightest upper bound on the cumulant function (i.e., for which the gap \( B_\mathcal{T}(\theta; \rho) - A(\theta) \) is smallest). In principle, it appears as if the computation of this optimum might be difficult, since it seems to entail searching over all probability distributions over the set \( \mathcal{T} \) of all spanning trees of the graph. The number \(|\mathcal{T}|\) of spanning trees can be computed via the matrix-tree theorem [222], and for sufficiently dense graphs, it grows rapidly enough to preclude direct optimization over \( \mathcal{T} \). However, Wainwright et al. [246] show that it is possible to directly optimize the vector \((\rho_{st}, (s,t) \in E)\) of edge appearance probabilities, subject to the constraint of membership in the spanning tree polytope. Although this polytope has a prohibitively large number of inequalities, it is possible to maximize a linear function over it — equivalently, to solve a maximum weight spanning tree problem — by a greedy algorithm [212]. Using this fact, it is possible to develop a version of the conditional gradient algorithm [21] for efficiently computing the optimal choice of edge appearance probabilities (see the paper [246] for details).

**Proof of Theorem 7.2:**

We begin with the proof of part (a). Our discussion preceding the statement of the result establishes that \( B_\mathcal{T} \) is an upper bound on \( A \). It remains to establish the strict convexity, and resulting uniqueness of the global optimum. Note that the cost function defining the function \( B_\mathcal{T} \) consists of a linear term \( \langle \theta, \tau \rangle \) and a convex combination \( \mathbb{E}_\rho[-A^*(\tau(T))] \) of tree entropies, and hence is concave. Moreover, the constraint set \( \mathbb{L}(G) \) is a polytope, and hence convex. Therefore, the variational problem (7.11) is always convex. We now establish unique-
ness of the optimum when $\rho_e > 0$. To simplify details of the proof, we assume without loss of generality that we are working in a minimal representation. (If the variational problem is formulated in an over-complete representation, it can be reduced to an equivalent minimal formulation.) To establish uniqueness, it suffices to establish that the function $E_{\rho}[A^*(\tau(T))]$ is strictly convex when $\rho_e > 0$. This function is a convex combination of functions of the form $A^*(\tau(T))$, each of which is strictly convex in the (nonzero) components of $\tau(T)$, but independent of the other components in the full vector $\tau$. For any vector $\lambda \in \mathbb{R}^d$, define $\Pi^T(\lambda)_\alpha = \lambda_\alpha$ if $\alpha \in \mathcal{I}(T)$, and $\Pi^T(\lambda)_\alpha = 0$ otherwise. We then have

$$\langle \lambda, \nabla^2 A^*(\tau(T)) \lambda \rangle = \langle \Pi^T(\lambda), \nabla^2 A^*(\tau(T)) \Pi^T(\lambda) \rangle \geq 0,$$

with strict inequality unless $\Pi^T(\lambda) = 0$. Now the condition $\rho_e > 0$ for all $e \in E$ ensures that $\lambda \neq 0$ implies that $\Pi^T(\lambda)$ must be different from zero for at least one tree $T'$. Therefore, for any $\lambda \neq 0$, we have

$$\langle \lambda, E_{\rho}[\nabla^2 A^*(\tau(T))] \lambda \rangle \geq \langle \Pi^{T'}(\lambda), \nabla^2 A^*(\tau(T')) \Pi^{T'}(\lambda) \rangle > 0,$$

which establishes the assertion of strict convexity.

We now turn to proof of part (b). Derivation of the TRW-S updates (7.12) is entirely analogous to the proof of Theorem 4.2: setting up the Lagrangian, taking derivatives, and performing some algebra yields the result (see the paper [246] for full details). The uniqueness follows from the strict convexity established in part (a).

### 7.2.2 Reweighted Kikuchi Approximations

A natural extension of convex combinations of trees, entirely analogous to the transition from the Bethe to Kikuchi variational problems, is to take convex combinations of hypertrees. This extension was sketched out in Wainwright et al. [246], and has been further studied by other researchers [251, 260]. Here we describe the basic idea with one illustrative example. For a given treewidth $t$, consider the set of all hypertrees of width $\mathcal{T}(t)$ of width less than or equal to $t$. Of course, the underlying assumption is that $t$ is sufficiently small that performing exact computations on hypertrees of this width is feasible. Applying Proposition 7.1 to a convex combination based on a probability distribution
\[ \rho = (\rho(T), T \in \mathcal{I}(t)) \]

over the set of all hypertrees of width at most \( t \), we obtain the following upper bound on the entropy:

\[
H(\mu) \leq \mathbb{E}_\rho[H(\mu(T))] = -\sum_T \rho(T) H(\mu(T)). 
\] 

(7.14)

For a fixed distribution \( \rho \), our strategy is to optimize the right-hand side of this upper bound over all pseudomarginals that are consistent on each hypertree. The resulting constraint set is precisely the polytope \( \mathbb{L}_t(G) \) defined in Equation (4.51). Overall, the hypertree analog of Theorem 7.2 asserts that the log partition function \( A \) is upper bounded by the hypertree-based convex surrogate:

\[
A(\theta) \leq B_{\mathcal{I}(t)}(\theta; \rho) := \max_{\tau \in \mathbb{L}(G)} \{ \langle \tau, \theta \rangle + \mathbb{E}_\rho[H(\tau(T))] \}. 
\] 

(7.15)

(Again, we switch from \( \mu \) to \( \tau \) to reflect the fact that elements of the constraint set \( \mathbb{L}(G) \) need not be globally realizable.) Note that the cost function in this optimization problem is concave for all choices of distributions \( \rho \) over the hypertrees. The variational problem (7.15) is the hypertree analog of Equation (7.11); indeed, it reduces to the latter equation in the special case \( t = 1 \).

**Example 7.2 (Convex Combinations of Hypertrees).** Let us derive an explicit form of Equation (7.15) for a particular hypergraph and choice of hypertrees. The original graph is the 3 \( \times \) 3 grid, as illustrated in the earlier Figure D.1(a). Based on this grid, we construct the augmented hypergraph shown in Figure 7.2(a), which has the hyperedge set \( E \) given by

\[
\{(1245),(2356),(4578),(5689),(25),(45),(56),(58),(5),(1),(3),(7),(9)\}.
\]

It is straightforward to verify that it satisfies the single counting criterion (see Appendix D for background).

Now consider a convex combination of four hypertrees, each obtained by removing one of the 4-hyperedges from the edge set. For instance, shown in Figure 7.2(b) is one particular acyclic substructure \( T^1 \) with hyperedge set \( E(T^1) \)

\[
\{(1245),(2356),(4578),(25),(45),(56),(58),(5),(1),(3),(7),(9)\},
\]
obtained by removing (5689) from the full hyperedge set $E$. To be precise, the structure $T^1$ so defined is a spanning hyperforest, since it consists of two connected components (namely, the isolated hyperedge (9) along with the larger hypertree). This choice, as opposed to a spanning hypertree, turns out to simplify the development to follow. Figure 7.2(c) shows the analogous spanning hyperforest $T^2$ obtained by removing hyperedge (1245); the final two hyperforests $T^3$ and $T^4$ are defined analogously.

To specify the associated hypertree factorization, we first compute the form of $\varphi_h$ for the maximal hyperedges (i.e., of size four). For instance, looking at the hyperedge $h = (1245)$, we see that hyperedges (25), (45), (5), and (1) are contained within it. Thus, using the definition in Equation (4.40), we write (suppressing the functional
dependence on $x$):

$$
\varphi_{1245} = \frac{\tau_{1245}}{\varphi_{25} \varphi_{45} \varphi_{5} \varphi_{1}} = \frac{\tau_{1245} \frac{\tau_{25}}{\tau_{5}} \frac{\tau_{45}}{\tau_{5}} \tau_{1}}{\tau_{25} \frac{\tau_{45}}{\tau_{5}} \tau_{1}}.
$$

Having calculated all the functions $\varphi_h$, we can combine them, using the hypertree factorization (4.42), in order to obtain the following factorization for a distribution on $T^1$:

$$
p_{\tau(T^1)}(x) = \left[ \frac{\tau_{1245}}{\tau_{25} \tau_{45} \tau_{1}} \right] \left[ \frac{\tau_{2356}}{\tau_{25} \tau_{45} \tau_{3}} \right] \left[ \frac{\tau_{4578}}{\tau_{45} \tau_{58} \tau_{7}} \right] \times \left[ \frac{\tau_{25}}{\tau_{5}} \right] \left[ \frac{\tau_{45}}{\tau_{5}} \right] \left[ \frac{\tau_{56}}{\tau_{5}} \right] \left[ \frac{\tau_{58}}{\tau_{5}} \right] \left[ \tau_{1} \right] \left[ \tau_{3} \right] \left[ \tau_{5} \right] \left[ \tau_{7} \right] \left[ \tau_{9} \right].
$$

(7.16)

Here each term within square brackets corresponds to $\varphi_h$ for some hyperedge $h \in E(T^1)$; for instance, the first three terms correspond to the three maximal 4-hyperedges in $T^1$. Although this factorization could be simplified, leaving it in its current form makes the connection to Kikuchi approximations more explicit; in particular, the factorization (7.16) leads immediately to a decomposition of the entropy. In an analogous manner, it is straightforward to derive factorizations and entropy decompositions for the remaining three hyperforests $\{T^i, i = 2, 3, 4\}$.

Now let $E_4 = \{(1245), (2356), (5689), (4578)\}$ denote the set of all 4-hyperedges. We then form the convex combination of the four (negative) entropies with uniform weight $1/4$ on each $T^i$; this weighted sum $\sum_{i=1}^{4} \frac{1}{4} A^*(\tau(T^i))$ takes the form:

$$
\frac{3}{4} \sum_{h \in E_4} \sum_{x_h} \tau_h(x_h) \log \varphi_h(x_h) + \sum_{s \in \{2,4,6,8\}} \sum_{x_{s5}} \tau_{s5}(x_{s5}) \log \frac{\tau_{s5}(x_{s5})}{\tau_{5}(x_{5})}
$$

$$
+ \sum_{s \in \{1,3,5,7,9\}} \sum_{x_{s}} \tau_{s}(x_{s}) \log \tau_{s}(x_{s}).
$$

(7.17)

The weight $3/4$ arises because each of the maximal hyperedges $h \in E_4$ appears in three of the four hypertrees. All of the (nonmaximal) hyperedge terms receive a weight of one, because they appear in all four hypertrees. Overall, then, these weights represent hyperedge appearance probabilities for this particular example, in analogy to ordinary edge appearance probabilities in the tree case. We now simplify the
expression in Equation (7.17) by expanding and collecting terms; doing so yields that the sum $-\sum_{i=1}^{4} \frac{1}{4} A^* (\tau (T^i))$ is equal to the following weighted combination of entropies:

$$\frac{3}{4} [H_{1245} + H_{2356} + H_{5689} + H_{4578}] - \frac{1}{2} [H_{25} + H_{45} + H_{56} + H_{58}]$$
$$+ \frac{1}{4} [H_1 + H_3 + H_7 + H_9].$$

(7.18)

If, on the other hand, starting from Equation (7.17) again, suppose that we included each maximal hyperedge with a weight of 1, instead of 3/4. Then, after some simplification, we would find that (the negative of) Equation (7.17) is equal to the following combination of local entropies

$$[H_{1245} + H_{2356} + H_{5689} + H_{4578}] - [H_{25} + H_{45} + H_{56} + H_{58}] + H_5,$$

which is equivalent to the Kikuchi approximation derived in Example 4.6. However, the choice of all ones for the hyperedge appearance probabilities is invalid — that is, it could never arise from taking a convex combination of hypertree entropies.

More generally, any entropy approximation formed by taking such convex combinations of hypertree entropies will necessarily be convex. In contrast, with the exception of certain special cases [110, 167, 188, 189], Kikuchi and other hypergraph-based entropy approximations are typically not convex. In analogy to the tree-reweighted sum-product algorithm, it is possible to develop hypertree-reweighted forms of generalized sum-product updates [251, 260]. With a suitable choice of convex combination, the underlying variational problem will be strictly convex, and so the associated hypertree-reweighted sum-product algorithms will have a unique fixed point. An important difference from the case of ordinary trees, however, is that optimization of the hyperedge weights $\rho_e$ cannot be performed exactly using a greedy algorithm. Indeed, the hypertree analog of the maximum weight spanning tree problem is known to be NP-hard [129].
7.2 Variational Methods from Convex Relaxations

7.2.3 Convex Forms of Expectation-Propagation

As discussed in Section 4.3, the family of expectation-propagation algorithms [172, 175], as well as related moment-matching algorithms [64, 115, 185], can be understood in terms of term-by-term entropy approximations. From this perspective, it is clear how to derive convex analogs of the variational problem (4.69) that underlies expectation-propagation.

In particular, recall from Equation (4.75) the form of the term-by-term entropy approximation

\[ H_{\text{ep}}(\tau, \tilde{\tau}) := H(\tau) + \sum_{\ell=1}^{d_I} \left[ H(\tau, \tilde{\tau}^\ell) - H(\tau) \right], \]

where \( H(\tau) \) represents the entropy of the base distribution, and \( H(\tau, \tilde{\tau}^\ell) \) represents the entropy of the base plus \( \ell \)th term. Implicitly, this entropy approximation is weighting each term \( i = 1, \ldots, d_I \) with weight one. Suppose instead that we consider a family of nonnegative weights \( \{\rho(1), \ldots, \rho(d_I)\} \) over the different terms, and use the reweighted term-by-term entropy approximation

\[ H_{\text{ep}}(\tau, \tilde{\tau}; \rho) := H(\tau) + \sum_{\ell=1}^{d_I} \rho(\ell) \left[ H(\tau, \tilde{\tau}^\ell) - H(\tau) \right]. \] (7.19)

For suitable choice of weights — for instance, if we enforce the constraint \( \sum_{\ell=1}^{d_I} \rho(\ell) = 1 \) — this reweighted entropy approximation is concave. Other choices of nonnegative weights could also produce concave entropy approximations. The EP outer bound \( \mathcal{L}(\phi; \Phi) \) on the set \( \mathcal{M}(\phi) \), as defined in Equation (4.67), is a convex set by definition. Consequently, if we combine a convex entropy approximation (7.19) with this outer bound, we obtain “convexified” forms of the EP variational problem. Following the line of development in Section 4.3, it is also possible to derive Lagrangian algorithms for solving these optimization problems. Due to underlying structure, the updates can again be cast in terms of moment-matching steps. In contrast to standard forms of EP, a benefit of these algorithms would be the existence of unique fixed points, assured by the convexity of the underlying variational principle. With different motivations, not directly related to convexity and
uniqueness, Minka [173] has discussed reweighted forms of EP, referred to as “power EP.” Seeger et al. [214] reported that reweighted forms of EP appear to have better empirical convergence properties than standard EP. It would be interesting to study connections between the convexity of the EP entropy approximation, and the convergence and stability properties of the EP updates.

7.2.4 Other entropy approximations

Trees (and the associated hierarchy of hypertrees) represent the best known classes of tractable graphical models. However, exact computation is also tractable for certain other classes of graphical models. Unlike hypertrees, certain models may be intractable in general, but tractable for specific settings of the parameters. For instance, consider the subclass of planar graphs (which can be drawn in the 2D plane without any crossing of the edges, for instance 2D grid models). Although exact computation for an arbitrary Markov random field on a planar graph is known to be intractable, if one considers only binary random variables without any observation potentials (i.e., Ising models of the form \( p_\theta(x) \propto \exp\{\sum_{(s,t)\in E} \theta_{st}x_sx_t\} \)), then it is possible to compute the cumulant function \( A(\theta) \) exactly, using clever combinatorial reductions due independently to Fisher [81] and Kastelyn [132]. Globerson and Jaakkola [94] exploit these facts in order to derive a variational relaxation based on convex combination of planar subgraphs, as well as iterative algorithms for computing the optimal bound. They provide experimental results for various types of graphs (both grids and fully connected graphs), with results superior to the TRW relaxation (7.11) for most coupling strengths, albeit with higher computational cost. As they point out, it should also be possible to combine hypertrees with planar graphs to form composite approximations.

7.3 Other Convex Variational Methods

The previous section focused exclusively on variational methods based on the idea of convex combinations, as stated in Equation (7.7). However, not all convex variational methods need arise in this way; more generally, a convex variational method requires only (a) some type of
convex approximation to the dual function $A^*$ (negative entropy), and (b) convex outer bound on the set $\mathcal{M}$. This basic two-step procedure can be used to derive many convex relaxations of the marginalization problem.

### 7.3.1 Semidefinite Constraints and Log-determinant Bound

We illustrate this two-step procedure by describing a log-determinant relaxation for discrete Markov random fields [248]. This method differs qualitatively from the previously described Bethe/Kikuchi methods, in that it uses a semidefinite outer bound on the marginal polytope $\mathcal{M}(G)$. Although the basic ideas are more generally applicable, let us focus for concreteness on the case of a binary random vector $X \in \{0, 1\}^m$, with a distribution in the Ising form:

$$p_\theta(x) = \exp \left\{ \sum_{s \in V} \theta_s x_s + \sum_{(s,t)} \theta_{st} x_s x_t - A(\theta) \right\}. \quad (7.20)$$

Without loss of generality,\(^1\) we assume that the underlying graph is the complete graph $K_m$, so that the marginal polytope of interest is $\mathcal{M}(K_m)$. With this set-up, the mean parameterization consists of the vector $\mu \in \mathcal{M}(K_m) \subset \mathbb{R}^{m+\binom{m}{2}}$, with elements $\mu_s = \mathbb{E}[X_s]$ for each node, and $\mu_{st} = \mathbb{E}[X_s X_t]$ for each edge.

First, we describe how to approximate the negative dual function $-A^*$, or entropy function. An important characterization of the multivariate Gaussian is as the maximum entropy distribution subject to covariance constraints [57]. In particular, the differential entropy $h(\tilde{X})$ of any continuous random vector $\tilde{X}$ is upper bounded by the entropy of a Gaussian with matched covariance. In analytical terms, we have

$$h(\tilde{X}) \leq \frac{1}{2} \log \det \text{cov}(\tilde{X}) + \frac{m}{2} \log(2\pi e), \quad (7.21)$$

where $\text{cov}(\tilde{X})$ is the covariance matrix of $\tilde{X}$. The upper bound (7.21) is not directly applicable to a random vector taking values in a discrete space (since differential entropy in this case diverges to minus

\(^1\)A problem defined on an arbitrary $G = (V, E)$ can be embedded into the complete graph by setting $\theta_{st} = 0$ for all $(s,t) \notin E$. 
infinity). Therefore, in order to exploit this bound for the discrete random vector \( X \in \{0,1\}^m \) of interest, it is necessary to construct a suitably matched continuous version of \( X \). One method to do so is by the addition of an independent random vector \( U \), such that the atoms in the distribution of \( X \) are smoothed out. In particular, let us define the continuous random vector \( \tilde{X} := X + U \), where \( U \) is independent of \( X \), with independent components distributed uniformly as \( U_s \sim U[-\frac{1}{2}, \frac{1}{2}] \). A key property of this construction is that it matches the discrete entropy of \( X \) with the differential entropy of \( \tilde{X} \) — that is, \( h(\tilde{X}) = H(X); \) see Wainwright and Jordan [248] for the proof. Since \( X \) and \( U \) are continuous by construction, a straightforward computation yields \( \text{cov}(\tilde{X}) = \text{cov}(X) + \frac{1}{12} I_m \), so Equation (7.21) yields the upper bound

\[
H(X) \leq \frac{1}{2} \log \det \left[ \text{cov}(X) + \frac{1}{12} I_m \right] + \frac{m}{2} \log(2\pi e).
\]

Second, we need to provide an outer bound on the marginal polytope for which the entropy approximation above is well defined. The simplest such outer bound is obtained by observing that the covariance matrix \( \text{cov}(X) \) must always be positive semidefinite. (Indeed, for any vector \( a \in \mathbb{R}^m \), we have \( \langle a, \text{cov}(X)a \rangle = \text{var}(\langle a, X \rangle) \geq 0 \).) Note that elements of the matrix \( \text{cov}(X) \) can be expressed in terms of the mean parameters \( \mu_s \) and \( \mu_{st} \). In particular, consider the \((m + 1) \times (m + 1)\) matrix

\[
N_1[\mu] = \mathbb{E} \left[ \begin{bmatrix} 1 & X \\ X & 1 \\ \end{bmatrix} \right] = \begin{bmatrix}
1 & \mu_1 & \mu_2 & \ldots & \mu_{m-1} & \mu_m \\
\mu_1 & \mu_1 & \mu_{12} & \ldots & \mu_{1(m-1)} & \mu_{1m} \\
\mu_2 & \mu_{21} & \mu_2 & \mu_{23} & \ldots & \mu_{2m} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\mu_{m-1} & \mu_{(m-1)1} & \ldots & \ldots & \mu_{(m-1)} & \mu_{(m-1)m} \\
\mu_m & \mu_{m1} & \ldots & \ldots & \mu_{m(m-1)} & \mu_m \\
\end{bmatrix}.
\]

By the Schur complement formula [114], the constraint \( N_1[\mu] \succeq 0 \) is equivalent to the constraint \( \text{cov}(X) \succeq 0 \). Consequently, the set

\[
\mathcal{S}_1(K_m) := \{ \tau \in \mathbb{R}^{m+\binom{m}{2}} \mid N_1[\tau] \succeq 0 \}
\]
is an outer bound on the marginal polytope $\mathbb{M}(K_m)$. It is not difficult to see that the set $S_1(K_m)$ is closed, convex, and also bounded, since it is contained within the hypercube $[0,1]^{m+\binom{m}{2}}$. Again, our switch in notation from $\mu$ to $\tau$ is deliberate, since vectors $\tau$ belonging to the semidefinite constraint set $S_1(K_m)$ need not be globally consistent (see Section 9 for more details).

We now have the two necessary ingredients to define a convex variational principle based on a log-determinant relaxation [248]. In addition to the constraint $\tau \in S_1(K_m)$, one might imagine enforcing other constraints (e.g., the linear constraints defining the set $\mathbb{L}(G)$). Accordingly, let $\mathbb{B}(K_m)$ denote any convex and compact outer bound on $\mathbb{M}(K_m)$ that is contained within $S_1(K_m)$. With this notation, the cumulant function $A(\theta)$ is upper bounded by the log-determinant convex surrogate $B_{\text{LD}}(\theta)$, defined by the variational problem

$$
\max_{\tau \in \mathbb{B}(K_m)} \left\{ \langle \theta, \tau \rangle + \frac{1}{2} \log \det \left[ N_1[\tau] + \frac{1}{12} \text{blkdiag}[0, I_m] \right] \right\} + \frac{m}{2} \log(2\pi e),
$$

(7.22)

where $\text{blkdiag}[0, I_m]$ is an $(m+1) \times (m+1)$ block-diagonal matrix. By enforcing the inclusion $\mathbb{B}(K_m) \subseteq S_1(K_m)$ we guarantee that the matrix $N_1[\tau]$, and hence the matrix sum

$$
N_1[\tau] + \frac{1}{12} \text{blkdiag}[0, I_m]
$$

will always be positive semidefinite. Importantly, the optimization problem (7.22) is a standard determinant maximization problem, for which efficient interior point methods have been developed [e.g., 235]. Wainwright and Jordan [248] derive an efficient algorithm for solving a slightly weakened form of the log-determinant problem (7.22), and provide empirical results for various types of graphs. Banerjee et al. [8] exploit the log-determinant relaxation (7.22) for a sparse model selection procedure, and develop coordinate-wise algorithms for solving a broader class of convex programs.

### 7.3.2 Other Entropy Approximations and Polytope Bounds

There are many other approaches, using different approximations to the entropy and outer bounds on the marginal polytope, that lead
to interesting convex variational principles. For instance, Globerson and Jaakkola [95] exploit the notion of conditional entropy decomposition in order to construct whole families of upper bounds on the entropy, including as a special case the hypertree-based entropy bounds that underlie the reweighted Bethe/Kikuchi approaches. Sontag and Jaakkola [219] examine the effect of tightened outer bounds on the marginal polytope, including the so-called cycle inequalities [69, 187]. Among other issues, they examine the differing effects of changing the entropy approximation versus refining the outer bound on the marginal polytope. These questions remain an active and ongoing area of research.

7.4 Algorithmic Stability

As discussed earlier, an obvious benefit of approximate marginalization methods based on convex variational principles is the resulting uniqueness of the minima, and hence lack of dependence on algorithmic details, or initial conditions. In this section, we turn to a less obvious but equally important benefit of convexity, of particular relevance in a statistical setting. More specifically, in typical applications of graphical models, the model parameters or graph topologies themselves are uncertain. (For instance, they may have been estimated from noisy or incomplete data.) In such a setting, then, it is natural to ask whether the output of a given variational method remains stable under small perturbations to the model parameters. Not all variational algorithms are stable in this sense; for instance, both mean field methods and the ordinary sum-product algorithm can be highly unstable, with small perturbations in the model parameters leading to very large changes in the fixed point(s) and outputs of the algorithm.

In this section, we show that any variational method based on a suitable convex optimization problem — in contrast to mean field and ordinary sum-product — has an associated guarantee of Lipschitz stability. In particular, let $\tau(\theta)$ denote the output when some variational method is applied to the model $p_\theta$. Given two norms $\|\cdot\|_a$ and $\|\cdot\|_b$, we say that the method is globally Lipschitz stable if there exists some
finite constant $L$ such that
\[ \| \tau(\theta) - \tau(\theta') \|_a \leq L \| \theta - \theta' \|_b, \] (7.23)
for any $\theta, \theta' \in \Omega$. This definition is one way of formalizing the notion of \textit{algorithmic stability}: namely, that if the difference $\| \theta - \theta' \|_b$ between models indexed by $\theta$ and $\theta'$ is small, then the difference $\| \tau(\theta) - \tau(\theta') \|_a$ between the algorithm’s outputs is correspondingly small. As an illustration, Figure 7.3 compares the behavior of the ordinary sum-product algorithm — known to be instable in certain regimes — to the tree-reweighted sum-product algorithm. Note how the sum-product algorithm degrades rapidly beyond a certain critical coupling strength, whereas the performance of the tree-reweighted algorithm varies smoothly as a function of the coupling strength.

Let us now try to gain some theoretical insight into which variational methods satisfy this Lipschitz property. Consider a generic variational

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure7.3}
\caption{Fig. 7.3 Contrast between the instability of ordinary sum-product and stability of tree-reweighted sum-product [246]. Plots show the error between the true marginals and correct marginals versus the coupling strength in a binary pairwise Markov random field. Note that the ordinary sum-product algorithm is very accurate up to a critical coupling ($\approx 0.70$), after which it degrades rapidly. On the other hand, the performance of TRW message-passing varies smoothly as a function of the coupling strength. The plot shows two versions of the TRW sum-product algorithm, either based on uniform edge weights $\rho_{st} = 1/2$, or edge weights optimized to minimize the upper bound.}
\end{figure}
method of the form:

\[ B(\theta) = \sup_{\tau \in \mathcal{L}} \{ \langle \theta, \tau \rangle - B^*(\tau) \}, \quad (7.24) \]

where \( \mathcal{L} \) is a convex outer bound on the set \( \mathcal{M} \), and \( B^* \) is a convex approximation to the dual function \( A^* \). Let us consider the properties of the surrogate function \( B \) that we have defined. As mentioned previously, it is always a convex function of \( \theta \). In terms of properties beyond convexity, they are determined by the nature of the function \( B^* \). For instance, suppose that \( B^* \) is strictly convex; then the optimum (7.24) is uniquely attained, so that Danskin’s theorem [21] ensures that \( B \) is differentiable.

In terms of Lipschitz stability, it turns out that a somewhat stronger notion of convexity is required; in particular, a differentiable function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is \textit{strongly convex} with parameter \( c \) if for all \( y, z \in \mathbb{R}^d \),

\[ f(z) \geq f(y) + \langle \nabla f(y), z - y \rangle + \frac{c}{2} \| z - y \|^2. \quad (7.25) \]

Note that any differentiable convex function satisfies this inequality (7.25) with \( c = 0 \); the essence of strong convexity is that the same inequality is satisfied with slack \( \frac{c}{2} \| z - y \|^2 \). (In fact, an equivalent characterization of strong convexity is to require that the function \( f(z) - \frac{c}{2} \| z \|^2 \) be convex [112].) In the setting of the convex surrogate (7.24), suppose that the function \( B \) is strictly convex, and the (negative) entropy approximation \( B^* \) is strongly convex, say with parameter \( 1/L > 0 \). Under this assumption, it can be shown [241] that the output \( \tau(\theta) = \nabla B(\theta) \) of the variational method is Lipschitz stable, in the sense of definition (7.23), with parameter \( L \) and norms \( \| \cdot \|_a = \| \cdot \|_b = \| \cdot \|_2 \).

Thus, when using variational methods of the form (7.24), the issue of algorithmic stability reduces to strong convexity of the negative entropy approximation \( B^* \). What existing variational methods are based on strongly convex entropy approximations? For instance, the tree-reweighted Bethe entropy (7.10) is strongly convex [241] for any pairwise Markov random field, so that as a corollary, the tree-reweighted sum-product algorithm is guaranteed to be globally Lipschitz stable. This Lipschitz stability provides a theoretical explanation of the behavior illustrated in Figure 7.3. Similarly, empirical
results due to Wiegerinck [260] show that suitably reweighted forms of generalized belief propagation (GBP) also behave in a stable manner (unlike standard GBP), and this stability can be confirmed theoretically via strong convexity. It can also be shown that the log-determinant relaxation (7.22) is Lipschitz stable.

7.5 Convex Surrogates in Parameter Estimation

Until now, we have discussed convex variational methods in the context of computing approximations to the cumulant function value $A(\theta)$, as well as approximate mean parameters $\mu$. Here, we discuss an alternative use of convex surrogates of the form (7.24), namely for approximate parameter estimation. Recall from Section 6 our discussion of maximum likelihood (ML) estimation in exponential families: it entails maximizing the rescaled log likelihood, given by

$$\ell(\theta; X^n_1) = \ell(\theta) = \langle \theta, \hat{\mu} \rangle - A(\theta), \quad (7.26)$$

where $\hat{\mu} := \frac{1}{n} \sum_{i=1}^{n} \phi(X^i)$ is the empirical expectation of the sufficient statistics given the data $X^n_1 = (X^1, \ldots, X^n)$. Recall also that the derivative of the log likelihood takes the form $\nabla \ell(\theta) = \hat{\mu} - \mu(\theta)$, where $\mu(\theta) = E_{\theta}[\phi(X)]$ are the mean parameters under the current model parameter. As discussed in Section 6, this fact motivates a natural approach to approximate parameter estimation, in which the true model parameters $\mu(\theta)$ are approximated by the output $\tau(\theta)$ of some variational method. For instance, this approach has frequently been suggested, using sum-product to compute the approximate mean parameters $\tau(\theta)$. Such heuristics may yield good results in some settings; however, if the underlying variational method is nonconvex, such a heuristic cannot be interpreted as minimizing an approximation to the likelihood. Indeed, given multiple fixed points, its behavior can be unstable and erratic; the papers [241, 243] provide some cautionary instances of poor behavior with ordinary sum-product.

7.5.1 Surrogate Likelihoods

On the other hand, the perspective of convex surrogates to $A$, of the form (7.24), suggests a related but more principled method for
approximate ML estimation, based on maximizing a concave approximation to the likelihood. Let us assume that the outer bound $L$ is compact and the negative entropy approximation $B^*$ is strictly convex, so that the maximum (7.24) is uniquely attained, say at some $\tau(\theta) \in L$. Recall that Danskin’s theorem [21] shows that the convex surrogate $B$ is differentiable, with $\nabla B(\theta) = \tau(\theta)$. (Note the parallel with the gradient $\nabla A$, and its link to the mean parameterization, as summarized in Proposition 3.1). Given a convex surrogate $B$, let us define the associated 

**surrogate likelihood** as

$$\ell_B(\theta; X^n_n) = \ell_B(\theta) := \langle \theta, \hat{\mu} \rangle - B(\theta). \quad (7.27)$$

Assuming that $B$ is strictly convex, then this surrogate likelihood is strictly concave, and so (at least for compact parameter spaces $\Omega$), we have the well-defined 

**surrogate ML estimate**

$$\tilde{\theta}_B := \arg\max_{\theta \in \Omega} \ell_B(\theta; X^n_n).$$

Note that when $B$ upper bounds the true cumulant function (as in the convex variational methods described in Section 7.1), then the surrogate likelihood $\ell_B$ lower bounds the true likelihood, and $\tilde{\theta}_B$ is obtained from maximizing this lower bound.

### 7.5.2 Optimizing Surrogate Likelihoods

In general, it is relatively straightforward to compute the surrogate estimate $\tilde{\theta} = \tilde{\theta}_B$. Indeed, from our discussion above, the derivative of the surrogate likelihood is $\nabla \ell_B(\theta) = \hat{\mu} - \tau(\theta)$, where $\tau(\theta) = \nabla B(\theta)$ are the approximate mean parameters computed by the variational method associated with $B$. Since the optimization problem is concave, a standard gradient ascent algorithm (among other possibilities) could be used to compute $\tilde{\theta}_B$.

Interestingly, in certain cases, the unregularized surrogate MLE can be specified in closed form, without the need for any optimization. As an example, consider the reweighted Bethe surrogate (7.11), and the associated surrogate likelihood. The surrogate MLE is defined by the fixed point relation $\nabla \ell_B(\theta) = 0$, which has a very intuitive interpretation. Namely, the model parameters $\tilde{\theta}$ are chosen such that, when
the TRW sum-product updates (7.12) are applied to the model $p_{\tilde{\theta}}$, the resulting pseudo mean parameters $\tau(\tilde{\theta})$ computed by the algorithm are equal to the empirical mean parameters $\hat{\mu}$. Assuming that the empirical mean vector has strictly positive elements, the unique vector $\tilde{\theta}$ with this property has the closed-form expression:

$$\forall s \in V, j \in \mathcal{X}_s, \quad \tilde{\theta}_{s:j} = \log \hat{\mu}_{s:j}, \quad \text{and} \quad (7.28a)$$

$$\forall (s,t) \in E, (j,k) \in \mathcal{X}_s \times \mathcal{X}_t, \quad \tilde{\theta}_{st:jk} = \rho_{st} \log \frac{\hat{\mu}_{st:jk}}{\hat{\mu}_{s:j} \hat{\mu}_{t:k}}. \quad (7.28b)$$

Here $\hat{\mu}_{s:j} = \mathbb{E}[I_j(X_s)]$ is the empirical probability of the event $\{X_s = j\}$, and $\hat{\mu}_{st:jk}$ is the empirical probability of the event $\{X_s = j, X_t = k\}$. By construction, the vector $\tilde{\theta}$ defined by Equation (7.28) has the property that $\hat{\mu}$ are the pseudomarginals associated with mode $p_{\tilde{\theta}}$. The proof of this fact relies on the tree-based reparameterization interpretation of the ordinary sum-product algorithm, as well as its reweighted extensions [243, 246]; see Section 4.1.4 for details on reparameterization. Similarly, closed-form solutions can be obtained for reweighted forms of Kikuchi and region graph approximations (Section 7.2.2), and convexified forms of expectation-propagation and other moment-matching algorithms (Section 7.2.3). Such a closed-form solution eliminates the need for any iterative algorithms in the complete data setting (as described here), and can substantially reduce computational overhead if a variational method is used within an inner loop in the incomplete data setting.

### 7.5.3 Penalized Surrogate Likelihoods

Rather than maximizing the log likelihood (7.26) itself, it is often better to maximize a penalized likelihood function $\tilde{\ell}(\theta; \lambda) := \ell(\theta) - \lambda R(\theta)$, where $\lambda > 0$ is a regularization constant and $R$ is a penalty function, assumed to be convex but not necessarily differentiable (e.g., $\ell_1$ penalization). Such procedures can be motivated either from a frequentist perspective (and justified in terms of improved loss and risk), or from a Bayesian perspective, where the quantity $\lambda R(\theta)$ might arise from a prior over the parameter space. If maximization of the likelihood is intractable then regularized likelihood is still intractable, so let
us consider approximate procedures based on maximizing a regularized surrogate likelihood (RSL) \( \tilde{\ell}_B(\theta; \lambda) := \ell_B(\theta) - \lambda R(\theta) \). Again, given that \( \ell_B \) is convex and differentiable, this optimization problem could be solved by a variety of standard methods.

Here, we describe an alternative formulation of optimizing the penalized surrogate likelihood, which exploits the variational manner in which the surrogate \( B \) was defined (7.24). If we reformulate the problem as one of minimizing the negative RSL, substituting the definition (7.24) yields the equivalent saddlepoint problem:

\[
\inf_{\theta \in \Omega} \{-\langle \theta, \hat{\mu} \rangle + B(\theta) + \lambda R(\theta)\}
= \inf_{\theta \in \Omega} \left\{ -\langle \theta, \hat{\mu} \rangle + \sup_{\tau \in \mathcal{L}} \{\langle \theta, \tau \rangle - B^*(\tau)\} + \lambda R(\theta) \right\}
= \inf_{\theta \in \Omega} \sup_{\tau \in \mathcal{L}} \{\langle \theta, \tau - \hat{\mu} \rangle - B^*(\tau) + \lambda R(\theta)\}.
\]

Note that this saddlepoint problem involves convex minimization and concave maximization; therefore, under standard regularity assumptions (e.g., either compactness of the constraint sets, or coercivity of the function; see Section VII of Hiriart-Urruty and Lemaréchal [112]), we can exchange the sup and inf to obtain

\[
\inf_{\theta \in \Omega} \{-\ell_B(\theta) + \lambda R(\theta)\} = \sup_{\tau \in \mathcal{L}} \inf_{\theta \in \Omega} \{\langle \theta, \tau - \hat{\mu} \rangle - B^*(\tau) + \lambda R(\theta)\}
= \sup_{\tau \in \mathcal{L}} \left\{ -B^*(\tau) - \lambda \sup_{\theta \in \Omega} \{\langle \theta, \frac{\tau - \hat{\mu}}{\lambda} \rangle - R(\theta)\} \right\}
= \sup_{\tau \in \mathcal{L}} \left\{ -B^*(\tau) - \lambda R^*_\Omega \left( \frac{\tau - \hat{\mu}}{\lambda} \right) \right\}, \tag{7.29}
\]

where \( R^*_\Omega \) is the conjugate dual function of \( R(\theta) + \mathbb{1}_\Omega(\theta) \). Consequently, assuming that it is feasible to compute the dual function \( R^*_\Omega \), maximizing the RSL reduces to an unconstrained optimization problem involving the function \( B^* \) used to define the surrogate function \( B \). We illustrate with a particular family of examples:

**Example 7.3 (Regularized Surrogate Bethe Likelihood).** Suppose that we use the surrogate function \( B_T(\theta; \rho_e) \) defined in
Theorem 7.2 to form a surrogate likelihood $\ell_B$, and that for our regularizing function, we use an $\ell_q$ norm $\|\theta\|_q$ with $q \geq 1$. For the discrete Markov random fields to which the reweighted Bethe surrogate $B_\Sigma(\theta; \rho_e)$ applies, the parameter space is simply $\Omega = \mathbb{R}^d$, so that we can calculate

$$R^*(\tau) = \sup_{\theta \in \mathbb{R}^d} \{ \langle \theta, \tau \rangle - \|\theta\|_q \}$$

$$= \begin{cases} 0 & \text{if } \|\tau\|_{q'} \leq 1, \text{ where } 1/q' = 1 - 1/q, \\ +\infty & \text{otherwise}, \end{cases}$$

using the fact that $\|\theta\|_q = \sup_{\|\tau\|_{q'} \leq 1} \langle \tau, \theta \rangle$. Thus, the dual RSL problem (7.29) takes the form:

$$\sup_{\|\tau - \hat{\mu}\|_{q'} \leq \lambda} \left[ - B^*(\tau) \right] = \sup_{\|\tau - \hat{\mu}\|_{q'} \leq \lambda} \left\{ \sum_{s \in V} H_s(\tau_s) - \sum_{(s,t) \in E} \rho_{st} I_{st}(\tau_{st}) \right\}.$$ 

Note that this problem has a very intuitive interpretation: it involves maximizing the Bethe entropy, subject to an $\ell_{q'}$-norm constraint on the distance to the empirical mean parameters $\hat{\mu}$. As pointed out by several authors [63, 71], a similar dual interpretation also exists for regularized exact maximum likelihood. The choice of regularization translates into a certain uncertainty or robustness constraint in the dual domain. For instance, given $\ell_2$ regularization ($q = 2$) on $\theta$, we have $q' = 2$ so that the dual regularization is also $\ell_2$-based. On the other hand, for $\ell_1$-regularization, ($q = 1$) the corresponding dual norm is $\ell_\infty$ ($q' = +\infty$), so that we have box constraints in the dual domain.

There remain a large number of open research questions associated with the use of convex surrogates for approximate estimation. An immediate statistical issue is to understand the consistency, asymptotic normality and other issues associated with an estimate $\tilde{\theta}_B$ obtained from a convex surrogate. These properties are straightforward to analyze, since the estimate $\tilde{\theta}_B$ is a particular case of an M-estimator [233]. Consequently, under mild conditions on the surrogate (so as to ensure uniform convergence of the empirical version to the population version), we are guaranteed that $\tilde{\theta}_B$ converges in probability to the minimizer of
the population surrogate likelihood — namely
\[ \theta_B^* = \arg\min_{\theta \in \Omega} \{ \langle \theta, \mu \rangle - B(\theta) \}, \] (7.30)
where \( \mu = \mathbb{E}_{\theta^*} [\phi(X)] \) are the mean parameters under the true distribution \( p_{\theta^*} \). When the convex surrogate is strictly convex, the unique minimizer of the population version is the parameter vector \( \theta_B^* \) such that \( \nabla B(\theta_B^*) = \mu \). Consequently, unless the mapping \( \nabla B \) coincides with the mapping \( \nabla A \), the estimators based on convex surrogates of the type described here can be inconsistent, meaning that the random variable \( \tilde{\theta}_B \) may not converge to the true model parameter \( \theta^* \).

Of course, such inconsistency is undesirable if the true parameter \( \theta^* \) is of primary interest. However, in other settings, it may actually be desirable to use an inconsistent estimator. For instance, suppose that we are interested in constructing a model with good predictive power, and moreover that in constructing new predictions, we are constrained to use only “tractable” algorithms. For instance, we might be prevented from computing the exact likelihoods and marginal distributions of a graphical model, but instead required to use only approximate algorithms, such as sum-product or expectation-propagation. In such settings, one can imagine that it might be beneficial to use an “incorrect” model, since we are applying an approximate algorithm to generate predictions. Based on this intuition, Wainwright [241] proves that when performing prediction using the reweighted sum-product algorithm, the parameter estimates from the tree-reweighted Bethe surrogate, even though they are different from the true model, yield lower prediction error than an oracle given access to the true model, but also required to use the reweighted sum-product algorithm. It is likely that such phenomena also arise in other settings where computation is limited.
Thus far, the bulk of our discussion has focused on variational methods that, when applied to a given model $p_\theta$, yield approximations to the mean parameters $\mu = \mathbb{E}_\theta[\phi(X)]$, as well as to the log partition or cumulant function $A(\theta)$. In this section, we turn our attention to a related but distinct problem — namely, that of computing a mode or most probable configuration associated with the distribution $p_\theta$. It turns out that the mode problem has a variational formulation in which the set $\mathcal{M}$ of mean parameters once again plays a central role. More specifically, since mode computation is of significant interest for discrete random vectors, the marginal polytopes $\mathbb{M}(G)$ play a central role through much of this section.

### 8.1 Variational Formulation of Computing Modes

Given a member $p_\theta$ of some exponential family, the mode computation problem refers to computing a configuration $x^* \in \mathcal{X}^m$ that belongs to the set

$$\arg \max_{x \in \mathcal{X}^m} p_\theta(x) := \{y \in \mathcal{X}^m \mid p_\theta(y) \geq p_\theta(x) \quad \forall \ x \in \mathcal{X}^m\}. \quad (8.1)$$
We assume that at least one mode exists, so that this argmax set is nonempty. Moreover, it is convenient for development in the sequel to note the equivalence

\[
\arg \max_{x \in \mathcal{X}^m} p_\theta(x) = \arg \max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle,
\]

which follows from the exponential form of the density \( p_\theta \), and the fact that the cumulant function \( A(\theta) \) does not depend on \( x \).

It is not immediately obvious how the MAP problem (8.2) is related to the variational principle from Theorem 3.4. As it turns out, the link lies in the notion of the “zero-temperature limit”. We begin by providing intuition for the more formal result to follow. From its definition and Theorem 3.4, for any parameter vector \( \theta \in \Omega \), the cumulant function has the following two representations:

\[
A(\theta) := \log \int \exp \left\{ \langle \theta, \phi(x) \rangle \right\} \nu(dx) = \sup_{\mu \in \mathcal{M}} \{ \langle \theta, \mu \rangle - A^*(\mu) \}.
\]

(8.3)

Now suppose that we rescale the canonical parameter \( \theta \) by some scalar \( \beta > 0 \). For the sake of this argument, let us assume that \( \beta \theta \in \Omega \) for all \( \beta > 0 \). Such a rescaling will put more weight, in a relative sense, on regions of the sample space \( \mathcal{X}^m \) for which \( \langle \theta, \phi(x) \rangle \) is large. Ultimately, as \( \beta \to +\infty \), probability mass should remain only on configurations \( x^* \) in the set \( \arg \max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle \).

This intuition suggests that the behavior of the function \( A(\beta \theta) \) should have a close connection to the problem of computing \( \max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle \). Since \( A(\beta \theta) \) may diverge as \( \beta \to +\infty \), it is most natural to consider the limiting behavior of the scaled quantity \( A(\beta \theta) / \beta \).

More formally, we state the following:

**Theorem 8.1** For all \( \theta \in \Omega \), the problem of mode computation has the following alternative representations:

\[
\max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle = \max_{\mu \in \mathcal{M}} \langle \theta, \mu \rangle, \quad \text{and} \quad \text{(8.4a)}
\]

\[
\max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle = \lim_{\beta \to +\infty} \frac{A(\beta \theta)}{\beta}. \quad \text{(8.4b)}
\]
We provide the proof of this result in Appendix B.5; here we elaborate on its connections to the general variational principle (3.45), stated in Theorem 3.4. As a particular consequence of the general variational principle, we have

$$\lim_{\beta \to +\infty} \frac{A(\beta \theta)}{\beta} = \lim_{\beta \to +\infty} \frac{1}{\beta} \sup_{\mu \in \mathcal{M}} \left\{ \langle \beta \theta, \mu \rangle - A^*(\mu) \right\}$$

$$= \lim_{\beta \to +\infty} \sup_{\mu \in \mathcal{M}} \left\{ \langle \theta, \mu \rangle - \frac{1}{\beta} A^*(\mu) \right\}.$$ 

In this context, one implication of Theorem 8.1 is that the order of the limit over $\beta$ and the supremum over $\mu$ can be exchanged. It is important to note that such an exchange is not correct in general; in this case, justification is provided by the convexity of $A^*$ (see Appendix B.5 for details).

As with the variational principle of Theorem 3.4, only certain special cases of the variational problem $\max_{\mu \in \mathcal{M}} \langle \theta, \mu \rangle$ can be solved exactly in a computationally efficient manner. The case of tree-structured Markov random fields on discrete random variables, discussed in Section 8.2, is one such case; another important exactly solvable case is the Gauss Markov random field, discussed in Section 8.3 and Appendix C.3. With reference to other (typically intractable) models, since the objective function itself is linear, the sole source of difficulty is the set $\mathcal{M}$, and in particular, the complexity of characterizing it with a small number of constraints. In the particular case of a discrete Markov random field associated with a graph $G$, the set $\mathcal{M}$ corresponds to the marginal polytope $\mathbb{M}(G)$, as discussed previously in Sections 3 and 4. For a discrete random vector, the mode-finding problem $\max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle$ is an integer program (IP), since it involves searching over a finite discrete space. An implication of Theorem 8.1, when specialized to this setting, is that this IP is equivalent to a linear program over the marginal polytope. Since integer programming problems are NP-hard in general, this equivalence underscores the inherent complexity of marginal polytopes.

This type of transformation — namely, from an integer program to a linear program over the convex hull of its solutions — is a standard technique in integer programming and combinatorial optimization [e.g., 24, 103]. The field of polyhedral combinatorics
[69, 103, 180, 212] is devoted to understanding the structure of polytopes arising from various classes of discrete problems. As we describe in this section, the perspective of graphical models provides additional insight into the structure of these marginal polytopes.

8.2 Max-product and Linear Programming on Trees

As discussed in Section 4, an important class of exactly solvable models are Markov random fields defined on tree-structured graphs, say $T = (V, E)$. Our earlier discussion focused on the computation of mean parameters and the cumulant function, showing that the sum-product algorithm can be understood as an iterative algorithm for exactly solving the Bethe variational problem on trees [268, 269]. In this section, we discuss the parallel link between the ordinary max-product algorithm and linear programming [245].

For a discrete MRF on the tree, the set $\mathcal{M}$ is given by the marginal polytope $\mathcal{M}(T)$, whose elements consist of a marginal probability vector $\mu_s(\cdot)$ for each node, and joint probability matrix $\mu_{st}(\cdot, \cdot)$ for each edge $(s, t) \in E$. Recall from Proposition 4.1 that for a tree, the polytope $\mathcal{M}(T)$ is equivalent to the constraint set $\mathbb{L}(T)$, and so has a compact description in terms of nonnegativity, local normalization, and edge marginalization conditions. Using this fact, we now show how the mode-finding problem for a tree-structured problem can be reformulated as a simple linear program (LP) over the set $\mathbb{L}(G)$.

Using $\mathbb{E}_{\mu_s}[\theta_s(x_s)] := \sum_{x_s} \mu_s(x_s) \theta_s(x_s)$ to expectation under the marginal distribution $\mu_s$ and with a similar definition for $\mathbb{E}_{\mu_{st}}$, let us define the cost function

$$\langle \mu, \theta \rangle := \sum_{s \in V} \mathbb{E}_{\mu_s}[\theta_s(x_s)] + \sum_{(s, t) \in E} \mathbb{E}_{\mu_{st}}[\theta_{st}(x_s, x_t)].$$

With this notation, Theorem 8.1 implies that the MAP problem for a tree is equivalent to

$$\max_{x \in \mathcal{X}^m} \left[ \sum_{s \in V} \theta_s(x_s) + \sum_{(s, t) \in E} \theta_{st}(x_s, x_t) \right] = \max_{\mu \in \mathbb{L}(T)} \langle \mu, \theta \rangle. \quad (8.5)$$

The left-hand side is the standard representation of the MAP problem as an integer program, whereas the right-hand side — an optimization
problem over the polytope $\mathbb{L}(T)$ with a linear objective function — is a linear program.

We now have two links: first, the equivalence between the original mode-finding integer program and the LP (8.5), and second, via Theorem 8.1, a connection between this linear program and the zero-temperature limit of the Bethe variational principle. These links raise the intriguing possibility: *is there a precise connection between the max-product algorithm and the linear program (8.5)?* The max-product algorithm — like its relative the sum-product algorithm — is a distributed graph-based algorithm, which operates by passing a message $M_{ts}$ along each direction $t \rightarrow s$ of each edge of the tree. For discrete random variables $X_s \in \{0, 1, \ldots, r - 1\}$, each message is a $r$-vector, and the messages are updated according to recursion

$$M_{ts}(x_s) \leftarrow \kappa \max_{x_t \in \mathcal{X}_t} \left\{ \exp \left\{ \theta_{st}(x_s, x_t) + \theta_t(x_t) \right\} \prod_{u \in N(t) \setminus s} M_{ut}(x_t) \right\}.$$ \hspace{1cm} (8.6)

The following result [245] gives an affirmative answer to the question above: for tree-structured graphs, the max-product updates (8.6) are a Lagrangian method for solving the dual of the linear program (8.5). This result can be viewed as the max-product analog to the connection between sum-product and the Bethe variational problem on trees, and its exactness for computing marginals, as summarized in Theorem 4.2.

To set up the Lagrangian, for each $x_s \in \mathcal{X}_s$, let $\lambda_{st}(x_s)$ be a Lagrange multiplier associated with the marginalization constraint $C_{ts}(x_s) = 0$, where

$$C_{ts}(x_s) := \mu_s(x_s) - \sum_{x_t} \mu_{st}(x_s, x_t).$$ \hspace{1cm} (8.7)

Let $\mathbb{N} \subset \mathbb{R}^d$ be the set of $\mu$ that are nonnegative and appropriately normalized:

$$\mathbb{N} := \left\{ \mu \in \mathbb{R}^d \mid \mu \geq 0, \sum_{x_s} \mu_s(x_s) = 1, \sum_{x_s, x_t} \mu_{st}(x_s, x_t) = 1 \right\}.$$ \hspace{1cm} (8.8)

With this notation, we have the following result:
Proposition 8.2 (Max-product and LP Duality). Consider the dual function $Q$ defined by the following partial Lagrangian formulation of the tree-structured LP (8.5):

$$Q(\lambda) := \max_{\mu \in \mathbb{N}} \mathcal{L}(\mu; \lambda),$$

where

$$\mathcal{L}(\mu; \lambda) := \langle \theta, \mu \rangle + \sum_{(s,t) \in E(T)} \left[ \sum_{x_s} \lambda_{ts}(x_s) C_{ts}(x_s) + \sum_{x_t} \lambda_{st}(x_t) C_{st}(x_t) \right].$$

For any fixed point $M^*$ of the max-product updates (8.6), the vector $\lambda^* := \log M^*$, where the logarithm is taken elementwise, is an optimal solution of the dual problem $\min_\lambda Q(\lambda)$.

Proof. We begin by deriving a convenient representation of the dual function $Q$. First, let us convert the tree to a directed version by first designating some node, say node 1 without loss of generality, as the root, and then directing all the edges from parent to child $t \to s$. With regard to this rooted tree, the objective function $\langle \theta, \mu \rangle$ has the alternative decomposition:

$$\sum_{x_1} \mu_1(x_1)\theta_1(x_1) + \sum_{t \to s} \sum_{x_t, x_s} \mu_{st}(x_s, x_t) \left[ \theta_{st}(x_s, x_t) + \theta_s(x_s) \right].$$

With this form of the cost function, the dual function can be put into the form

$$Q(\lambda) := \max_{\mu \in \mathbb{N}} \left\{ \sum_{x_1} \mu_1(x_1)\nu_1(x_1) \right. \left. + \sum_{t \to s} \sum_{x_t, x_s} \mu_{st}(x_s, x_t) \left[ \nu_{st}(x_s, x_t) - \nu_t(x_t) \right] \right\}, \quad (8.9)$$

where the quantities $\nu_s$ and $\nu_{st}$ are defined in terms of $\lambda$ and $\theta$ as:

$$\nu_t(x_t) = \theta_t(x_t) + \sum_{u \in N(t)} \lambda_{ut}(x_t), \quad \text{and} \quad (8.10a)$$

$$\nu_{st}(x_s, x_t) = \theta_{st}(x_s, x_t) + \theta_s(x_s) + \theta_t(x_t) + \sum_{u \in N(s) \setminus t} \lambda_{us}(x_s) + \sum_{u \in N(t) \setminus s} \lambda_{ut}(x_t). \quad (8.10b)$$
Taking the maximum over $\mu \in \mathbb{N}$ in Equation (8.9) yields that the dual function has the explicit form:

$$Q(\lambda) = \max_{x_1} \left[ \nu_1(x_1) \right] + \sum_{t \to s} \max_{x_s, x_t} \left[ \nu_{st}(x_s, x_t) - \nu_t(x_t) \right]. \quad (8.11)$$

Using the representation (8.11), we now have the necessary ingredients to make the connection to the max-product algorithm. Given a vector of messages $M$ in the max-product algorithm, we use it to define a vector of Lagrange multipliers via $\lambda = \log M$, where the logarithm is taken elementwise. With a bit of algebra, it can be seen that a message vector $M^*$ is a fixed point of the max-product updates (8.6) if and only if the associated $\nu^*_s$ and $\nu^*_{st}$, as defined by $\lambda^* := \log M^*$, satisfy the edgewise consistency condition

$$\max_{x_s} \nu^*_{st}(x_s, x_t) = \nu^*_t(x_t) + \kappa_{st} \quad (8.12)$$

for all $x_t \in \mathcal{X}_t$, where $\kappa_{st}$ is a constant independent of $x$. We now show that any such $\lambda^*$ is a dual optimal solution.

We first claim that under the edgewise consistency condition on a tree-structured graph, we can always find at least one configuration $x^* = (x_1^*, x_2^*, \ldots, x_m^*)$ that satisfies the conditions:

$$x_s^* \in \arg \max_{x_s} \nu^*_s(x_s) \quad \forall \ s \in V, \quad \text{and} \quad (8.13a)$$

$$(x_s^*, x_t^*) \in \arg \max_{x_s, x_t} \nu^*_{st}(x_s, x_t) \quad \forall \ (s, t) \in E. \quad (8.13b)$$

Indeed, such a configuration can be constructed recursively as follows. First, for the root node 1, choose $x_1^*$ to achieve the maximum $\max_{x_1} \nu^*_1(x_1)$. Second, for each child $t \in \mathcal{N}(1)$, choose $x_t$ to maximize $\nu_{t,1}(x_t, x_1^*)$, and then iterate the process. The edgewise consistency (8.12) guarantees that any configuration $(x_1^*, x_2^*, \ldots, x_m^*)$ constructed in this way satisfies the conditions (8.13a) and (8.13b).

The edgewise consistency condition (8.12) also guarantees the following equalities:

$$\max_{x_s, x_t} \left[ \nu^*_{st}(x_s, x_t) - \nu^*_t(x_t) \right] = \max_{x_t} \left[ \nu^*_t(x_t) + \kappa_{st} - \nu^*_t(x_t) \right]$$

$$= \kappa_{st}$$

$$= \nu^*_{st}(x_s^*, x_t^*) - \nu^*_t(x_t^*).$$
Combining these relations yields the following expression for the dual value at $\lambda^*$:

$$Q(\lambda^*) = \nu_1^*(x_1^*) + \sum_{t \to s} [\nu_{st}^*(x_s^*, x_t^*) - \nu_t^*(x_t^*)].$$

Next, applying the definition (8.10) of $\nu^*$ and simplifying, we find that

$$Q(\lambda^*) = \theta_1(x_1^*) + \sum_{t \to s} [\theta_{st}(x_s^*, x_t^*) + \theta_s(x_s^*)].$$

Now consider the primal solution defined by $\mu_s^*(x_s) := \mathbb{I}_{x_s^*}[x_s]$ and $\mu_{st}^*(x_s, x_t) = \mathbb{I}_{x_s^*}[x_s] \mathbb{I}_{x_t^*}[x_t]$, where $\mathbb{I}_{x_s^*}[x_s]$ is an indicator function for the event $\{x_s = x_s^*\}$. It is clear that $\mu^*$ is primal feasible; moreover, the primal cost is equal to

$$\sum_{x_1} \mu_1^*(x_1) \theta_1(x_1) + \sum_{t \to s} \sum_s \mu_{st}^*(x_s, x_t) [\theta_{st}(x_s, x_t) + \theta_s(x_s)]$$

$$= \theta_r(x_r^*) + \sum_{t \to s} [\theta_{st}(x_s^*, x_t^*) + \theta_s(x_s^*)],$$

which is precisely equal to $Q(\lambda^*)$. Therefore, by strong duality for linear programs [24], the pair $(\mu^*, \lambda^*)$ is primal–dual optimal. \hfill \Box

**Remark 8.1** A careful examination of the proof of Proposition 8.2 shows that several steps rely heavily on the fact that the underlying graph is a tree. In fact, the corresponding result for a graph with cycles fails to hold, as we discuss at length in Section 8.4.

### 8.3 Max-product For Gaussians and Other Convex Problems

Multivariate Gaussians are another special class of Markov random fields for which there are various guarantees of correctness associated with the max-product (or min-sum) algorithm. Given an undirected graph $G = (V, E)$, consider a Gaussian MRF in exponential form:

$$p_{(\theta, \Theta)}(x) = \exp \left\{ \langle \theta, x \rangle + \left\langle \Theta, xx^T \right\rangle - A(\theta, \Theta) \right\}$$

$$= \exp \left\{ \sum_{s \in V} \theta_s x_s + \sum_{s,t} \Theta_{st} x_s x_t - A(\theta, \Theta) \right\}. \quad (8.14)$$
Recall that the graph structure is reflected in the sparsity of the matrix \( \Theta \), with \( \Theta_{uv} = 0 \) whenever \((u, v) \notin E \).

In Appendix C.3, we describe how taking the zero-temperature limit for a multivariate Gaussian, according to Theorem 8.1, leads to either a quadratic program, or a semidefinite program. There are various ways in which these convex programs could be solved; here we discuss known results for the application of the max-product algorithm.

To describe the max-product as applied to a multivariate Gaussian, we first need to convert the model into pairwise form. Let us define potential functions of the form

\[
\gamma_s(x_s) = \theta_s x_s + \theta_s x_s^2, \quad \forall \ s \in V, \quad \text{and} \\
\gamma_{st}(x_s, x_t) = \gamma_{ss} x_s^2 + 2 \Theta_{st} x_s x_t + \gamma_{tt} x_t^2 \quad \forall \ (s, t) \in E,
\]

(8.15b)

where the free parameters \( \{\gamma_s, \gamma_{ss}; t\} \) must satisfy the constraint

\[
\gamma_s + \sum_{t \in N(s)} \gamma_{ss}; t = \Theta_{ss}.
\]

Under this condition, the multivariate Gaussian density (8.14) can equivalently expressed as the pairwise Markov random field

\[
p_{\gamma}(x) \propto \exp\left\{ \sum_{s \in V} \gamma_s(x_s) + \sum_{(s, t) \in E} \gamma_{st}(x_s, x_t) \right\}.
\]

(8.16)

With this set-up, we can now describe the max-product message-passing updates. For graphical models involving continuous random variables, each message \( M_{ts}(x_s) \) is a real-valued function of the indeterminate \( x_s \). These functional messages are updated according to the usual max-product recursion (8.6), with the potentials \( \theta_s \) and \( \theta_{st} \) in Equation (8.6) replaced by their \( \gamma_s \) and \( \gamma_{st} \) analogs from the pairwise factorization (8.16). In general continuous models, it is computationally challenging to represent and compute with these functions, as they are infinite-dimensional quantities. An attractive feature of the Gaussian problems these messages can be compactly parameterized; in particular, assuming a scalar Gaussian random variable \( X_s \) at each node, any message must be an exponentiated-quadratic function of its argument, of the form \( M_{ts}(x_s) \propto \exp(ax_s + bx_s^2) \). Consequently,
max-product message-passing updates (8.6) can be efficiently implemented with one recursion for the mean term (number \(a\)), and a second recursion for the variance component (see the papers [250, 262] for further details).

For Gaussian max-product applied to a tree-structured problem, the updates are guaranteed to converge, and compute both the correct means \(\mu_s = \mathbb{E}[X_s]\) and variances \(\sigma_s^2 = \mathbb{E}[X_s^2] - \mu_s^2\) at each node [262]. For general graphs with cycles, the max-product algorithm is no longer guaranteed to converge. However, Weiss and Freeman [250] and independently Rusmevichientong and van Roy [205] showed that if Gaussian max-product (or equivalently, Gaussian sum-product) converges, then the fixed point specifies the correct Gaussian means \(\mu_s\), but the estimates of the node variances \(\sigma_s^2\) need not be correct. The correctness of Gaussian max-product for mean computation also follows as a consequence of the reparameterization properties of the sum- and max-product algorithms [242, 244]. Weiss and Freeman [250] also showed that Gaussian max-product converges for arbitrary graphs if the precision matrix \((-\Theta\) in our notation) satisfies a certain diagonal dominance condition. This sufficient condition for convergence was substantially tightened in later work by Malioutov et al. [161], using the notions of walk-summability and pairwise normalizability; see also the paper [176] for further refinements. Moallemi and van Roy [177] consider the more general problem of maximizing an arbitrary function of the form (8.16), where the potentials \(\{\gamma_s, \gamma_{st}\}\) are required only to define a convex function. The quadratic functions (8.15) for the multivariate Gaussian are a special case of this general set-up. For this family of pairwise separable convex programs, Moallemi and van Roy [177] established convergence of the max-product updates under a certain scaled diagonal dominance condition.

### 8.4 First-order LP Relaxation and Reweighted Max-product

In this section, we return to Markov random fields with discrete random variables, for which the mode-finding problem is an integer program, as opposed to the quadratic program that arises in the Gaussian case.
For a general graph with cycles, this discrete mode-finding problem is known to be computationally intractable, since it includes as special cases many problems known to be NP-complete, among them MAX-CUT and related satisfiability problems [131]. Given the computational difficulties associated with exact solutions, it is appropriate to consider approximate algorithms.

An important class of approximate methods for solving integer and combinatorial optimization problems is based on linear programming relaxation. The basic idea is to approximate the convex hull of the solution set by a set of linear constraints, and solve the resulting linear program. If the obtained solution is integral, then the LP relaxation is tight, whereas in other cases, the obtained solution may be fractional, corresponding to looseness of the relaxation. Frequently, LP relaxations are developed in a manner tailored to specific subclasses of combinatorial problems [180, 236].

In this section, we discuss the linear programming (LP) relaxation that emerges from the Bethe variational principle, or its zero-temperature limit. This LP relaxation, when specialized to particular combinatorial problems — among them node cover, independent set, matching, and satisfiability problems — recovers various classical LP relaxations as special cases. Finally, we discuss connections between this LP relaxation and max-product message-passing. For general MRFs, max-product itself is not a method for solving this LP, as we demonstrate with a concrete counterexample [245]. However, it turns out that suitably reweighted versions of max-product are intimately linked to this LP relaxation, which provides an entry point to an ongoing line of research on LP relaxations and message-passing algorithms on graphs.

### 8.4.1 Basic Properties of First-order LP Relaxation

For a general graph, the set \( \mathbb{L}(G) \) no longer provides an exact characterization of the marginal polytope \( \mathbb{M}(G) \), but is always guaranteed to outer bound it. Consequently, the following inequality is valid for any graph:

\[
\max_{x \in X^m} \langle \theta, \phi(x) \rangle = \max_{\mu \in \mathbb{M}(G)} \langle \theta, \mu \rangle \leq \max_{\tau \in \mathbb{L}(G)} \langle \theta, \tau \rangle.
\] (8.17)
Since the relaxed constraint set $\mathbb{L}(G)$ is a polytope, the right-hand side of Equation (8.17) is a linear program, which we refer to as the first-order LP relaxation.\footnote{The term “first-order” refers to its status as the first in a natural hierarchy of relaxations, based on the treewidth of the underlying graph, as discussed at more length in Section 8.5.} Most importantly, the right-hand side is a linear program, where the number of constraints defining $\mathbb{L}(G)$ grows only linearly in the graph size, so that it can be solved in polynomial time for any graph [211].

Special cases of this LP relaxation (8.17) have studied in past and ongoing work by various authors, including the special cases of $\{0,1\}$-quadratic programs [105], metric labeling with Potts models [135, 48], error-control coding problems [76, 78, 239, 228, 50, 62], independent set problems [180, 207], and various types of matching problems [15, 116, 206]. We begin by discussing some generic properties of the LP relaxation, before discussing some of these particular examples in more detail.

By standard properties of linear programs [211], the optimal value of the relaxed LP must be attained by at least one an extreme point of the polytope $\mathbb{L}(G)$. (A element of a convex set is an extreme point if it cannot be expressed as a convex combination of two distinct elements of the set; see Appendix A.2.4 for more background). We say that an extreme point of $\mathbb{L}(G)$ is integral if all of its components are zero or one, and fractional otherwise. By its definition, any extreme point $\mathbb{M}(G)$ is of the form $\mu_y := \phi(y)$, where $y \in \mathcal{X}^m$ is a fixed configuration. Recall that in the canonical overcomplete representation (3.34), the sufficient statistic vector $\phi$ consists of $\{0,1\}$-valued indicator functions, so that $\mu_y = \phi(y)$ is a vector with $\{0,1\}$ components. The following result specifies the relation between extreme points of $\mathbb{M}(G)$ and those of $\mathbb{L}(G)$:

**Proposition 8.3** The extreme points of $\mathbb{L}(G)$ and $\mathbb{M}(G)$ are related as follows:

(a) All the extreme points of $\mathbb{M}(G)$ are integral, and each one is also an extreme point of $\mathbb{L}(G)$.
(b) For any graph with cycles, $L(G)$ also includes additional extreme points with fractional elements that lie strictly outside $M(G)$.

Proof. (a) Any extreme point of $M(G)$ is of the form $\phi(y)$, for some configuration $y \in X^m$. Each of these extreme points has 0–1 components, and so is integral. Since $L(G)$ is a polytope in

$$d = \sum_{s \in V} r_s + \sum_{(s,t) \in E} r_s r_t$$

dimensions, in order to show that $\phi(y)$ is also an extreme point of $L(G)$, it is equivalent [24] to show that there are $d$ constraints of $L(G)$ that are active at $\phi(y)$ and are also linearly independent. For any $y \in X^m$, we have $I_k(x_s) = 0$ for all $k \in X \setminus \{y_s\}$, and $I_k(x_s)I_l(x_t) = 0$ for all $(k,l) \in (X_s \times X_t) \setminus \{y_s, y_t\}$. All of these active inequality constraints are linearly independent, and there are a total of

$$d' = \sum_{s \in V} (r_s - 1) + \sum_{(s,t) \in E} (r_s r_t - 1) = d - m - |E|$$

such constraints. All of the normalization and marginalization constraints are also satisfied by the vector $\mu_y = \phi(y)$, but not all of them are linearly independent (when added to the active inequality constraints). However, we can add a normalization constraint for each vertex $s = 1, \ldots, m$, as well as a normalization constraint for each edge $(s,t) \in E$, while still preserving linear independence. Adding these $m + |E|$ equality constraints to the $d'$ inequality constraints yields a total of $d$ linearly independent constraints of $L(G)$ that are satisfied by $\mu_y$, which implies that it is an extreme point [24].

(b) Example 8.1 provides a constructive procedure for constructing fractional extreme points of the polytope $L(G)$ for any graph $G$ with cycles.

The distinction between fractional and integral extreme points is crucial, because it determines whether or not the LP relaxation (8.17) specified by $L(G)$ is tight. In particular, there are only two possible
outcomes to solving the relaxation:

(a) The optimum is attained at an extreme point of \( \mathcal{M}(G) \), in which case the upper bound in Equation (8.17) is tight, and a mode can be obtained.

(b) The optimum is attained only at one or more fractional extreme points of \( \mathcal{L}(G) \), which lie strictly outside \( \mathcal{M}(G) \). In this case, the upper bound of Equation (8.17) is loose, and the optimal solution to the LP relaxation does not specify the optimal configuration. In this case, one can imagine various types of rounding procedures for producing near-optimal solutions [236].

When the graph has cycles, it is possible to explicitly construct a fractional extreme point of the relaxed polytope \( \mathcal{L}(G) \).

**Example 8.1 (Fractional Extreme Points of \( \mathcal{L}(G) \)).** As an illustration, let us explicitly construct a fractional extreme point for the simplest problem on which the first-order relaxation (8.17) is not always exact: a binary random vector \( X \in \{0,1\}^3 \) following an Ising model on the complete graph \( K_3 \). Consider the canonical parameter \( \theta \) shown in matrix form in Figure 8.1(a). When \( \beta_{st} < 0 \), then configurations with \( x_s \neq x_t \) are favored, so that the interaction is repulsive. In contrast, when \( \beta_{st} > 0 \), the interaction is attractive, because it favors configurations with \( x_s = x_t \). When \( \beta_{st} > 0 \) for all \((s,t) \in E\), it can be shown [138] that the first-order LP relaxation (8.17) is tight, for any choice of the single node parameters \( \{\theta_s, s \in V\} \). In contrast, when \( \beta_{st} < 0 \) for all edges, then there are choices of \( \theta_s, s \in V \) for which the relaxation breaks down.

The following canonical parameter corresponds to a direction for which the relaxation (8.17) is *not* tight, and hence exposes a fractional extreme point. First, choose \( \theta_s = (0,0) \) for \( s = 1,2,3 \), and then set \( \beta_{st} = \beta < 0 \) for all edges \( (s,t) \), and use these values to define the pairwise potentials \( \theta_{st} \) via the construction in Figure 8.1(a). Observe that for any configuration \( x \in \{0,1\}^3 \), we must have \( x_s = x_t \) for at least one edge \( (s,t) \in E \). Therefore, any \( \mu \in \mathcal{M}(G) \) must place nonzero mass
Fig. 8.1 The smallest graph $G = (V, E)$ on which the relaxation (8.17) can fail to be tight. For $\beta_{st} \geq 0$ for all $(s, t) \in E$, the relaxation is tight for any choice of $\theta_s, s \in V$. On the other hand, if $\beta_{st} < 0$ for all edges $(s, t)$, the relaxation will fail for certain choices of $\theta_s, s \in V$. 

\[ \theta_s = \begin{bmatrix} \theta_{s;0} & \theta_{s;1} \end{bmatrix} \]

\[ \theta_{st} = \begin{bmatrix} \beta_{st} & 0 \\ 0 & \beta_{st} \end{bmatrix} \]

(a) 

On at least one term of $\theta$ involving $\beta$, whence $\max_{\mu \in M(G)} \langle \theta, \mu \rangle < 0$. In fact, this optimal value is exactly equal to $\beta < 0$. On the other hand, consider the pseudomarginal $\tau^* \in \mathbb{L}(G)$ formed by the singleton and pairwise pseudomarginals defined as follows:

\[ \tau^*_s := \begin{bmatrix} 0.5 & 0.5 \end{bmatrix}^T \quad \text{for } s \in V, \quad \text{and} \]

\[ \tau^*_{st} = \begin{bmatrix} 0 & 0.5 \\ 0.5 & 0 \end{bmatrix} \quad \text{for } (s, t) \in E. \]

Observe that $\langle \theta, \tau^* \rangle = 0$. Since $\theta_\alpha \leq 0$ for all elements $\alpha$, this value is the optimum of $\langle \theta, \tau \rangle$ over $\mathbb{L}(G)$, thereby showing that the relaxation (8.17) is not tight.

Finally, to establish that $\tau^*$ is an extreme point of the polytope $\mathbb{L}(G)$, it is sufficient [24] to show that $\langle \theta, \tau \rangle < 0$ for all $\tau \neq \tau^*$. If $\langle \theta, \tau \rangle = 0$, then for all $(s, t) \in E$ the pairwise pseudomarginals must be of the form:

\[ \tau_{st} := \begin{bmatrix} 0 & \alpha_{st} \\ 1 - \alpha_{st} & 0 \end{bmatrix} \]

for some $\alpha_{st} \in [0, 1]$. Enforcing the marginalization constraints on these pairwise pseudomarginals yields the constraints $\alpha_{12} = \alpha_{13} = \alpha_{23}$ and $1 - \alpha_{12} = \alpha_{23}$, whence $\alpha_{st} = 0.5$ is the only possibility. Therefore, we conclude that the pseudomarginal vector $\tau^*$ is a fractional extreme point of the polytope $\mathbb{L}(G)$.
Given the possibility of fractional extreme points in the first-order LP relaxation (8.5), it is natural to ask the question: do fractional solutions yield partial information about the set of optimal solutions to the original integer program? One way in which to formalize this question is through the notion of persistence [105]. In particular, letting $O^* := \arg\max_{x \in X^m} \langle \theta, \phi(x) \rangle$ denote the set of optima to an integer program, we have:

**Definition 8.1** Given a fractional solution $\tau$ to the LP relaxation (8.5), let $I \subset V$ represent the subset of vertices for which $\tau_s$ has only integral elements, say fixing $x_s = x_s^*$ for all $s \in I$. The fractional solution is strongly persistent if any optimal integral solution $y^* \in O^*$ satisfies $y_s^* = x_s^*$ for all $s \in I$. The fractional solution is weakly persistent if there exists some $y^* \in O^*$ such that $y_s^* = x_s^*$ for all $s \in I$.

Thus, any persistent fractional solution (whether weak or strong) can be used to fix a subset of elements in the integer program, while still being assured that there exists an optimal integral solution that is consistent. Strong persistency ensures that no candidate solutions are eliminated by the fixing procedure. Hammer et al. [105] studied the roof-dual relaxation for binary quadratic programs, an LP relaxation which is equivalent to specializing the first-order LP to binary variables, and proved the following result:

**Proposition 8.4** Suppose that the first-order LP relaxation (8.5) is applied to the binary quadratic program

$$
\max_{x \in \{0,1\}^m} \left\{ \sum_{s \in V} \theta_s x_s + \sum_{(s,t) \in E} \theta_{st} x_s x_t \right\}.
$$

Then any fractional solution is strongly persistent.

As will be discussed at more length in Example 8.4, the class of binary QPs includes as special cases various classical problems from the combinatorics literature, among them MAX-2SAT, independent set, MAX-CUT, and vertex cover. For all of these problems, then,
the first-order LP relaxation is strongly persistent. Unfortunately, this strong persistency fails to extend to the first-order relaxation (8.5) with nonbinary variables; see the discussion following Example 8.3 for a counterexample.

8.4.2 Connection to Max-Product Message-Passing

In analogy to the general connection between the Bethe variational problem and the sum-product algorithm (see Section 4), one might postulate that Proposition 8.2 could be extended to graphs with cycles — specifically, that the max-product algorithm solves the dual of the tree-based relaxation (8.17). In general, this conjecture is false, as shown by the following counterexample [245].

Example 8.2 (Max-product does not Solve the LP). Consider the diamond graph $G_{\text{dia}}$ shown in Figure 8.2, and suppose that we wish to maximize a cost function of the form:

$$\alpha(x_1 + x_4) + \beta(x_2 + x_3) + \gamma \sum_{(s,t) \in E} \mathbb{I}[x_s \neq x_t].$$

(8.19)

Here the maximization is over all binary vectors $x \in \{0,1\}^4$, and $\alpha, \beta,$ and $\gamma$ are parameters to be specified. By design, the cost function (8.19) is such that if we make $\gamma$ sufficiently negative, then any optimal solution will either be $0^4 := (0,0,0,0)$ or $1^4 := (1,1,1,1)$. As an extreme example, if we set $\alpha = 0.31$, $\beta = -0.30$, and $\gamma = -\infty$, we see immediately that the optimal solution is $1^4$. (Note that setting $\gamma = -\infty$ is equivalent to imposing the “hard-core” constraint that $x_s = x_t$ for all $(s,t) \in E$.)

A classical way of studying the ordinary sum- and max-product algorithms, dating back to the work of Gallager [87] and Wiberg et al. [258], is via the computation tree associated with the message-passing updates. As illustrated in Figure 8.2(b), the computation tree is rooted at a particular vertex (1 in this case), and it tracks the paths of messages that reach this root node. In general, the $(n+1)$th level of tree includes all vertices $t$ such that a path of length $n$ joins $t$ to the root. For the particular example shown in Figure 8.2(b), in the
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First iteration represented by the second level of the tree in panel (b), the root node 1 receives messages from nodes 2 and 3, and at the second iteration represented by the third level of the tree, it receives one message from node 3 (relayed by node 2), one message from node 2 (relayed by node 3), and two messages from node 4, one via node 2 and the other via node 3, and so on down the tree.

The significance of this computation tree is based on the following observation: by definition, the decision of the max-product algorithm at the root node 1 after \( n \) iterations is optimal with respect to the modified integer program defined by the computation tree with \( n + 1 \) levels. That is, the max-product decision will be \( \hat{x}_1 = 1 \) if and only if the optimal configuration in the tree with \( x_1 = 1 \) has higher probability than the optimal configuration with \( x_1 = 0 \). For the diamond graph under consideration and given the “hard-core” constraints imposed by setting \( \gamma = -\infty \), the only two possible configurations in any computation tree are all-zeros, or all-ones. Thus, the max-product reduces to comparing the total weight on the computation tree associated with all-ones to that associated with all-zeros.

However, the computation tree in Figure 8.2(b) has a curious property: due to the inhomogeneous node degrees — more specifically, with nodes 2 and 3 having three neighbors, and 1 and 4 having only two neighbors — nodes 2 and 3 receive a disproportionate representation in the computation tree. This fact is clear by inspection, and can be
verified rigorously by setting up a simple recursion to compute the appearance fractions of nodes 2 and 3 versus nodes 1 and 4. Doing so shows that nodes 2 and 3 appear roughly $\rho \approx 1.0893$ more frequently than nodes 1 and 4. As a consequence, the ordinary max-product algorithm makes its decision according to the threshold rule

$$\hat{x}_{\text{MP}} = \begin{cases} 1^4 \text{ if } \alpha + \rho \beta > 0 \\ 0^4 \text{ otherwise,} \end{cases}$$

(8.20)

whereas the correct decision rule is based on thresholding $\alpha + \beta$. Consequently, for any $(\alpha, \beta) \in \mathbb{R}^2$ such that $\alpha + \beta > 0$ but $\alpha + \rho \beta < 0$, the max-product algorithm outputs an incorrect configuration. For instance, setting $\alpha = 0.31$ and $\beta = -0.30$ yields one such counterexample, as discussed in Wainwright et al. [245]. Kulesza and Pereira [144] provide a detailed analysis of the max-product message-passing updates for this example, analytically deriving the updates and explicitly demonstrating convergence to incorrect configurations.

Thus far, we have demonstrated a simple problem for which the max-product algorithm fails. What is the connection to the LP relaxation (8.17)? It turns out that the problem instance that we have constructed is an instance of a supermodular maximization problem. As discussed at more length in Example 8.4 to follow, it can be shown [138] that the first-order LP relaxation (8.17) is tight for maximizing any binary quadratic cost function with supermodular interactions. The cost function (8.19) is supermodular for all weights $\gamma \leq 0$, so that in particular, the first-order LP relaxation is tight for the cost function specified by $(\alpha, \beta, \gamma) = (0.31, -0.30, -\infty)$. However, as we have just shown, ordinary max-product fails for this problem, so it is not solving the LP relaxation.

As discussed at more length in Section 8.4.4, for some problems with special combinatorial structure, the max-product algorithm does solve the first-order LP relaxation (8.5). These instances include the problem of bipartite matching and weighted $b$-matching. However, establishing a general connection between message-passing and the first-order LP relaxation (8.5) requires developing related but different message-passing algorithms, the topic to which we now turn.
In this section, we begin by presenting the tree-reweighted max-product updates [245], and describing their connection to the first-order LP relaxation (8.5). Recall that in Theorem 7.2, we established a connection between the tree-reweighted Bethe variational problem (7.11), and the tree-reweighted sum-product updates (7.12). Note that the constraint set in the tree-reweighted Bethe variational problem is exactly the polytope $\mathbb{L}(G)$ that defines the first-order LP relaxation (8.5). This fact suggests that there should be a connection between the “zero-temperature limit” of the tree-reweighted Bethe variational problem and the first-order LP relaxation. In particular, recalling the convex surrogate $B(\theta) = B_\text{T}(\theta; \rho_e)$ defined by the tree-reweighted Bethe variational problem from Theorem 7.2, let us consider the limit $B(\beta\theta)/\beta$ as $\beta \to +\infty$. From the variational definition (7.11), we have

$$
\lim_{\beta \to +\infty} \frac{B(\beta\theta)}{\beta} = \lim_{\beta \to +\infty} \left[ \sup_{\tau \in \mathbb{L}(G)} \left\{ \langle \theta, \tau \rangle - \frac{1}{\beta} B^*(\tau) \right\} \right].
$$

As discussed previously, convexity allows us to exchange the order of the limit and supremum, so that we conclude that the zero-temperature limit of the convex surrogate $B$ is simply the first-order LP relaxation (8.5).

Based on this intuition, it is natural to suspect that the tree-reweighted max-product algorithm should have a general connection to the first-order LP relaxation. In analogy to the TRW-sum-product updates (7.12), the reweighted max-product updates take the form:

$$
M_{ts}(x_s) \leftarrow \kappa \max_{x'_t \in \mathcal{X}_t} \left\{ \exp \left( \frac{1}{\rho_{st}} \theta_{st}(x_s, x'_t) + \theta_t(x'_t) \right) \times \prod_{v \in N(t) \setminus s} \left[ M_{vt}(x'_t) \right]^{\rho_{vt}} / \left[ M_{st}(x'_t) \right]^{(1-\rho_{ts})} \right\}. \quad (8.21)
$$
where \((\rho_{st}, (s,t) \in E)\) is a vector of positive edge weights in the spanning tree polytope.\(^2\)

As with the reweighted sum-product updates, these messages define a collection of pseudo-max-marginals of the form

\[
\nu_s(x_s) \propto \exp(\theta_s(x_s)) \prod_{t \in N(s)} [M_{ts}(x_s)]^{\rho_{ts}}, \quad \text{and} \quad (8.22a)
\]

\[
\nu_s(x_s, x_t) \propto \exp(\gamma_{st}(x_s, x_t)) \prod_{u \in N(s) \setminus t} [M_{us}(x_s)]^{\rho_{us}} \prod_{u \in N(t) \setminus s} [M_{ut}(x_t)]^{\rho_{ut}} \times \prod_{t \in N(s) \setminus t} [M_{ts}(x_s)]^{1-\rho_{st}} \prod_{u \in N(t) \setminus s} [M_{st}(x_t)]^{1-\rho_{st}}, \quad (8.22b)
\]

where \(\gamma_{st}(x_s, x_t) := \theta_s(x_s) + \theta_t(x_t) + \frac{\theta_{st}(x_s, x_t)}{\rho_{st}}\).

Pseudo-max-marginals that satisfy certain conditions can be used to specify an optimal configuration \(\hat{x}_{\text{TRW}}\). As detailed in the paper [245], the most general sufficient condition is that there exists a configuration \(\hat{x} = \hat{x}_{\text{TRW}}\) that is nodewise and edgewise optimal across the entire graph, meaning that

\[
\hat{x}_s \in \arg\max_{x_s} \nu_s(x_s) \quad \forall s \in V, \quad \text{and} \quad (8.23a)
\]

\[
(\hat{x}_s, \hat{x}_t) \in \arg\max_{x_s, x_t} \nu_{st}(x_s, x_t) \quad \forall (s, t) \in E. \quad (8.23b)
\]

In this case, we say that the pseudo-max-marginals \(\nu\) satisfy the strong tree agreement condition (STA).

Under this condition, Wainwright et al. [245] showed the following:

**Proposition 8.5** Given a weight vector \(\rho_e\) in the spanning tree polytope, any STA fixed point \((M^*, \nu^*)\) of TRW-max-product specifies an optimal dual solution for the first-order tree LP relaxation (8.5).

Fixed points \(\nu^*\) satisfying conditions (8.23) are the most practically relevant, since in this case, the fixed point can be used to determine the configuration \(\hat{x}_{\text{TRW}}\), which is guaranteed to be globally optimal for the original problem — that is, an element of

\(^2\)See Theorem 7.2 on the reweighted sum-product algorithm and the accompanying discussion for more details on the choice of these edge weights.
arg\max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle — so that the LP relaxation solves the original MAP problem. An interesting theoretical question is whether any fixed point \((M^*, \nu^*)\), regardless of whether it satisfies the criteria (8.23), specifies an optimal solution to the dual of the first-order LP relaxation (8.5). This question was left open by Wainwright et al. [245], and later resolved by Kolmogorov [137], who provided a counterexample, involving nonbinary variables, for which a TRW max-product fixed point does not correspond to a dual-optimal solution. In subsequent work, Kolmogorov and Wainwright [138] showed that for pairwise MRFs with binary variables, the equivalence between TRW message-passing and the LP relaxation is exact in all cases: any fixed point of TRW max-product specifies a dual-optimal solution to the first-order LP relaxation (8.5). Examples of pairwise MRFs with binary variables for which TRW message-passing always solves the LP relaxation include the Ising ground state problem, as well as various combinatorial problems such as the independent set problem and the vertex cover problem; see Example 8.4 for further discussion of these examples.

Kolmogorov [137] also established convergence guarantees for a certain sequential scheduling of TRW updates (known as TRW-S updates), and showed empirically that TRW-S updates converge faster than standard parallel scheduling of the TRW max-product updates (8.21). Various forms of these reweighted max-product algorithms have been applied in problems such as segmentation and disparity problems in computer vision [137, 139, 168, 227, 251, 265], error-control coding [76], side-chain prediction [251, 266], and sensor fusion [46, 49]. There also turn out to be a number of interesting connections between TRW max-product and a line of research, due to Schlesinger and collaborators, previously published in the Russian literature [140, 210]. The survey [256] provides a detailed overview of this line of work, and some connections to reweighted max-product and LP relaxation.

In addition to the basic TRW algorithm [245] and the TRW-S scheduling studied by Kolmogorov [137], other researchers have proposed distributed algorithms for solving the tree-based LP relaxation (8.5), including subgradient methods [76, 139], dual coordinate ascent methods [97, 239], annealing-type methods [124, 251], proximal optimization schemes [197], and adaptive LP solvers [228].
Weiss et al. [251] discuss connections between the zero-temperature limits of convex free energy problems, including the tree-reweighted Bethe problem from Theorem 7.2 as a special case, and optima of the first-order LP (8.5). Ravikumar et al. [197] discuss various rounding schemes that can be used for finite termination of LP-solving algorithms, with guarantees of correctness for the rounded solutions.

8.4.4 Examples of the First-order LP Relaxation

In this section, we discuss various examples of the first-order LP relaxation (8.5). One line of ongoing work in communication and information theory studies the behavior of the LP relaxation for decoding in error-control coding. When applied to combinatorial problems, the first-order LP relaxation recovers various known methods from the integer programming and approximation literature [180, 236]. In the special case of binary variables, there are a number of links to the literature on pseudo-Boolean optimization [37, 105].

Example 8.3 (LP Relaxations for Error-control Coding). We begin by discussing an instance of the first-order LP relaxation (8.5), introduced by Feldman et al. [78] for decoding low-density parity check (LDPC) codes. Recall from Example 3.6 the notion of an error-correcting code, and its definition as an exponential family. The code $C$ is a subset of the Boolean hypercube $\{0,1\}^m$, defined by a set of parity checks $\psi_a$. The base measure $\nu$ is the counting measure restricted to the set $C$ of all valid codewords, and the $m$-dimensional vector of sufficient statistics is given by $\phi(x) = (x_1, \ldots, x_m)$. From Example 3.9, the set $\mathcal{M}$ is given by the convex hull of all possible codewords, which is known as the codeword polytope. Figure 8.3 provides a toy example of an LDPC code over bits $(x_1, x_2, x_3, x_4) \in \{0,1\}^4$, and with two parity checks $\psi_a$ and $\psi_b$, corresponding to the constraints $x_1 \oplus x_2 \oplus x_3 = 0$ and $x_2 \oplus x_3 \oplus x_4 = 0$, respectively. A family of codes is said to be low-density if the degrees of the parity checks and variable nodes in this graphical representation remain bounded as the blocklength $m$ is increased.
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Fig. 8.3 (a) The factor graph representation of a toy binary linear code on four bits \((x_1, x_2, x_3, x_4) \in \{0,1\}^4\). Each codeword must satisfy the two parity check constraints 
\[ x_1 \oplus x_2 \oplus x_3 = 0 \quad \text{and} \quad x_2 \oplus x_3 \oplus x_4 = 0, \]
as defined by the constraint functions \(\psi_a\) and \(\psi_b\). (b) Construction of a fractional vertex, also known as a pseudocodeword, for the code shown in panel (a). The pseudocodeword has elements \(\tilde{\tau} = [1 \frac{1}{2} \frac{1}{2} 0]\), which satisfy all the constraints (8.25) defining the LP relaxation. However, the vector \(\tilde{\tau}\) cannot be expressed as a convex combination of codewords, and so lies strictly outside the codeword polytope, which corresponds to the marginal polytope for this graphical model.

When expressed as a graphical model using the parity check functions (see Equation (3.20)), the code is not immediately recognizable as a pairwise MRF to which the first-order LP relaxation (8.5) can be applied. However, any Markov random field over discrete variables can be converted into pairwise form by the selective introduction of auxiliary variables. In particular, suppose that for each check \(a \in F\), we introduce an auxiliary variable \(z_a\) taking values in the space \(\{0,1\}^{|N(a)|}\). Defining pairwise interactions between \(z_a\) and each bit \(x_i\) for nodes \(i \in N(a)\), we can use \(z_a\) as a device to enforce constraints over the subvector \((x_i, i \in N(a))\). See Appendix E.3 for further details on converting a general discrete graphical model to an equivalent pairwise form.

If we apply the first-order LP relaxation (8.5) to this pairwise MRF, the relevant variables consist of a pseudomarginal vector 
\[ [1 - \tau_i \quad \tau_i] \]
for each \(i \in V\), and for each check \(a \in F\), a set of pseudomarginals \(\{\tau_{a;J}, J\text{ an even-sized subset of } N(a)\}\). In this case, the pairwise marginalization conditions that define the set \(\mathbb{L}(G)\) reduce to

\[ \sum_{J \ni i} \tau_{a;J} = \tau_i, \quad \text{for each } a, \text{ and } i \in N(a), \quad (8.24) \]
along with the box constraints $\tau_i, \tau_a; J \in [0,1]$. It is also possible to remove the variables $\tau_a; J$ by Fourier–Motzkin elimination [24], so as to obtain an equivalent LP relaxation that is described only in terms of the vector $[\tau_1 \tau_2 \ldots \tau_m]$. Doing so shows that the first-order relaxation (8.5), when applied to the coding problem, is characterized by the box constraints $\tau_i \in [0,1]$ for each $i \in V$, and for each $a \in F$, the forbidden set constraints
\[
\sum_{k \in K} (1 - \tau_k) + \sum_{k \in N(a) \setminus K} \tau_k \geq 1 \quad \forall K \subset N(a) \text{ with } |K| \text{ odd.} \quad (8.25)
\]

The interpretation of this inequality is very intuitive: it enforces that for each parity check $a \in F$, the subvector $\tau_{N(a)} = (\tau_i, i \in N(a))$ must be at Hamming distance at least one from any odd-parity configuration over the bits $N(a)$.

In practice, a binary codeword $x \in C$ is transmitted through a channel, so that the user receives only a vector of noisy observations. As described in Example 3.6, channel transmission can be modeled in terms of a conditional distribution $p(y_i | x_i)$. Given a particular received sequence $(y_1, \ldots, y_m)$ from the channel, define the vector $\theta \in \mathbb{R}^m$ of log likelihoods, with components $\theta_i = \log \frac{p(y_i | x_i = 1)}{p(y_i | x_i = 0)}$. The ML decoding problem corresponds to the integer program of maximizing the likelihood $\sum_{i \in V} \theta_i x_i$ over the discrete set of codewords $x \in C$. It is well known to be computationally intractable [18] in a worst case sense.

The LP decoding algorithm of Feldman et al. [78] is based on maximizing the objective $\sum_{i \in V} \theta_i \tau_i$ subject to the box constraints $(\tau_1, \tau_2, \ldots, \tau_m) \in [0,1]^m$ as well as the forbidden set constraints (8.25). Since its introduction [76, 78], the performance of this LP relaxation has been extensively studied [e.g., 50, 53, 62, 70, 77, 136, 228, 238, 239]. Not surprisingly, given the role of the constraint set $\mathbb{L}(G)$ in the Bethe variational problem, there are close connections between LP decoding and standard iterative algorithms like sum-product decoding [76, 78, 136]. Among other connections, the fractional extreme points of the first-order LP relaxation have a very specific interpretation as pseudocodewords of the underlying code, studied in earlier work on iterative decoding [83, 86, 257]. Figure 8.3(b) provides a concrete illustration of a pseudocodeword that arises when the relaxation is applied to the toy
code shown in Figure 8.3(b). Consider the vector $\tilde{\tau} := (1, \frac{1}{2}, \frac{1}{2}, 0)$; it is easy to verify that it satisfies the box inequalities and the forbidden set constraints (8.25) that define the LP relaxation. (In fact, with a little more work, it can be shown that $\tilde{\tau}$ is a vertex of the relaxed LP decoding polytope.) However, we claim that $\tilde{\tau}$ does not belong to the marginal polytope for this graphical model — that is, it cannot be written as a convex combination of codewords. To see this fact, note that by taking a modulo two sum of the parity check constraints $x_1 \oplus x_2 \oplus x_3 = 0$ and $x_2 \oplus x_3 \oplus x_4 = 0$, we obtain that $x_1 \oplus x_4 = 0$ for any codeword. Therefore, for any vector $\mu$ in the codeword polytope, we must have $\mu_1 = \mu_4$, which implies that $\tilde{\tau}$ lies outside the codeword polytope.

Apart from its interest in the context of error-control coding, the fractional vertex in Figure 8.3(b) also provides a counterexample regarding the persistency of fractional vertices of the polytope $\mathbb{L}(G)$. Recall from our discussion at the end of Section 8.4.1 that the first-order LP relaxation, when applied to integer programs with binary variables, has the strong persistency property [105], as summarized in Proposition 8.4. It is natural to ask whether strong persistency also holds for higher-order variables as well. Note that after conversion to a pairwise Markov random field (to which the first-order LP relaxation applies), the coding problem illustrated in Figure 8.3(a) includes nonbinary variables $z_a$ and $z_b$ at each of the factor nodes $a, b \in F$. We now claim that the fractional vertex $\tilde{\tau}$ illustrated in Figure 8.3 constitutes a failure of strong persistency for the first-order LP relaxation with higher-order variables. Consider applying the LP decoder to the cost function $\theta = (2, 0, 0, -1)$; using the previously constructed $\tilde{\tau} = (1, \frac{1}{2}, \frac{1}{2}, 0)$, a little calculation shows that $\langle \theta, \tilde{\tau} \rangle = 2$. In contrast, the optimal codewords are $x^* = (1, 1, 0, 1)$ and $y^* = (1, 0, 1, 1)$, both with value $\langle \theta, x \rangle = \langle \theta, y^* \rangle = 1$. Thus, neither of the optimal integral solutions have $x_4 = 0$, even though $\tilde{\tau}_4 = 0$ in the fractional vertex. Consequently, strong persistency is violated for this instance.

We conclude that relaxation (8.5) is strongly persistent only for pairwise Markov random fields over binary random variables, otherwise
known as binary quadratic programs. We now turn to an in-depth consideration of this particular case:

**Example 8.4 (Binary Quadratic Programs and Combinatorial Problems).** Recall the Ising model, as first introduced in Example 3.1: it is an exponential family over a vector $X$ of binary random variables, which may take either “spin” values $\{-1,+1\}^m$, or zero-one values $\{0,1\}^m$. Note that the mapping $x_s \mapsto 2x_s - 1$ and its inverse $z_s \mapsto \frac{1}{2}(z_s + 1)$ may be used to convert freely back and forth from the $\{0,1\}$ form to the $\{-1,+1\}$ form.

Let us consider the $\{0,1\}$-case and the mode-finding problem associated with the canonical overcomplete set of potential functions — namely

$$\max_{x \in \{0,1\}^m} \langle \theta, \phi(x) \rangle = \max_{x \in \{0,1\}^m} \left\{ \sum_{s \in V} \theta_s(x_s) + \sum_{(s,t) \in E} \theta_{st}(x_s,x_t) \right\}, \tag{8.26}$$

where

$$\theta_s(x_s) := \sum_{j=0}^1 \theta_{s;j} \mathbb{1}[x_s] \quad \text{and} \quad \theta_{st}(x_s,x_t) := \sum_{j,k=0}^1 \theta_{st;jk} \mathbb{1}[x_s] \mathbb{1}[x_t]$$

are weighted sums of indicator functions.

This problem is a binary quadratic program, and includes as special cases various types of classical problems in combinatorial optimization.

**Independent set and vertex cover:** Given an undirected graph $G = (V,E)$, an independent set $I$ is a subset of vertices such that $(s,t) \notin E$ for all $s,t \in I$. Given a set of vertex weights $w_s \geq 0$, the maximum weight independent set (MWIS) problem is to find the independent set $I$ with maximal weight, $w(I) := \sum_{s \in I} w_s$. This problem has applications in scheduling for wireless sensor networks, where the independent set constraints are imposed to avoid interference caused by having neighboring nodes transmit simultaneously.

To model this combinatorial problem as an instance of the binary quadratic program, let $X \in \{0,1\}^m$ be an indicator vector for membership in $S$, meaning that $X_s = 1$ if and only if $s \in S$. Then define
\(\theta_s(x_s) = [0 \ w_s]\), and the pairwise interaction

\[
\theta_{st}(x_s, x_t) = \begin{bmatrix} 0 & 0 \\ 0 & -\infty \end{bmatrix}.
\]

With these definitions, the binary quadratic program corresponds to the maximum weight independent set (MWIS) problem.

A related problem is that of finding a vertex cover — that is, a set \(C\) of vertices such that for any edge \((s, t) \in E\), at least one of \(s\) or \(t\) belongs to \(C\) — with minimum weight \(w(C) = \sum_{s \in C} w_s\). This minimum weight vertex cover (MWVC) problem can be recast as a maximization problem: it is another special case of the binary QP with

\[
\theta_s(x_s) = [0 \ -w_s],
\]

and

\[
\theta_{st}(x_s, x_t) = \begin{bmatrix} -\infty & 0 \\ 0 & 0 \end{bmatrix}.
\]

Let us now consider how the first-order LP relaxation (8.5) specializes to these problems. Recall that the general LP relaxation is in terms of the two-vector of singleton pseudomarginals \(\tau_s = [\tau_{s;0} \ \tau_{s;1}]\), and an analogous \(2 \times 2\) matrix \(\tau_{st}\) of pairwise pseudomarginals. In the independent set problem, the parameter setting \(\theta_{st;11} = -\infty\) is tantamount to enforcing the constraint \(\tau_{st;11} = 0\), so that the LP relaxation can be expressed purely in terms of a vector \(\mu \in \mathbb{R}^m\) with elements \(\mu_s := \tau_{s;1}\). After simplification, the constraints defining \(L(G)\) (see Proposition 4.1) can be reduced to \(\mu_s \geq 0\) for all nodes \(s \in V\), and \(\mu_s + \mu_t \leq 1\) for all edges \((s, t) \in E\). Thus, for the MWIS problem, the first-order relaxation (8.5) reduces to the linear program

\[
\max_{\mu \geq 0} \sum_{s \in V} w_s \mu_s \quad \text{such that} \quad \mu_s + \mu_t \leq 1 \quad \text{for all} \quad (s, t) \in E.
\]

This LP relaxation is the classical one for the independent set problem [180, 236]. Sanghavi et al. [207] discuss some connections between the ordinary max-product algorithm and this LP relaxation, as well as to auction algorithms [22].

In a similar way, specializing the first-order LP relaxation (8.5) to the MWVC problem yields the linear program

\[
\min_{\mu \geq 0} \sum_{s \in V} w_s \mu_s \quad \text{such that} \quad \mu_s + \mu_t \geq 1 \quad \text{for all} \quad (s, t) \in E,
\]
which is another classical LP relaxation from the combinatorics literature [180].

**MAX-CUT**: Consider the following graph-theoretic problem: given a nonnegative weight \( w_{st} \geq 0 \) for each edge of an undirected graph \( G = (V, E) \), find a partition \((U, U^c)\) of the vertex set such that the associated weight

\[
 w(U, U^c) := \sum_{\{s,t\} | s \in U, t \in U^c} w_{st}
\]

of edges across the partition is maximized. To model this MAX-CUT problem as an instance of the binary quadratic program, let \( X \in \{0,1\}^m \) be an indicator vector for membership in \( U \), meaning that \( X_s = 1 \) if and only if \( s \in U \). Then define \( \theta_s(x_s) = 0 \) for all vertices, and define the pairwise interaction

\[
 \theta_{st}(x_s, x_t) = \begin{bmatrix} 0 & w_{st} \\ w_{st} & 0 \end{bmatrix}.
\] (8.27)

With these definitions, a little algebra shows that problem (8.26) is equivalent to the MAX-CUT problem, a canonical example of an NP-complete problem. As before, the first-order LP relaxation (8.5) can be specialized to this problem. In Section 9, we also describe the celebrated semidefinite program (SDP) relaxation for MAX-CUT due to Goemans and Williamson [98] (see Example 9.3).

**Supermodular and submodular interactions**: An important subclass of binary quadratic programs are those based on supermodular potential functions [158]. The interaction \( \theta_{st} \) is supermodular if

\[
 \theta_{st}(1,1) + \theta_{st}(0,0) \geq \theta_{st}(1,0) + \theta_{st}(0,1),
\] (8.28)

and it is submodular if the function \( g_{st}(x_s, x_t) = -\theta_{st}(x_s, x_t) \) is supermodular. Note that the MAX-CUT problem and the independent set problem both involve submodular potential functions, whereas the vertex cover problem involves supermodular potentials. It is well known that the class of regular binary QPs — meaning supermodular maximization problems or submodular minimization problems — can be solved in polynomial time. As a particular instance, consider the problem of finding the minimum \( s-t \) cut in a graph. This can be formulated
as a minimization problem in terms of the potential functions (8.27), with additional nonzero singleton potentials $\theta_s$, yielding an instance of submodular minimization. It is easily solved by conversion to a maximum flow problem, using the classical Ford–Fulkerson duality theorem [22, 101]. However, the MAX-CUT, independent set, and vertex cover problems all fall outside the class of regular binary QPs, and indeed are canonical instances of intractable problems.

Among other results, Kolmogorov and Wainwright [138] establish that tree-reweighted max-product is exact for any regular binary QP. The same statement fails to hold for the ordinary max-product updates, since it fails on the regular binary QP discussed in Example 8.2. The exactness of tree-reweighted max-product stems from the tightness of the first-order LP relaxation (8.5) for regular binary QPs. This tightness can be established via results due to Hammer et al. [105] on the so-called roof dual relaxation in pseudo-Boolean optimization, which turns out to be equivalent to the tree-based relaxation (8.5) for the special case of binary variables.

Finally, we discuss a related class of combinatorial problems for which some recent work has studied message-passing and linear programming:

**Example 8.5 (Maximum Weight Matching Problems).** Given an undirected graph $G = (V,E)$, the matching problem is to find a subset $F$ of edges, such that each vertex is adjacent to at most one edge $e \in F$. In the weighted variant, each edge is assigned a weight $w_e$, and the goal is to find the matching $F$ that maximizes the weight function $\sum_{e \in F} w_e$. This maximum weight matching (MWM) problem is well known to be solvable in polynomial time for any graph [212]. For bipartite graphs, the MWM problem can be reduced to an especially simple linear program, which we derive here as a special case of the first-order relaxation (8.5).

In order to apply the first-order relaxation, it is convenient to first reformulate the matching problem as a mode-finding problem in an MRF described by a factor graph, and then convert the factor graph to a pairwise form, as in Example 8.3. We begin by associating with the
original graph $G = (V, E)$ a hypergraph $\tilde{G}$, in which each edge $e \in E$ corresponds to a vertex of $\tilde{G}$, and each vertex $s \in V$ corresponds to a hyperedge. The hyperedge indexed by $s$ connects to all those vertices of $\tilde{G}$ (edges of the original graph) in the set $E(s) = \{e \in E \mid s \in e\}$. Finally, we define a Markov random field over the hypergraph as follows. First, let each $e \in E$ be associated with a binary variable $x_e \in \{0, 1\}$, which acts as an indicator variable for whether edge $e$ participates in the matching. We define the weight function $\theta_e(x_e) = w_e x_e$, where $w_e$ is the weight specified for edge $e$ in the matching problem. Second, given the subvector $x_{E(s)} = (x_e, e \in E(s))$, we define an associated interaction potential

$$\theta_s(x_{E(s)}) := \begin{cases} 0 & \text{if } \sum_{e \ni s} x_e \leq 1 \\ -\infty & \text{otherwise.} \end{cases}$$

With this definition, the mode-finding problem

$$\max_{x \in \{0,1\}^{|E|}} \left\{ \sum_{e \in E} \theta_e(x_e) + \sum_{s \in V} \theta(x_{E(s)}) \right\}$$  \hspace{1cm} (8.29)

in the hypergraph is equivalent to the original matching problem.

This hypergraph-based mode-finding problem (8.29) can be converted to an equivalent mode-finding problem in a pairwise Markov random field by following the generic recipe described in Appendix E.3. Doing so and applying the first-order LP relaxation (8.5) to the resulting pairwise MRF yields the following LP relaxation of the maximum weight matching $M^*$:

$$M^* \leq \max_{\tau \in \mathbb{R}^{|E|}} \sum_{e \in E} w_e \tau_e$$

s.t. $x_e \geq 0 \quad \forall e \in E$, and $\sum_{e \ni s} x_e \leq 1 \quad \forall s \in V$.  \hspace{1cm} (8.30)

This LP relaxation is a classical one for the matching problem, known to be tight for any bipartite graph but loose for nonbipartite graphs [212]. A line of recent research has established close links between the LP relaxation and the ordinary max-product algorithm, including the case of bipartite weighted matching [15], bipartite
weighted $b$-matching [116], weighted matching on general graphs [206], and weighted $b$-matching on general graphs [13].

### 8.5 Higher-order LP Relaxations

The tree-based relaxation (8.17) can be extended to hypertrees of higher treewidth $t$, by using the hypertree-based outer bounds $\mathbb{L}_t(G)$ on marginal polytopes described in Section 4.2.3. This extension produces a sequence of progressively tighter LP relaxations, which we describe here. Given a hypergraph $G = (V, E)$, we use the shorthand notation $x_h := (x_i, i \in h)$ to denote the subvector of variables associated with hyperedge $h \in E$. We define interaction potentials $\theta_h(x_h) := \sum_J \theta_{h; J} \mathbb{I}[x_h = J]$ and consider the mode-finding problem of computing

$$x^* \in \arg \max_{x \in \mathcal{X}^m} \left\{ \sum_{h \in E} \theta_h(x_h) \right\}. \quad (8.31)$$

Note that problem (8.31) generalizes the analogous problem for pairwise MRFs, a special case in which the hyperedge set consists of only vertices and ordinary edges.

Letting $t + 1$ denote the maximal cardinality of any hyperedge, the relaxation based on $\mathbb{L}_t(G)$ involves the collection of pseudomarginals $\{\tau_h \mid h \in E\}$ subject to local consistency constraints

$$\mathbb{L}_t(G) := \left\{ \tau \geq 0 \mid \sum_{x'_h} \tau_h(x'_h) = 1 \ \forall \ h \in E, \quad \text{and} \right.$$  

\[\sum_{\{x'_h \mid x'_g = x_g\}} \tau_h(x'_h) = \tau_g(x_g) \ \forall \ g \subset h \right\}. \quad (8.32)$$

Following the same reasoning as in Section 8.4.1, we have the upper bound

$$\max_{x \in \mathcal{X}^m} \left\{ \sum_{h \in E} \theta_h(x_h) \right\} \leq \max_{\tau \in \mathbb{L}_t(G)} \sum_{h \in E} \left[ \sum_{x_h} \tau_h(x_h) \theta_h(x_h) \right] \left( \max_{\tau \in \mathbb{L}_t(G)} \langle \tau, \theta \rangle \right). \quad (8.33)$$
Notice that the relaxation (8.33) can be applied directly to a graphical model that involves higher-order interactions, obviating the need to convert higher-order interactions into pairwise form, as done in illustrating the first-order LP relaxation (see Example 8.3). In fact, in certain cases, this direct application can yield a tighter relaxation than that based on conversion to the pairwise case, as illustrated in Example 8.6. Of course, the relaxation (8.33) can also be applied directly to a pairwise Markov random field, which can always be embedded into a hypergraph with higher-order interactions. Thus, Equation (8.33) actually describes a sequence of relaxations, based on the nested constraint sets

$$\mathbb{L}_1(G) \supseteq \mathbb{L}_2(G) \supseteq \mathbb{L}_3(G) \supseteq \ldots \supseteq \mathbb{L}_t(G) \supseteq \ldots \supseteq \mathbb{M}(G), \quad (8.34)$$

with increasing accuracy as the interaction size $t$ is increased. The tradeoff, of course, is that computational complexity of the relaxation also increases in the parameter $t$. The following result is an immediate consequence of our development thus far:

**Proposition 8.6 (Hypertree Tightness).** For any hypergraph $G$ of treewidth $t$, the LP relaxation (8.33) based on the set $\mathbb{L}_t(G)$ is exact.

**Proof.** This assertion is equivalent to establishing that $\mathbb{L}_t(G) = \mathbb{M}(G)$ for any hypergraph $G$ of treewidth $t$. Here $\mathbb{M}(G)$ denotes the marginal polytope, corresponding to marginal probability distributions $(\mu_h, h \in E)$ defined over the hyperedges that are globally consistent. First, the inclusion $\mathbb{L}_t(G) \supseteq \mathbb{M}(G)$ is immediate, since any set of globally consistent marginals must satisfy the local consistency conditions defining $\mathbb{L}_t(G)$.

In the reverse direction, consider a locally consistent set of pseudomarginals $\tau \in \mathbb{L}_t(G)$. Using these pseudomarginals, we may construct the functions $\varphi_h$ defined previously (4.40) in our discussion of hypertree factorization. Using these quantities, let us define distribution

$$p_\tau(x_1, x_2, \ldots, x_m) := \prod_{h \in E} \varphi_h(x_h; \tau). \quad (8.35)$$
This distribution is constructed according to the factorization principle (4.42) for hypertrees. Using the local normalization and marginalization conditions that \((\tau_h, h \in E)\) satisfies by virtue of membership in \(\mathbb{L}_t(G)\), it can be verified that this distribution is properly normalized (i.e., \(\sum_x p_\tau(x) = 1\)). Moreover, for each hyperedge \(h \in E\), this distribution has marginal distribution \(\tau_h\), meaning that
\[
\sum_{x_s, s \notin h} p_\tau(x_1, \ldots, x_m) = \tau_h(x_h) \quad \text{for all } h \in E.
\]
Again, this fact can be verified by direct calculation from the factorization, or can be derived as a consequence of the junction tree theorem. Consequently, the distribution (8.35) provides a certificate of the membership of \(\tau\) in the marginal polytope \(\mathbb{M}(G)\).

In the binary \(\{0, 1\}\) case, the sequence of relaxations (8.34) has been proposed and studied previously by Hammer et al. [105], Boros et al. [36], and Sherali and Adams [217], although without the connections to the underlying graphical structure provided by Proposition 8.6.

**Example 8.6 (Tighter Relaxations for Higher-order Interactions).** We begin by illustrating how higher-order LP relaxations yield tighter constraints with a continuation of Example 8.3. Consider the factor graph shown in Figure 8.4(a), corresponding to a hypergraph-structured MRF of the form
\[
p_\theta(x) \propto \exp\left\{ \sum_{i=1}^{4} \theta_i(x_i) + \theta_a(x_1, x_2, x_3) + \theta_b(x_2, x_3, x_4) \right\}, \tag{8.36}
\]
for suitable potential functions \(\{\theta_i, i = 1, \ldots, 4\}, \theta_a,\) and \(\theta_b\). In this example, we consider two different procedures for obtaining an LP relaxation:

(a) First convert the hypergraph MRF (8.36) into a pairwise MRF and then apply the first-order relaxation (8.5); or
(b) Apply the second-order relaxation based on \(\mathbb{L}_2(G)\) directly to the original hypergraph MRF.

After some algebraic manipulation, both relaxations can be expressed purely in terms of the triplet pseudomarginals \(\tau_{123}(x_1, x_2, x_3)\) and
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Fig. 8.4 (a) A hypergraph-structured Markov random field with two sets of triplet interactions over $a = \{1, 2, 3\}$ and $b = \{2, 3, 4\}$. The first-order LP relaxation (8.5) applied to this graph first converts it into an equivalent pairwise MRF, and thus enforces only consistency only via the singleton marginals $\tau_2$ and $\tau_3$. (b) The second-order LP relaxation enforces additional consistency over the shared pairwise pseudomarginal $\tau_{23}$, and is exact for this graph.

$\tau_{234}(x_2, x_3, x_4)$, and in particular their consistency on the overlap $(x_2, x_3)$. The basic first-order LP relaxation (procedure (a)) imposes only the two marginalization conditions

$$\sum_{x'_1, x'_2} \tau_{123}(x'_1, x'_2, x_3) = \sum_{x'_2, x'_4} \tau_{234}(x'_2, x_3, x'_4), \quad \text{and} \quad (8.37a)$$

$$\sum_{x'_1, x'_3} \tau_{123}(x'_1, x_2, x'_3) = \sum_{x'_3, x'_4} \tau_{234}(x_2, x'_3, x'_4), \quad (8.37b)$$

which amount to ensuring that the singleton pseudomarginals $\tau_2$ and $\tau_3$ induced by $\tau_{123}$ and $\tau_{234}$ agree. Note, however, that the first-order relaxation imposes no constraint on the pairwise marginal(s) $\tau_{23}$ induced by the triplet.

In contrast, the second-order relaxation treats the triplets $(x_1, x_2, x_3)$ and $(x_2, x_3, x_4)$ exactly, and so addition to the singleton conditions (8.37), also requires agreement on the overlap — viz.

$$\sum_{x'_1} \tau_{123}(x'_1, x_2, x_3) = \sum_{x'_4} \tau_{234}(x_2, x_3, x'_4). \quad (8.38)$$

As a special case of Proposition 8.6, this second-order relaxation is tight, since the hypergraph in Figure 8.4(a) has treewidth two.

In Example 8.3, we considered the first-order LP relaxation applied to the MRF in Figure 8.4(a) for the special case of a linear code defined
over binary random variables \( x \in \{0,1\}^4 \). There we constructed the fractional vector
\[
\tilde{\tau} = (\tau_1(1), \tau_2(1), \tau_3(1), \tau_4(1)) = (1, \frac{1}{2}, \frac{1}{2}, 0),
\]
and showed that it was a fractional vertex for the relaxed polytope. Although the vector \( \tilde{\tau} \) is permitted under the pairwise relaxation in Figure 8.4(a), we claim that it is forbidden by the second-order relaxation in Figure 8.4(b). Indeed, the singleton pseudomarginals \( \tilde{\tau} \) are consistent with triplet pseudomarginals \( \tau_{123} \) and \( \tau_{234} \) defined as follows: let \( \tau_{123} \) assign mass \( \frac{1}{2} \) to the configurations \((x_1, x_2, x_3) = (101) \) and \((110) \), with zero mass elsewhere, and let \( \tau_{234} \) assign mass \( \frac{1}{2} \) to the configurations \((x_2, x_3, x_4) = (000) \) and \((110) \), and zero elsewhere. By computing the induced marginals, it can be verified that \( \tau_{123} \) and \( \tau_{234} \) marginalize down to \( \tilde{\tau} \), and satisfy the first-order consistency condition (8.37) required by the first-order relaxation. However, the second-order relaxation also requires agreement over the overlap \((x_2, x_3) \), as expressed by condition (8.38). On one hand, by definition of \( \tau_{123} \), we have
\[
\sum_{x_1'} \tau_{123}(x_1', x_2, x_3) = \frac{1}{2} \mathbb{I}[(x_2, x_3) = (0,1)] + \frac{1}{2} \mathbb{I}[(x_2, x_3) = (1,0)],
\]
whereas on the other hand, by definition of \( \tau_{234} \), we have
\[
\sum_{x_1'} \tau_{234}(x_2, x_3, x_4') = \frac{1}{2} \mathbb{I}[(x_2, x_3) = (1,1)] + \frac{1}{2} \mathbb{I}[(x_2, x_3) = (1,0)].
\]
Consequently, condition (8.38) is violated.

More generally, the second-order LP relaxation is exact for Figure 8.4(b), meaning that it is impossible to find any triplet pseudomarginals \( \tau_{123} \) and \( \tau_{234} \) that marginalize down to \( \tilde{\tau} \), and agree over the overlap \((x_2, x_3) \).

Of course, the treewidth-two relaxation can be applied directly to MRFs with cost functions already in pairwise form. In explicit terms, the second-order LP relaxation applied to a pairwise MRF has the form
\[
\max_{\tau} \left\{ \sum_{s \in V} \left[ \sum_{x_s} \tau_s(x_s) \theta_s(x_s) \right] + \sum_{(s,t) \in E} \left[ \sum_{x_s, x_t} \tau_{st}(x_s, x_t) \theta_{st}(x_s, x_t) \right] \right\},
\]
(8.39)
subject to the constraints
\[ \tau_s(x_s) = \sum_{x'_t, x'_u} \tau_{stu}(x_s, x'_t, x'_u) \quad \forall (s, t, u) \ni s, \quad \forall s \in V \quad (8.40a) \]
\[ \tau_{st}(x_s, x_t) = \sum_{x'_u} \tau_{stu}(x_s, x_t, x'_u) \quad \forall (s, t, u) \ni (s, t), \quad \forall (s, t) \in E. \quad (8.40b) \]

Assuming that all edges and vertices are involved in the cost function, this relaxation involves \( m \) singleton marginals, \( \binom{m}{2} \) pairwise marginals, and \( \binom{m}{3} \) triplet marginals.

Note that even though the triplet pseudomarginals \( \tau_{stu} \) play no role in the cost function (8.39) itself, they nonetheless play a central role in the relaxation via the consistency conditions (8.40) that they impose. Among other implications, Equations (8.40a) and (8.40b) imply that the pairwise marginals must be consistent with the singleton marginals (i.e., \( \sum_{x'_t} \tau_{st}(x_s, x'_t) = \tau_s(x_s) \)). Since these pairwise conditions define the first-order LP relaxation (8.5), this fact confirms that the second-order LP relaxation is at least as good as the first-order one. In general, the triplet consistency also imposes additional constraints not ensured by pairwise consistency alone. For instance, Example 4.1 shows that the pairwise constraints are insufficient to characterize the marginal polytope of a single cycle on three nodes, whereas Proposition 8.6 implies that the triplet constraints (8.40) provide a complete characterization, since a single cycle on three nodes has treewidth two.

This technique — namely, introducing additional parameters in order to tighten a relaxation, such as the triplet pseudomarginals \( \tau_{stu} \) — is known as a lifting operation. It is always possible, at least in principle, to project the lifted polytope down to the original space, thereby yielding an explicit representation of the tightened relaxation in the original space. This combination is known as a lift-and-project method [217, 150, 159]. In the case of the lifted relaxation based on the triplet consistency (8.40) defining \( L_2(G) \), the projection is from the full space down to the set of pairwise and singleton marginals.

**Example 8.7 (Lift-and-project for Binary MRFs).** Here we illustrate how to project the triplet consistency constraints (8.40) for any binary Markov random field, thereby deriving the so-called cycle
inequalities for the binary marginal polytope. (We presented these cycle inequalities earlier in Example 4.1; see Section 27.1 of Deza and Laurent [69] for a complete discussion.) In order to do so, it is convenient to work with a minimal set of pseudomarginal parameters: in particular, for a binary Markov random field, the seven numbers \( \{\tau_{stu}, \tau_{st}, \tau_{su}, \tau_{tu}, \tau_{s}, \tau_{t}, \tau_{u}\} \) suffice to characterize the triplet pseudomarginal over variables \((X_s, X_t, X_u)\). Following a little algebra, it can be shown that the singleton (8.40a) and pairwise consistency (8.40b) conditions are equivalent to the inequalities:

\[
\begin{align*}
\tau_{stu} &\geq 0 \quad (8.41a) \\
\tau_{stu} &\geq -\tau_{s} + \tau_{st} + \tau_{su} \quad (8.41b) \\
\tau_{stu} &\leq 1 - \tau_{s} - \tau_{t} - \tau_{u} + \tau_{st} + \tau_{su} + \tau_{tu} \quad (8.41c) \\
\tau_{stu} &\leq \tau_{st}, \tau_{su}, \tau_{tu}. \quad (8.41d)
\end{align*}
\]

Note that following permutations of the triplet \((s, t, u)\), there are eight inequalities in total, since inequality (8.41b) has three distinct versions.

The goal of projection is to eliminate the variable \(\tau_{stu}\) from the description, and obtain a set of constraints purely in terms of the singleton and pairwise pseudomarginal parameters. If we consider singleton, pairwise, and triplet pseudomarginals for all possible combinations, there are a total of \(T = m + \binom{m}{2} + \binom{m}{3}\) possible pseudomarginal parameters. We would like to project this subset of \(\mathbb{R}^T\) down to a lower-dimensional subset of \(\mathbb{R}^L\), where \(L = m + \binom{m}{2}\) is the total number of singleton and pairwise parameters. More specifically, we would like to determine the set \(\Pi(\mathbb{L}_2(G)) \subset \mathbb{R}^L\) of pseudomarginal parameters of the form

\[
\{(\tau_s, \tau_t, \tau_u, \tau_{st}, \tau_{su}, \tau_{tu}) \mid \exists \tau_{stu} \text{ such that inequalities (8.41) hold}\},
\]

corresponding to the projection of \(\mathbb{L}_2(G)\) down to \(\mathbb{R}^L\).

A classical technique for computing such projections is Fourier–Motzkin elimination [24, 271]. It is based on the following two steps: (a) first express all the inequalities so that the variable \(\tau_{stu}\) to be eliminated appears on the left-hand side; and (b) then combine the \((\leq)\) constraints with the \((\geq)\) constraints in pairs, thereby yielding a new inequality in which the variable \(\tau_{stu}\) no longer plays a role. Note that \(\tau_{stu}\) appears
on the left-hand side of all the inequalities (8.41); hence, performing step (b) yields the following inequalities

\[
\tau_{st}, \tau_{su}, \tau_{tu} \geq 0, \quad \text{combine (8.41a) and (8.41d)}
\]
\[
1 + \tau_{tu} - \tau_t - \tau_u \geq 0, \quad \text{combine (8.41b) and (8.41c)}
\]
\[
\tau_s - \tau_{su} \geq 0, \quad \text{combine (8.41b) and (8.41d)}
\]
\[
\tau_s + \tau_{tu} - \tau_{su} - \tau_{st} \geq 0, \quad \text{combine (8.41b) and (8.41d)}
\]
\[
1 - \tau_s - \tau_t - \tau_u + \tau_{st} + \tau_{su} + \tau_{tu} \geq 0, \quad \text{combine (8.41a) and (8.41c)}.
\]

The first three sets of inequalities should be familiar; in particular, they correspond to the constraints defining the first-order relaxation, in the special case of binary variables (see Example 4.1). Finally, the last two inequalities, and all permutations thereof, correspond to a known set of inequalities on the binary marginal polytope, usually referred to as the cycle inequalities.\(^3\) In recent work, Sontag and Jaakkola [219] examined the use of these cycle inequalities, as well as their extensions to non-binary variables, in variational methods for approximate marginalization, and showed significantly more accurate results in many cases.

\(^3\)To be clear, in the specified form, these inequalities are usually referred to as the triangle inequalities, for obvious reasons. Note that for a graph \(G = (V, E)\) with \(|V|\) variables, there are a total of \(\binom{|V|}{3}\) such groups of triangle inequalities. However, if the graph \(G\) is not fully connected, then some of these triangle inequalities involve mean parameters \(\mu_{uv}\) for pairs \((u, v)\) not in the graph edge set. In order to obtain inequalities that involve only mean parameters \(\mu_{st}\) for edges \((s, t) \in E\), one can again perform Fourier–Motzkin elimination, which leads to the so-called cycle inequalities. See Deza and Laurent [69] for more details.
Although the linear constraints that we have considered thus far yield a broad class of relaxations, many problems require a more expressive framework for imposing constraints on parameters. In particular, as we have seen at several points in the preceding sections, semidefinite constraints on moment matrices arise naturally within the variational approach — for instance, in our discussion of Gaussian mean parameters from Example 3.7. This section is devoted to a more systematic study of moment matrices, in particular their use in constructing hierarchies of relaxations based on conic programming. Moment matrices and conic programming provide a very expressive language for the design of variational relaxations. In particular, we will see that the LP relaxations considered in earlier sections are special cases of conic relaxations in which the underlying cone is the positive orthant. We will also see that moment matrices allow us to define a broad class of additional conic relaxations based on semidefinite programming (SDP) and second-order cone programming (SOCP).

The study of moment matrices and their properties has an extremely rich history (e.g., [3, 130]), particularly in the context of scalar random variables. The basis of our presentation is more recent work
9.1 Moment Matrices and Their Properties

Given a random vector $Y \in \mathbb{R}^d$, consider the collection of its second-order moments: $\lambda_{st} = \mathbb{E}[Y_s Y_t]$, for $s, t = 1, \ldots, d$. Using these moments, we can form the following symmetric $d \times d$ matrix:

$$N[\lambda] := \mathbb{E}[YY^T] = \begin{bmatrix} \lambda_{11} & \lambda_{12} & \cdots & \lambda_{1n} \\ \lambda_{21} & \lambda_{22} & \cdots & \lambda_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_{n1} & \lambda_{n2} & \cdots & \lambda_{nn} \end{bmatrix}. \quad (9.1)$$

At first sight, this definition might seem limiting, because the matrix involves only second-order moments. However, given some random vector $X$ of interest, we can expose any of its moments by defining $Y = f(X)$ for a suitable choice of function $f$, and then considering the associated second-order moment matrix (9.1) for $Y$. For instance, by setting $Y := [1 \ X] \in \mathbb{R} \times \mathbb{R}^m$, the moment matrix (9.1) will include both first and second-order moments of $X$. Similarly, by including terms of the form $X_s X_t$ in the definition of $Y$, we can expose third moments of $X$. The significance of the moment matrix (9.1) lies in the following simple result:

**Lemma 9.1 (Moment Matrices).** Any valid moment matrix $N[\lambda]$ is positive semidefinite.

**Proof.** We must show that $a^T N[\lambda] a \geq 0$ for an arbitrary vector $a \in \mathbb{R}^d$. If $\lambda$ is a valid moment vector, then it arises by taking expectations
under some distribution $p$. Accordingly, we can write
\[ a^T N[\lambda]a = \mathbb{E}_p[a^T Y Y^T a] = \mathbb{E}_p[\|a^T Y\|^2], \]
which is clearly nonnegative.

Lemma 9.1 provides a necessary condition for a vector $\lambda = (\lambda_{st}, s, t = 1, \ldots, d)$ to define valid second-order moments. Such a condition is both necessary and sufficient for certain classical moment problems involving scalar random variables [e.g., 114, 130]. This condition is also necessary and sufficient for a multivariate Gaussian random vector, as discussed in Example 3.7.

### 9.1.1 Multinomial and Indicator Bases

Now, consider a discrete random vector $X \in \{0, 1, \ldots, r - 1\}^m$. In order to study moments associated with $X$, it is convenient to define some function bases. Our first basis involves multinomial functions over $(x_1, \ldots, x_m)$. Each multinomial is associated with a multi-index, meaning a vector $\alpha := (\alpha_1, \alpha_2, \ldots, \alpha_m)$ of nonnegative integers $\alpha_s$. For each such multi-index, we define the multinomial function
\[ x^\alpha := \prod_{s=1}^{m} x_s^{\alpha_s}, \] (9.2)
following the convention that $x_t^0 = 1$ for any position $t$ such that $\alpha_t = 0$.

For discrete random variables in $\mathcal{X}^m := \{0, 1, \ldots, r - 1\}^m$, it suffices\footnote{Indeed, for any variable $x \in \mathcal{X} = \{0, 1, \ldots, r - 1\}$, note that there holds $\prod_{j=0}^{r-1} (x - j) = 0$ A simple rearrangement of this relation yields an expression for $x^r$ as a polynomial of degree $r - 1$, which implies that any monomial $x^i$ with $i \geq r$ can be expressed as a linear combination of lower-order monomials.} to consider multi-indices such that the maximum degree $\|\alpha\|_\infty := \max_{s=1, \ldots, m} \alpha_s$ is less than or equal to $r - 1$. Consequently, our multinomial basis involves a total of $r^m$ multinomial functions. We define the Hamming norm $\|\alpha\|_0 := \text{card}\{i = 1, \ldots, m \mid \alpha_i \neq 0\}$, which counts the number of nonzero elements in the multi-index $\alpha$. For each integer $k = 1, \ldots, m$, we then define the multi-index set
\[ I_k := \{\alpha \mid \|\alpha\|_0 \leq k\}. \] (9.3)
The nested sequence of multi-index sets
\[ \mathcal{I}_1 \subset \mathcal{I}_2 \subset \ldots \subset \mathcal{I}_m \] (9.4)
describes a hierarchy of models, which can be associated with hypergraphs with increasing sizes of hyperedges. To calculate the cardinality of \( \mathcal{I}_k \), observe that for each \( i = 0, \ldots, k \), there are \( \binom{m}{i} \) possible subsets of size \( i \). Moreover, for each member of each such subset, there are \( (r - 1) \) possible choices of the index value, so that \( \mathcal{I}_k \) has \( \sum_{i=0}^{k} \binom{m}{i} (r - 1)^i \) elements in total. The total number of all possible multi-indices (with \( \|\alpha\|_\infty \leq r - 1 \)) is given by
\[ |\mathcal{I}_m| = \sum_{i=0}^{m} \binom{m}{i} (r - 1)^i = r^m. \]

Our second basis is a generalization of the standard overcomplete potentials (3.34), based on indicator functions for events of the form \( \{ X_s = j \} \) as well as their higher-order analogs. Recall the \( \{0,1\} \)-valued indicator function \( \mathbb{1}_{j_s}(x_s) \) for the event \( \{ X_s = j_s \} \). Using these node-based functions, we define, for each global configuration \( J = (j_1, \ldots, j_m) \in \{0,1,\ldots,r-1\}^m \), the indicator function
\[ \mathbb{1}_J(x) := \prod_{s=1}^{m} \mathbb{1}_{j_s}(x_s) = \begin{cases} 1 & \text{if } (x_1, \ldots, x_m) = (j_1, \ldots, j_m) \\ 0 & \text{otherwise}. \end{cases} \] (9.5)

In our discussion thus far, we have defined these function bases over the full vector \( (x_1, \ldots, x_m) \); more generally, we can also consider the same bases for subvectors \( (x_1, \ldots, x_k) \). Overall, for any integer \( k \leq m \), we have two function bases: the \( r^k \) vector of multinomial functions
\[ \mathcal{M}_k(x_1, \ldots, x_k) := \left\{ \prod_{s=1}^{k} x_s^{\alpha_s} \mid \alpha \in \{0,1,\ldots,r-1\}^k \right\}, \]
and the \( r^k \) vector of indicator functions
\[ \mathcal{I}_k(x_1, \ldots, x_k) := \{ \mathbb{1}_J(x) \mid J \in \{0,1,\ldots,r-1\}^k \}, \]
The following elementary lemma shows that these two bases are in one-to-one correspondence:

**Lemma 9.2** For each \( k = 2,3,\ldots,m \), there is an invertible \( r^k \times r^k \) matrix \( B \) such that
\[ \mathcal{M}_k(x) = B \mathcal{I}_k(x) \quad \text{for all } x \in \mathcal{X}^k. \] (9.6)
Proof. Our proof is based on explicitly constructing the matrix $B$. For each $s = 1, \ldots, k$ and $j \in \{0, 1, \ldots, r - 1\}$, consider the following identities between the scalar indicator functions $I_j(x_s)$ and monomials $x^j_s$:

$$I_j(x_s) = \prod_{\ell \neq j} x^\ell_s - \ell, \quad \text{and} \quad x^j_s = \sum_{\ell=0}^{r-1} \ell^j I_\ell(x_s). \quad (9.7)$$

Using the second identity multiple times (once for each $s \in \{1, \ldots, k\}$), we obtain that for each $\alpha \in \mathcal{I}_k$,

$$x^\alpha = \prod_{s=1}^k x^{\alpha_s}_s = \prod_{s=1}^k \left[ \sum_{\ell=0}^{r-1} \ell^{\alpha_s} I_\ell(x_s) \right].$$

By expanding the product on the right-hand side, we obtain an expression for multinomial $x^\alpha$ as a linear combination of the indicator functions $\{I_J(x), | J \in \mathcal{X}_k\}$. Conversely, for each $J \in \{0, 1, \ldots, r - 1\}^k$, we have

$$I_J(x) := \prod_{s=1}^k I_{J_s}(x_s) = \prod_{s=1}^k \left[ \prod_{\ell \neq j_s} \frac{x_s - \ell}{j_s - \ell} \right].$$

As before, by expanding the product on the right-hand side, we obtain an expression for the indicator function $I_J$ as a linear combination of the monomials $\{x^\alpha, \alpha \in \mathcal{I}_k\}$. Thus, there is an invertible linear transformation between the indicator functions $\{I_J(x), J \in \mathcal{X}_k\}$ and the monomials $\{x^\alpha, \alpha \in \mathcal{I}_k\}$. We let $B \in \mathbb{R}^{r^k \times r^k}$ denote the invertible matrix that carries out this transformation.

These bases are convenient for different purposes, and Lemma 9.2 allows us to move freely between them. The mean parameters associated with the indicator basis $\mathcal{I}$ are readily interpretable as probabilities — viz. $\mathbb{E}[I_J(X)] = P[X = J]$. However, the multinomial basis is convenient for defining hierarchies of semidefinite relaxations.

### 9.1.2 Marginal Polytopes for Hypergraphs

We now turn to the use of these function bases in defining marginal polytopes for general hypergraphs. Given a hypergraph $G = (V, E)$
in which the maximal hyperedge has cardinality \( k \), we may consider the multinomial Markov random field \( p_\theta(x) \propto \exp\left\{ \sum_{\alpha \in \mathcal{I}(G)} \theta_\alpha x^\alpha \right\} \). Here \( \mathcal{I}(G) \subseteq \mathcal{I}_k \) corresponds to those multi-indices associated with the hyperedges of \( G \). For instance, if \( G \) includes the triplet hyperedge \( \{s, t, u\} \), then \( \mathcal{I}(G) \) must include the set of \( r^3 \) multi-indices of the form \((0, 0, \ldots, \alpha_s, \alpha_t, \alpha_u, \ldots, 0)\) for some \((\alpha_s, \alpha_t, \alpha_u) \in \{0, 1, \ldots, r-1\}^3\).

As an important special case, for each integer \( t = 1, 2, \ldots, m \), we also define the multi-index sets \( \mathcal{I}_t := \mathcal{I}(K_{m,t}) \), where \( K_{m,t} \) denotes the hypergraph on \( m \) nodes that includes all hypergraphs up to size \( t \). For instance, the hypergraph \( K_{m,2} \) is simply the ordinary complete graph on \( m \) nodes, including all \( (m \choose 2) \) edges.

Let \( \mathcal{P}(\mathcal{X}_m) \) denote the set of all distributions \( p \) supported on \( \mathcal{X}_m = \{0, 1, \ldots, r-1\}^m \). For any multi-index \( \alpha \in \mathbb{Z}_m^+ \) and distribution \( p \in \mathcal{P}(\mathcal{X}_m) \), let

\[
\mu_\alpha := \mathbb{E}_p[X^\alpha] = \mathbb{E}_p \left[ \prod_{i=1}^m X_i^{\alpha_i} \right]
\]

(9.8)
denote the associated mean parameter or moment. (We simply write \( \mathbb{E}[X^\alpha] \) when the underlying distribution \( p \) is understood from the context.) We use \( \mathcal{M}(G) \) to denote the marginal polytope associated with hypergraph \( G \) — that is, \( \mathcal{M}(G) \) is the set

\[
\{ \mu \in \mathbb{R}^{\mathcal{I}(G)} \mid \exists \ p \in \mathcal{P}(\mathcal{X}_m) \text{ such that } \mu_\alpha = \mathbb{E}_p[X^\alpha] \ \forall \alpha \in \mathcal{I}(G) \}.
\]

(9.9)

To be precise, it should be noted that our choice of notation is slightly inconsistent with previous sections, where we defined marginal polytopes in terms of the indicator functions \( \mathbb{I}_j(x_s) \) and \( \mathbb{I}_j[x_s] \mathbb{I}_k[x_t] \). However, by the one-to-one correspondence between these indicator functions and the multinomials \( \{x^\alpha\} \) from Lemma 9.2, the corresponding marginal polytopes are isomorphic objects, regardless of the underlying potential functions chosen.

### 9.2 Semidefinite Bounds on Marginal Polytopes

We now describe the Lasserre sequence \([148, 150] \) of semidefinite outer bounds on the marginal polytope \( \mathcal{M}(G) \). This sequence is defined in
terms of a hierarchy of moment matrices which generate a nested sequence of semidefinite outer bounds on any marginal polytope.

### 9.2.1 Lasserre Sequence

To define the relevant moment matrices, for each $t = 1, 2, \ldots, m$, consider the $|\mathcal{I}_t| \times |\mathcal{I}_t|$ matrix of moments $N_t[\mu]$ defined by the $|\mathcal{I}_t|$-dimensional random vector $Y := (X^\alpha, \alpha \in \mathcal{I}_t)$. Each row and column of $N_t[\mu]$ is associated with some multi-index $\alpha \in \mathcal{I}_t$, and its entries are specified as follows:

$$
(N_t[\mu])_{\alpha\beta} := \mu_{\alpha+\beta} = \mathbb{E}[X^\alpha X^\beta].
$$

As a particular example, Figure 9.1(a) provides an illustration of the matrix $N_3[\mu]$ for the special case of binary variables ($r = 2$) on three nodes ($m = 3$), so that the overall matrix is eight-dimensional.

![Figure 9.1 Moment matrices and minors defining the Lasserre sequence of semidefinite relaxations for a triplet ($m = 3$) of binary variables ($r = 2$). (a) Full matrix $N_3[\mu]$. (b) Shaded region: $7 \times 7$ principal minor $N_2[\mu]$ constrained by the Lasserre relaxation at order 1.](image-url)
The shaded region in Figure 9.1(b) shows the matrix $N_2[\mu]$ for this same example; note that it has $|I_2| = 7$ rows and columns.

Let us make some clarifying comments regarding these moment matrices. First, so as to simplify notation in this binary case, we have used $\mu_1$ as a shorthand for the first-order moment $\mu_{1,0,0}$, with similar shorthand for the other first-order moments $\mu_2$ and $\mu_3$. Similarly, the quantity $\mu_{12}$ is shorthand for the second-order moment $\mu_{1,1,0} = \mathbb{E}[X_1^2X_2^0X_3^0]$, and the quantity $\mu_{123}$ denotes the triplet moment $\mu_{1,1,1} = \mathbb{E}[X_1X_2X_3]$. Second, in both matrices, the element in the upper left-hand corner is

$$\mu_\emptyset = \mu_{0,0,0} = \mathbb{E}[X^0],$$

which is always equal to one. Third, in calculating the form of these moment matrices, we have repeatedly used the fact that $X_i^2 = X_i$ for any binary variable to simplify moment calculations. For instance, in computing the $(8, 7)$ element of $N_3[\mu]$, we write

$$\mathbb{E}[(X_1X_2X_3)(X_1X_3)] = \mathbb{E}[X_1X_2X_3] = \mu_{123}.$$

We now describe how the moment matrices $N_t[\mu]$ induce outer bounds on the marginal polytope $\mathbb{M}(G)$. Given a hypergraph $G$, let $t(G)$ denote the smallest integer such that all moments associated with $\mathbb{M}(G)$ appear in the moment matrix $N_{t(G)}[\mu]$. (For example, for an ordinary graph with maximal cliques of size two, such as a 2D lattice, we have $t(G) = 1$, since all moments of orders one and two appear in the matrix $N_1[\mu]$.) For each integer $t = t(G), \ldots, m$, we can define the mapping $\Pi_G : \mathbb{R}^{|I_t|} \rightarrow \mathbb{R}^{|I(G)|}$ that maps any vector $\mu \in \mathbb{R}^{|I_t|}$ to the indices $\{\alpha \in I(G)\}$. Then for each $t = t(G), 2, \ldots$, define the semidefinite constraint set

$$S_t(G) := \Pi_G[\{\mu \in \mathbb{R}^{|I_t|} \mid N_t[\mu] \succeq 0\}]. \quad (9.11)$$

As a consequence of Lemma 9.1, each set $S_t(G)$ is an outer bound on the marginal polytope $\mathbb{M}(G)$, and by definition of the matrices $N_t[\mu]$, these outer bounds form a nested sequence

$$S_1(G) \supseteq S_2(G) \supseteq S_3(G) \supseteq \cdots \supseteq \mathbb{M}(G). \quad (9.12)$$
This sequence is known as the Lasserre sequence of relaxations [147, 150]. Lovász and Schrijver [159] describe a related class of relaxations, also based on semidefinite constraints.

**Example 9.1 (First-order Semidefinite Bound on $\mathbb{M}(K_3)$).** As an illustration of the power of semidefinite bounds, recall Example 4.3, in which we considered the fully connected graph $K_3$ on three nodes. In terms of the 6D vector of sufficient statistics $(X_1, X_2, X_3, X_1X_2, X_2X_3, X_1X_3)$, we considered the pseudomarginal vector

$$(\tau_1, \tau_2, \tau_3, \tau_{12}, \tau_{23}, \tau_{13}) = (0.5, 0.5, 0.5, 0.4, 0.4, 0.1).$$

In Example 4.3, we used the cycle inequalities, as derived in Example 8.7, to show that $\tau$ does not belong to $\mathbb{M}(K_3)$. Here we provide an alternative and arguably more direct proof of this fact based on semidefinite constraints. In particular, the moment matrix $N_1[\tau]$ associated with these putative mean parameters has the form:

$$N_1[\tau] = \begin{bmatrix} 1 & 0.5 & 0.5 & 0.5 \\ 0.5 & 0.5 & 0.4 & 0.1 \\ 0.5 & 0.4 & 0.5 & 0.4 \\ 0.5 & 0.1 & 0.4 & 0.5 \end{bmatrix}.$$

A simple calculation shows that this matrix $N_1[\tau]$ is not positive definite, whence $\tau \notin \mathbb{S}_1(K_3)$, so that by the inclusions (9.12), we conclude that $\tau \notin \mathbb{M}(K_3)$.

### 9.2.2 Tightness of Semidefinite Outer Bounds

Given the nested sequence (9.12) of outer bounds on the marginal polytope $\mathbb{M}(G)$, we now turn to a natural question: what is the minimal required order (if any) for which $\mathbb{S}_t(G)$ provides an exact characterization of the marginal polytope? It turns out that for an arbitrary hypergraph, $t = m$ is the minimal required (although see Section 9.3 and Proposition 9.5 for sharper guarantees based on treewidth). This property of finite termination for semidefinite relaxations in a general
setting was proved by Lasserre [147], and also by Laurent [149, 150] using different methods. We provide here one proof of this exactness:

**Proposition 9.3 (Tightness of Semidefinite Constraints).** For any hypergraph $G$ with $m$ vertices, the semidefinite constraint set $S_m(G)$ provides an exact description of the associated marginal polytope $\mathcal{M}(G)$.

**Proof.** Although the result holds more generally [147], we prove it here for the case of binary random variables. The inclusion $\mathcal{M}(G) \subseteq S_m(G)$ is an immediate consequence of Lemma 9.1, so that it remains to establish the reverse inclusion. In order to do so, it suffices to consider a vector $\tau \in \mathbb{R}^{2^m}$, with elements indexed by indicator vectors $\alpha \in \{0,1\}^m$ of subsets of $\{1,\ldots,m\}$. In particular, element $\tau_\alpha$ represents a candidate moment associated with the multinomial $x^\alpha = \prod_{s=1}^{m} x_s^{\alpha_s}$. Suppose that the matrix $N_m[\tau] \in \mathbb{R}^{2^m \times 2^m}$ is positive semidefinite; we need to show that $\tau$ is a valid moment vector, meaning that there is some distribution $p$ supported on $\{0,1\}^m$ such that $\tau_\alpha = \mathbb{E}_p[X^\alpha]$ for all $\alpha \in \mathcal{I}_m$.

Lemma 9.2 shows that the multinomial basis $\mathcal{M}_m$ and the indicator basis $\mathcal{I}_m$ are related by an invertible linear transformation $B \in \mathbb{R}^{2^m \times 2^m}$. In the binary case, each multi-index $\alpha$ can be associated with a subset of $\{1,2,\ldots,m\}$, and we have the partial order $\alpha \subseteq \beta$ defined by inclusion of these subsets. It is straightforward to verify that the matrix $B$ arises from the inclusion-exclusion principle, and so has entries

$$B(\alpha,\beta) = \begin{cases} (-1)^{|\beta \setminus \alpha|} & \text{if } \alpha \subseteq \beta \\ 0 & \text{otherwise.} \end{cases}$$

Moreover, the inverse matrix $B^{-1}$ has entries

$$B^{-1}(\alpha,\beta) = \begin{cases} 1 & \text{if } \alpha \subseteq \beta \\ 0 & \text{otherwise.} \end{cases}$$

(9.14)

Moreover, the inverse matrix $B^{-1}$ has entries

$$B^{-1}(\alpha,\beta) = \begin{cases} 1 & \text{if } \alpha \subseteq \beta \\ 0 & \text{otherwise.} \end{cases}$$

(9.14)

See Appendix E.1 for more details on these matrices, which arise as a special case of the Möbius inversion formula.

In Appendix E.2, we prove that $B$ diagonalizes $N_m[\tau]$, so that we have $BN_m[\tau]B^T = D$ for some diagonal matrix $D$ with a nonnegative
entries, and \( \text{trace}(D) = 1 \). Thus, we can define a probability distribution \( p \) supported on \( \{0, 1\}^m \) with elements \( p(\alpha) = D_\alpha \geq 0 \). Since \( B \) is invertible, we have \( N_m[\tau] = B^{-1}DB^{-T} \). Focusing on the \( \alpha \text{th} \) diagonal entry, the definition of \( N_m[\tau] \) implies that \( (N_m[\tau])_{\alpha\alpha} = \tau_\alpha \). Consequently, we have

\[
\tau_\alpha = \sum_{(\beta, \gamma) \in \{0, 1\}^m \times \{0, 1\}^m} B^{-1}(\alpha, \beta)DB^{-T}(\gamma, \alpha) \\
= \sum_{\beta \in \{0, 1\}^m} D(\beta, \beta)B^{-1}(\alpha, \beta)B^{-T}(\beta, \alpha),
\]

using the fact that \( D \) is diagonal. Using the form (9.14) of \( B^{-1} \), we conclude

\[
\tau_\alpha = \sum_{\alpha \subseteq \beta} p(\beta) = \mathbb{E}_p[X^\alpha],
\]

which provides an explicit demonstration of the global realizability of \( \tau_\alpha \). \( \square \)

This result shows that imposing a semidefinite constraint on the largest possible moment matrix \( N_m[\mu] \) is sufficient to fully characterize all marginal polytopes. Moreover, the \( t = m \) condition in Proposition 9.3 is not only sufficient for exactness, but also necessary in a worst case setting — that is, for any \( t < m \), there exists some hypergraph \( G \) such that \( \mathbb{M}(G) \) is strictly contained within \( S_t(G) \). The following example illustrates both the sufficiency and necessity of Proposition 9.3:

---

**Example 9.2 (In)exactness of Semidefinite Constraints).**

Consider a pair of binary random variables \((X_1, X_2) \in \{0, 1\}^2\). With respect to the monomials \((X_1, X_2, X_1X_2)\), the marginal polytope \( \mathbb{M}(K_2) \) consists of three moments \((\mu_1, \mu_2, \mu_{12})\). Figure 9.2(a) provides an illustration of this 3D polytope; as derived previously in Example 3.8, this set is characterized by the four constraints

\[
\mu_{12} \geq 0, \quad 1 + \mu_1 + \mu_2 - \mu_{12} \geq 0, \quad \text{and} \quad \mu_s - \mu_{12} \geq 0 \quad \text{for} \quad s = 1, 2.
\]

(9.15)
The first-order semidefinite constraint set $S_1(K_2)$ is defined by the semidefinite moment matrix constraint

\[ N_1[\mu] = \begin{bmatrix} 1 & \mu_1 & \mu_2 \\ \mu_1 & \mu_1 & \mu_{12} \\ \mu_2 & \mu_{12} & \mu_2 \end{bmatrix} \succeq 0. \]  

In order to deduce the various constraints implied by this semidefinite inequality, we make use of an extension of Sylvester’s criterion for assessing positive semidefiniteness: a square matrix is positive semidefinite if and only if the determinant of any principal submatrix is non-negative (see Horn and Johnson [114], p. 405). So as to facilitate both our calculation and subsequent visualization, it is convenient to focus on the intersection of both the marginal polytope and the constraint set $S_1(K_2)$ with the hyperplane $\mu_1 = \mu_2$. Stepping through the requirements of Sylvester’s criterion, positivity of the $(1,1)$ element is trivial, and the remaining singleton principal submatrices imply that $\mu_1 \geq 0$ and $\mu_2 \geq 0$. With a little calculation, it can be seen the $(1,2)$ and $(1,3)$ principal submatrices yield the interval constraints $\mu_1, \mu_2 \in [0,1]$. The $(2,3)$ principal submatrix yields $\mu_1 \mu_2 \geq \mu_{12}^2$, which after setting $\mu_1 = \mu_2$ reduces to $\mu_1 \geq |\mu_{12}|$. Finally, we turn to nonnegativity of the full determinant: after setting $\mu_1 = \mu_2$ and some algebraic manipulation, we obtain the constraint

\[
\mu_{12}^2 - (2\mu_1^2)\mu_{12} + (2\mu_1^3 - \mu_1^2) = [\mu_{12} - \mu_1] [\mu_{12} - \mu_1(2\mu_1 - 1)] \leq 0.
\]

Since $\mu_1 \geq |\mu_{12}|$ from before, this quadratic inequality implies the pair of constraints

\[
\mu_{12} \leq \mu_1, \quad \text{and} \quad \mu_{12} \geq \mu_1(2\mu_1 - 1).
\]  

The gray area in Figure 9.2(b) shows the intersection of the 3D marginal polytope $\mathbb{M}(K_2)$ from panel (a) with the hyperplane $\mu_1 = \mu_2$. The intersection of the semidefinite constraint set $S_1(K_2)$ with this same hyperplane is characterized by the interval inclusion $\mu_1 \in [0,1]$ and the two inequalities in Equation (9.17). Note that the semidefinite constraint set is an outer bound on $\mathbb{M}(K_2)$, but that it includes points that are clearly not valid marginals. For instance, it can be verified that $(\mu_1, \mu_2, \mu_{12}) = (\frac{1}{4}, \frac{1}{7}, -\frac{1}{5})$ corresponds to a positive semidefinite $N_1[\mu]$, but this vector certainly does not belong to $\mathbb{M}(K_2)$. 
Fig. 9.2 (a) The marginal polytope $\mathcal{M}(K_2)$ for a pair $(X_1, X_2) \in \{0, 1\}^2$ of random variables; it is a polytope with four facets contained within the cube $[0, 1]^3$. (b) Nature of the semidefinite outer bound $S_1$ on the marginal polytope $\mathcal{M}(K_2)$. The gray area shows the cross-section of the binary marginal polytope $\mathcal{M}(K_2)$ corresponding to intersection with the hyperplane $\mu_1 = \mu_2$. The intersection of $S_1$ with this same hyperplane is defined by the inclusion $\mu_1 \in [0, 1]$, the linear constraint $\mu_{12} \leq \mu_1$, and the quadratic constraint $\mu_{12} \geq 2\mu_1^2 - \mu_1$. Consequently, there are points belonging to $S_1$ that lie strictly outside $\mathcal{M}(K_2)$.

In this case, if we move up one more step to the semidefinite outer bound $S_2(K_2)$, then Proposition 9.3 guarantees that the description should be exact. To verify this fact, note that $S_2(K_2)$ is based on imposing positive semidefiniteness of the moment matrix

$$N_2[\mu] = \begin{bmatrix} 1 & \mu_1 & \mu_2 & \mu_{12} \\ \mu_1 & \mu_1 & \mu_{12} & \mu_{12} \\ \mu_2 & \mu_{12} & \mu_2 & \mu_{12} \\ \mu_{12} & \mu_{12} & \mu_{12} & \mu_{12} \end{bmatrix}.$$

Positivity of the diagonal element (4,4) gives the constraint $\mu_{12} \geq 0$. The determinant of $2 \times 2$ submatrix formed by rows and columns 3 and 4 (referred to as the $(3,4)$ subminor for short) is given by $\mu_{12}[\mu_2 - \mu_{12}]$. Combined with the constraint $\mu_{12} \geq 0$, the nonnegativity of this determinant yields the inequality $\mu_2 - \mu_{12} \geq 0$. By symmetry, the $(2,4)$ subminor gives $\mu_1 - \mu_{12} \geq 0$. Finally, calculating the determinant of $N_2[\mu]$ yields

$$\det N_2[\mu] = \mu_{12} [\mu_1 - \mu_{12}] [\mu_1 - \mu_{12}] [1 + \mu_{12} - \mu_1 - \mu_2]. \quad (9.18)$$

The constraint $\det N_2[\mu] \geq 0$, in conjunction with the previous constraints, implies the inequality $1 + \mu_{12} - \mu_1 - \mu_2 \geq 0$. In fact, the
9.2 Semi-definite Bounds on Marginal Polytopes

The quantities \( \{\mu_{12}, \mu_1 - \mu_{12}, \mu_2 - \mu_{12}, 1 + \mu_{12} - \mu_1 - \mu_2\} \) are the eigenvalues of \( N_2[\mu] \), so positive semi-definiteness of \( N_2[\mu] \) is equivalent to nonnegativity of these four quantities. The positive semi-definiteness of \( S_2(K_2) \) thus recovers the four inequalities (9.15) that define \( M(K_2) \), thereby providing an explicit confirmation of Proposition 9.3.

From a practical point of view, however, the consequences of Proposition 9.3 are limited, because \( N_m[\mu] \) is a \(|I_m| \times |I_m|\) matrix, where \(|I_m| = r^m\) is exponentially large in the number of variables \( m \). Applications of SDP relaxations are typically based on solving a semi-definite program involving the constraint \( N_t[\mu] \succeq 0 \) for some \( t \) substantially smaller than the total number \( m \) of variables. We illustrate with a continuation of the MAX-CUT problem, introduced earlier in Section 8.4.4.

**Example 9.3 (First-order SDP relaxation of MAX-CUT).** As described previously in Example 8.4, the MAX-CUT problem arises from a graph-partitioning problem, and is computationally intractable (NP-complete) for general graphs \( G = (V,E) \). Here, we describe a natural semi-definite programming relaxation obtained by applying the first-order semi-definite relaxation \( S_1(G) \). In the terminology of graphical models, the MAX-CUT problem is equivalent to computing the mode of a binary pairwise Markov random field (i.e., an Ising model) with a very specific choice of interactions. More specifically, it corresponds to solving the binary quadratic program

\[
\max_{x \in \{0,1\}^m} \sum_{(s,t) \in E} w_{st} \left\{ x_s x_t + (1 - x_s)(1 - x_t) \right\}, \tag{9.19}
\]

where \( w_{st} \geq 0 \) is a weight associated with each edge \((s,t)\) of the graph \( G \). By Theorem 8.1, this integer program can be represented as an equivalent linear program. In particular, introducing the mean parameters \( \mu_s = \mathbb{E}[X_s] \) for each node \( s \in V \), and \( \mu_{st} = \mathbb{E}[X_s X_t] \) for each edge \((s,t) \in E \), we can rewrite the binary quadratic program (9.19) as

\[
\max_{\mu \in \mathbb{M}(G)} \sum_{(s,t) \in E} w_{st} \left\{ 2\mu_{st} + 1 - \mu_s - \mu_t \right\},
\]

where \( \mathbb{M}(G) \) is the marginal polytope associated with the ordinary graph. Although originally described in somewhat different terms, the
relaxation proposed by Goemans and Williamson [98] amounts to replacing the marginal polytope $\mathbb{M}(G)$ with the first-order semidefinite outer bound $S_1(G)$, thereby obtaining a semidefinite programming relaxation. Solving this SDP relaxation yields a moment matrix, which can be interpreted as the covariance matrix of a Gaussian random vector in $m$-dimensions. Sampling from this Gaussian distribution and then randomly rounding the resulting $m$-dimensions yields a randomized algorithm for approximating the maximum cut. Remarkably, Goemans and Williamson [98] show that in the worst case, the expected cut value obtained in this way is at most $\approx 0.878$ less than the optimal cut value. Related work by Nesterov [181] provides similar worst-case guarantees for applications of the first-order SDP relaxation to general classes of binary quadratic programs.

In addition to the MAX-CUT problem, semidefinite programming relaxations based on the sequence $S_t(G), t = 1, 2, \ldots$ have been studied for various other classes of combinatorial optimization problems, including graph coloring, graph partitioning and satisfiability problems. Determining when the additional computation required to impose higher-order semidefinite constraints does (or does not) yield more accurate approximations is an active and lively area of research.

### 9.3 Link to LP Relaxations and Graphical Structure

Recall from our previous discussion that the complexity of a given marginal polytope $\mathbb{M}(G)$ depends very strongly on the structure of the (hyper)graph $G$. One consequence of the junction tree theorem is that marginal polytopes associated with hypertrees are straightforward to characterize (see Propositions 2.1 and 8.6). This simplicity is also apparent in the context of semidefinite characterizations. In fact, the LP relaxations discussed in Section 8.5, which are tight for hypertrees of appropriate widths, can be obtained by imposing semidefinite constraints on particular minors of the overall moment matrix $N_m[\mu]$, as we illustrate here.

Given a hypergraph $G = (V, E)$ and the associated subset of multi-indices $\mathcal{I}(G)$, let $\mathbb{M}(G)$ be the $|\mathcal{I}(G)|$-dimensional marginal polytope
defined by the sufficient statistics \((x^\alpha, \alpha \in \mathcal{I}(G))\). For each hyperedge \(h \in E\), let \(\mathcal{I}(h)\) be the subset of multi-indices with nonzero components only in the elements of \(h\), and let \(\mathbb{M}({\{h\}})\) be the \(|\mathcal{I}(h)|\)-dimensional marginal polytope associated with the subvector of multinomials \((x^\alpha, \alpha \in \mathcal{I}(h))\). Letting the maximal hyperedge have cardinality \(t + 1\), we can then rewrite the hypertree-based LP relaxation from Section 8.5 in the form

\[
\mathbb{L}_t(G) = \bigcap_{h \in E} \{\mu \in \mathbb{R}^{\mathcal{I}(G)}| \quad \Pi_h(\mu) \in \mathbb{M}({\{h\}})\},
\]

(9.20)

where \(\Pi_h : \mathbb{R}^{\mathcal{I}(G)} \to \mathbb{R}^{\mathcal{I}(h)}\) is the standard coordinate projection.

In general, imposing semidefiniteness on moment matrices produces constraint sets that are convex but nonpolyhedral (i.e., with curved boundaries; see Figure 9.2(b) for an illustration). In certain cases, however, a semidefinite constraint actually reduces to a set of linear inequalities, so that the associated constraint set is a polytope. We have already seen one instance of this phenomenon in Proposition 9.3, where by a basis transformation (between the indicator functions \(\mathbb{1}_j(x_s)\) and the monomials \(x_s^{\alpha_s}\)), we showed that a semidefinite constraint on the full matrix \(N_m[\mu]\) is equivalent to a total of \(r^m\) linear inequalities.

In similar fashion, it turns out that the LP relaxation \(\mathbb{L}_t(G)\) can be described in terms of semidefiniteness constraints on a subset of minors from the full moment matrix \(N_m[\mu]\). In particular, for each hyperedge \(h \in E\), let \(N_{\{h\}}[\mu]\) denote the \(|\mathcal{I}(h)| \times |\mathcal{I}(h)|\) minor of \(N_m[\mu]\), and define the semidefinite constraint set

\[
\mathcal{S}({\{h\}}) = \{\mu \in \mathbb{R}^{\mathcal{I}_m} \mid N_{\{h\}}[\mu] \succeq 0\}.
\]

(9.21)

As a special case of Proposition 9.3 for \(m = |h|\), we conclude that the projection of this constraint set down to the mean parameters indexed by \(\mathcal{I}(h)\) — namely, the set \(\Pi_h(\mathcal{S}({\{h\}}))\) — is equal to the local marginal polytope \(\mathbb{M}({\{h\}})\). We have thus established the following:

**Proposition 9.4** Given a hypergraph \(G\) with maximal hyperedge size \(|h| = t + 1\), an equivalent representation of the polytope \(\mathbb{L}_t(G)\) is in
terms of the family of hyperedge-based semidefinite constraints

\[
\mathbb{L}_t(G) = \bigcap_{h \in E} \mathcal{S}(\{h\}),
\]

(9.22)

obtained by imposing semidefiniteness on certain minors of the full moment matrix \(N_m[\mu]\). This relaxation is tight when \(G\) is a hypertree of width \(t\).

Figure 9.3 provides an illustration of the particular minors that are constrained by the relaxation \(\mathbb{L}_t(G)\) in the special case of the single cycle \(K_3\) on \(m = 3\) nodes with binary variables (see Figure 8.1). Each panel in Figure 9.3 shows the full \(8 \times 8\) moment matrix \(N_3[\mu]\) associated with this graph; the shaded portions in each panel demarcate the minors \(N_{\{12\}}[\mu]\) and \(N_{\{13\}}[\mu]\) constrained in the first-order

![Figure 9.3](image)

Fig. 9.3 Shaded regions correspond to the \(4 \times 4\) minors \(N_{\{12\}}[\mu]\) in panel (a), and \(N_{\{13\}}[\mu]\) in panel (b) are constrained by the Sherali–Adams relaxation of order 2. Also constrained is the minor \(N_{\{23\}}[\mu]\) (not shown).
LP relaxation $\mathbb{L}(G)$. In addition, this LP relaxation also constrains the minor $N_{\{23\}}[\mu]$, not shown here.

Thus, the framework of moment matrices allows us to understand both the hierarchy of LP relaxations defined by the hypertree-based polytopes $\mathbb{L}_t(G)$, as well as the SDP hierarchy based on the nonpolyhedral sets $\mathbb{S}_t(G)$. It is worth noting that at least for general graphs with $m \geq 3$ vertices, this hierarchy of LP and SDP relaxations are mutually incomparable, in that neither one dominates the other at a fixed level of the hierarchy. We illustrate this mutual incomparability in the following example:

**Example 9.4 (Mutual Incomparability of LP/SDP Relaxations).** For the single cycle $K_3$ on $m = 3$ vertices, neither the first-order LP relaxation $\mathbb{L}_1(G)$ nor the first-order semidefinite relaxation $\mathbb{S}_1(K_3)$ are exact. At the same time, these two relaxations are mutually incomparable, in that neither dominates the other. In one direction, Example 9.1 provides an instance of a pseudomarginal vector $\tau$ that belongs to $\mathbb{L}_1(K_3)$, but violates the semidefinite constraint defining $\mathbb{S}_1(K_3)$. In the other direction, we need to construct a pseudomarginal vector $\tau$ that satisfies the semidefinite constraint $N_1[\tau] \succeq 0$, but violates at least one of the linear inequalities defining $\mathbb{L}_1(K_3)$. Consider the pseudomarginal $\tau$ with moment matrix $N_1[\tau]$ of the form:

$$N_1[\tau] = \begin{bmatrix}
1 & \tau_1 & \tau_2 & \tau_3 \\
\tau_1 & \tau_1 & \tau_{12} & \tau_{13} \\
\tau_2 & \tau_{12} & \tau_2 & \tau_{23} \\
\tau_3 & \tau_{13} & \tau_{23} & \tau_3
\end{bmatrix} = \begin{bmatrix}
1 & 0.75 & 0.75 & 0.75 \\
0.75 & 0.75 & 0.45 & 0.5 \\
0.75 & 0.45 & 0.75 & 0.5 \\
0.75 & 0.5 & 0.5 & 0.75
\end{bmatrix}.$$  

Calculation shows that $N_1[\tau]$ is positive definite, yet the inequality $1 + \tau_{12} - \tau_1 - \tau_2 \geq 0$ from the conditions (9.15), necessary for membership in $\mathbb{L}_1(K_3)$, is not satisfied. Hence, the constructed vector $\tau$ belongs to $\mathbb{S}_1(K_3)$ but does not belong to $\mathbb{L}_1(K_3)$.

Of course, for hypergraphs of low treewidth, the LP relaxation is definitely advantageous, in that it is tight once the order of relaxation $t$ hits the hypergraph treewidth — that is, the equality $\mathbb{L}_t(G) = \mathbb{M}(G)$ holds for any hypergraph of treewidth $t$, as shown in Proposition 8.6.
In contrast, the semidefinite relaxation $S_t(G)$ is not tight for a general hypergraph of width $t$; as concrete examples, see Example 9.2 for the failure of $S_1(G)$ for the graph $G = K_2$, which has treewidth $t = 1$, and Example 9.4 for the failure of $S_2(G)$ for the graph $G = K_3$, which has treewidth $t = 2$. However, if the order of semidefinite relaxation is raised to one order higher than the treewidth, then the semidefinite relaxation is tight:

**Proposition 9.5** For a random vector $X \in \{0, 1, \ldots, r - 1\}^m$ that is Markov with respect to a hypergraph $G$, we always have

$$S_{t+1}(G) \subseteq \mathbb{L}_t(G),$$

where the inclusion is strict unless $G$ is a hypertree of width $t$. For any such hypertree, the equality $S_{t+1}(G) = \mathbb{M}(G)$ holds.

**Proof.** Each maximal hyperedge $h$ in a hypergraph $G$ with treewidth $t$ has cardinality $|h| = t + 1$. Note that the moment matrix $N_{t+1}[\mu]$ constrained by the relaxation $S_{t+1}(G)$ includes as minors the $|\mathcal{I}(h)| \times |\mathcal{I}(h)|$ matrix $N_{\{h\}}[\mu]$, for every hyperedge $h \in E$. This fact implies that $S_{t+1}(G) \subseteq S(\{h\})$ for each hyperedge $h \in E$, where the set $S(\{h\})$ was defined in Equation (9.21). Hence, the asserted inclusion follows from Proposition 9.4. For hypergraphs of treewidth $t$, the equality $S_{t+1}(G) = \mathbb{M}(G)$ follows from this inclusion, and the equivalence between $\mathbb{L}_t(G)$ and $\mathbb{M}(G)$ for hypergraphs of width $t$, as asserted in Proposition 8.6. \qed

### 9.4 Second-order Cone Relaxations

In addition to the LP and SDP relaxations discussed thus far, another class of constraints on marginal polytopes are based on the second-order cone (see Appendix A.2). The resulting second-order cone programming (SOCP) relaxations of the mode-finding problem as well as of general nonconvex optimization problems have been studied by various researchers [134, 146]. In the framework of moment matrices, second-order cone constraints can be understood as a particular weakening of a positive semidefiniteness constraint, as we describe here.
The semidefinite relaxations that we have developed are based on enforcing that certain moment matrices are positive semidefinite. All of these constraints can be expressed in terms of moment matrices of the form

\[ N[\mu] := \mathbb{E}\left[ \begin{bmatrix} 1 \\ Y \end{bmatrix} \begin{bmatrix} 1 & Y \end{bmatrix} \right], \quad (9.23) \]

where the random vector \( Y = f(X_1, \ldots, X_m) \) is a suitable function of the vector \( X \). The class of SOCP relaxations are based on the following equivalence:

**Lemma 9.6** For any moment matrix (9.23), the positive semidefiniteness constraint \( N[\mu] \succeq 0 \) holds if and only if

\[ \langle U^T U, \mathbb{E}[YY^T] \rangle \geq \| \mathbb{E}[Y] \|^2 \quad \text{for all } U \in \mathbb{R}^{d \times d}. \quad (9.24) \]

**Proof.** Using the Schur complement formula [114], a little calculation shows that the condition \( N[\mu] \succeq 0 \) is equivalent to requiring that the covariance matrix \( \Sigma := \mathbb{E}[YY^T] - \mathbb{E}[Y] \mathbb{E}[Y] \) be positive semidefinite. A symmetric matrix \( \Sigma \) is positive semidefinite if and only if its Frobenius inner product \( \langle \Sigma, \Lambda \rangle := \text{trace}(\Sigma \Lambda) \) with any other positive semidefinite matrix \( \Lambda \in S_+^d \) is nonnegative [114]. (This fact corresponds to the self-duality of the positive semidefinite cone [39].) By the singular value decomposition [114], any \( \Lambda \in S_+^d \) can be written\(^2\) as \( \Lambda = U^T U \) for some matrix \( U \in \mathbb{R}^{d \times d} \), so that the constraint \( \langle \Sigma, \Lambda \rangle \geq 0 \) can be rewritten as \( \langle U^T U, \mathbb{E}[YY^T] \rangle \geq \| \mathbb{E}[Y] \|^2 \), as claimed.

An inequality of the form (9.24) corresponds to a second-order cone constraint on the elements of the moment matrix \( N[\mu] \); see Appendix A.2 for background on this cone. The second-order cone programming approach is based on imposing the constraint (9.24) only for a subset of matrices \( U \), so that SOCPs are weaker than the associated SDP relaxation. The benefit of this weakening is that many SOCPs

\(^2\)We can obtain rank-deficient \( \Lambda \) by allowing \( U \) to have some zero rows.
can be solved with lower computational complexity than semidefinite programs [39]. Kim and Kojima [134] study SOCP relaxations for fairly general classes of nonconvex quadratic programming problems. Kumar et al. [146] study the use of SOCPs for mode-finding in pairwise Markov random fields, in particular using matrices $U$ that are locally defined on the edges of the graph, as well as additional linear inequalities, such as the cycle inequalities in the binary case (see Example 8.7). In later work, Kumar et al. [145] showed that one form of their SOCP relaxation is equivalent to a form of the quadratic programming (QP) relaxation proposed by Lafferty and Ravikumar [198]. Kumar et al. [145] also provide a cautionary message, by demonstrating that certain classes of SOCP constraints fail to improve upon the first-order tree-based LP relaxation (8.5). An example of such redundant SOCP constraints are those in which the matrix $U^TU$ has nonzero entries only in pairs of elements, corresponding to a single edge, or more generally, is associated with a subtree of the original graph on which the MRF is defined. This result can be established using moment matrices by the following reasoning: any SOC constraint (9.24) that constrains only elements associated with some subtree of the graph is redundant with the first-order LP constraints (8.5), since the LP constraints ensure that any moment vector $\mu$ is consistent on any subtree embedded within the graph.

Overall, we have seen that a wide range of conic programming relaxations, including linear programming, second-order cone programming, and semidefinite programming, can be understood in a unified manner in terms of multinominal moment matrices. An active area of current research is devoted to understanding the properties of these types of relaxations when applied to particular classes of graphical models.
The core of this survey is a general set of variational principles for the problems of computing marginal probabilities and modes, applicable to multivariate statistical models in the exponential family. A fundamental object underlying these optimization problems is the set of realizable mean parameters associated with the exponential family; indeed, the structure of this set largely determines whether or not the associated variational problem can be solved exactly in an efficient manner. Moreover, a large class of well-known algorithms for both exact and approximate inference — including belief propagation or the sum-product algorithm, expectation propagation, generalized belief propagation, mean field methods, the max-product algorithm and linear programming relaxations, as well as generalizations thereof — can be derived and understood as methods for solving various forms, either exact or approximate, of these variational problems. The variational perspective also suggests convex relaxations of the exact principle, and so is a fertile source of new approximation algorithms.

Many of the algorithms described in this survey are already standard tools in various application domains, as described in more detail in Section 2.4. While such empirical successes underscore the promise
of variational approaches, a variety of theoretical questions remain to be addressed. One important direction to pursue is obtaining a priori guarantees on the accuracy of a given variational method for particular subclasses of problems. Past and ongoing work has studied the performance of linear programming relaxations of combinatorial optimization problems (e.g., [135, 236, 78, 48]), many of them particular cases of the first-order LP relaxation (8.5). It would also be interesting to study higher-order analogs of the sequence of LP relaxations described in Section 8. For certain special classes of graphical models, particularly those based on “locally tree-like” graphs, recent and ongoing work (e.g., [7, 14, 169, 200]) has provided some encouraging results on the accuracy of the sum-product algorithm in computing approximations of the marginal distributions and the cumulant function. Similar questions apply to other types of more sophisticated variational methods, including the various extensions of sum-product (e.g., Kikuchi methods or expectation-propagation) discussed in this survey.

We have focused in this survey on regular exponential families where the parameters lie in an open convex set. This class covers a broad class of graphical models, particularly undirected graphical models, where clique potentials often factor into products over parameters and sufficient statistics. However, there are also examples in which nonlinear constraints are imposed on the parameters in a graphical model. Such constraints, which often arise in the setting of directed graphical models, require the general machinery of curved exponential families [74]. Although there have been specialized examples of variational methods applied to such families [122], there does not yet exist a general treatment of variational methods for curved exponential families.

Another direction that requires further exploration is the study of variational inference for distributions outside of the exponential family. In particular, it is of interest to develop variational methods for the stochastic processes that underlie nonparametric Bayesian modeling. Again, special cases of variational inference have been presented for such models — see in particular the work of Blei and Jordan [31] on variational inference for Dirichlet processes — but there is as of yet no general framework.
Still more broadly, there are many general issues in statistical inference that remain to be investigated from a variational perspective. In particular, the treatment of multivariate point estimation and interval estimation in frequentist statistical inference often requires treating nuisance variables differently from parameters. Moreover, it is often necessary to integrate over some variables (e.g., random effects) while maximizing over others. Our presentation has focused on treating marginalization separately from maximization; further research will be needed to find ways to best combine these operations. Also, although marginalization is natural from a Bayesian perspective, our focus on the exponential family is limiting from this perspective, where it is relatively rare for the joint probability distribution of all random variables (data, latent variables and parameters) to follow an exponential family distribution. Further work on finding variational approximations for non-exponential-family contributions to joint distributions, including noninformative and robust prior distributions, will be needed for variational inference methods to make further inroads into Bayesian inference.

Finally, it should be emphasized that the variational approach provides a set of techniques that are complementary to Monte Carlo methods. One important program of research, then, is to characterize the classes of problems for which variational methods (or conversely, Monte Carlo methods) are best suited, and moreover to develop a theoretical characterization of the trade-offs in complexity versus accuracy inherent to each method. Indeed, there are various emerging connections between the mixing properties of Markov chains for sampling from graphical models, and the contraction or correlation decay conditions that are sufficient to ensure convergence of the sum-product algorithm.
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In this appendix, we provide some basic background on graph theory, and convex sets and functions.

A.1 Background on Graphs and Hypergraphs

Here, we collect some basic definitions and results on graphs and hypergraphs; see the standard books [17, 34, 35] for further background. A graph $G = (V, E)$ consists of a set $V = \{1, 2, \ldots, m\}$ of vertices, and a set $E \subseteq V \times V$ of edges. By definition, a graph does not contain self-loops (i.e., $(s, s) \notin E$ for all vertices $s \in V$), nor does it contain multiple copies of the same edge. (These features are permitted only in the extended notion of a multigraph.) For a directed graph, the ordering of the edge matters, meaning that $(s, t)$ is distinct from $(t, s)$, whereas for an undirected graph, the quantities $(s, t)$ and $(t, s)$ refer to the same edge. A subgraph $F$ of a given graph $G = (V, E)$ is a graph $(V(F), E(F))$ such that $V(F) \subseteq V$ and $E(F) \subseteq E$. Given a subset $S \subseteq V$ of the vertex set of a graph $G = (V, E)$, the vertex-induced subgraph is the subgraph $F[S] = (S, E(S))$ with edge-set $E(S) := \{(s, t) \in E \mid (s, t) \in E\}$. Given a subset of edges $E' \subseteq E$, the edge-induced subgraph is $F(E') = (V(E'), E')$, where $V(E') = \{s \in V \mid (s, t) \in E'\}$. 259
A path $P$ is a graph $P = (V(P), E(P))$ with vertex set $V(P) := \{v_0, v_1, v_2, \ldots, v_k\}$, and edge set

$$E(P) := \{(v_0, v_1), (v_1, v_2), \ldots, (v_{k-1}, v_k)\}.$$ 

We say that the path $P$ joins vertex $v_0$ to vertex $v_k$. Of particular interest are paths that are subgraphs of a given graph $G = (V, E)$, meaning that $V(P) \subseteq V$ and $E(P) \subseteq E$. A cycle is a graph $C = (V(C), E(C))$ with $V(C) = \{v_0, v_1, \ldots, v_k\}$ with $k \geq 2$ and edge set $E(C) = \{(v_0, v_1), (v_1, v_2), \ldots, (v_{k-1}, v_k), (v_k, v_0)\}$. An undirected graph is acyclic if it contains no cycles. A graph is bipartite if its vertex set can be partitioned as a disjoint union $V = V_A \cup V_B$ (where $\cup$ denotes disjoint union), such that $(s, t) \in E$ implies that $s \in V_A$ and $t \in V_B$ (or vice versa).

A clique of a graph is a subset $S$ of vertices that are all joined by edges (i.e., $(s, t) \in E$ for all $s, t \in S$). A chord of a cycle $C$ on the vertex set $V(C) = \{v_0, v_1, \ldots, v_k\}$ is an edge $(v_i, v_j)$ that is not part of the cycle edge set $E(C) = \{(v_0, v_1), (v_1, v_2), \ldots, (v_{k-1}, v_k), (v_k, v_0)\}$. A cycle $C$ of length four or greater contained within a larger graph $G$ is chordless if the graph's edge set contains no chords for the cycle $C$. A graph is triangulated if it contains no cycles of length four or greater that are chordless. A connected component of a graph is a subset of vertices $S \subseteq V$ such that for all $s, t \in S$, there exists a path contained within the graph $G$ joining $s$ to $t$. We say that a graph $G$ is singly connected, or simply connected, if it consists of a single connected component. A tree is an acyclic graph with a single connected component; it can be shown by induction that any tree on $m$ vertices must have $m - 1$ edges. More generally, a forest is an acyclic graph consisting of one or more connected components.

A hypergraph is $G = (V, E)$ is a natural generalization of a graph: it consists of a vertex set $V = \{1, 2, \ldots, m\}$, and a set $E$ of hyperedges, which each hyperedge $h \in E$ is a particular subset of $V$. (Thus, an ordinary graph is the special case in which $|h| = 2$ for each hyperedge.) The factor graph associated with a hypergraph $G$ is a bipartite graph $(V', E')$ with vertex set $V'$ corresponding to the union $V \cup E$ of the hyperedge vertex set $V$, and the set of hyperedges $E$, and an edge set
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Here, we collect some basic definitions and results on convex sets and functions. Rockafellar [203] is a standard reference on convex analysis; see also the books by Hiriart-Urruty and Lemaréchal [112, 113], Boyd and Vandenberghe [39], and Bertsekas [23].

A.2.1 Convex Sets and Cones

A set $C \subseteq \mathbb{R}^d$ is convex if for all $x, y \in C$ and $\alpha \in [0, 1]$, the set $C$ also contains the point $\alpha x + (1 - \alpha)y$. Equivalently, the set $C$ must contain the entire line segment joining any two of its elements. Note that convexity is preserved by various operations on sets:

- The intersection $\cap_{j \in J} C_j$ of a family $\{C_j\}_{j \in J}$ of convex sets remains convex.
- The Cartesian product $C_1 \otimes C_2 \otimes \cdots \otimes C_k$ of a family of convex sets is convex.
- The image $f(C)$ of a convex set $C$ under any affine mapping $f(x) = Ax + b$ is a convex set.
- The closure $\overline{C}$ and interior $C^\circ$ of a convex set $C$ are also convex sets.

Note that the union of convex sets is not convex, in general.

A cone $K$ is a set such that for any $x \in K$, the ray $\{\lambda x \mid \lambda > 0\}$ also belongs to $K$. A convex cone is a cone that is also convex. (To appreciate the distinction, the union of two distinct rays is a cone, but not convex in general.) Important examples of convex cones include:

- A subspace $\{y \in \mathbb{R}^d \mid Ay = 0\}$ for some matrix $A \in \mathbb{R}^{m \times d}$.
- The nonnegative orthant

$$\{y \in \mathbb{R}^d \mid y_1 \geq 0, y_2 \geq 0, \ldots, y_d \geq 0\}.$$
• The conical hull of a collection of vectors \( \{x_1, \ldots, x_n\} \):
\[
\left\{ y \in \mathbb{R}^d \mid y = \sum_{i=1}^{n} \lambda_i x_i \quad \text{with} \quad \lambda_i \geq 0, \ i = 1, \ldots, n \right\}. \quad (A.1)
\]

• The second-order cone \( \{(y, t) \in \mathbb{R}^d \times \mathbb{R} \mid \|y\|_2 \leq t\} \).

• The cone \( S^d_+ \) of symmetric positive semidefinite matrices
\[
S^d_+ = \{ X \in \mathbb{R}^{d \times d} \mid X = X^T, \ X \succeq 0 \}. \quad (A.2)
\]

### A.2.2 Convex and Affine Hulls

A linear combination of elements \( x_1, x_2, \ldots, x_k \) from a set \( S \) is a sum \( \sum_{i=1}^{k} \alpha_i x_i \), for arbitrary scalars \( \alpha_i \in \mathbb{R} \). An affine combination is a linear combination with the further restriction that \( \sum_{i=1}^{k} \alpha_i = 1 \), whereas a convex combination is a linear combination with the further restrictions \( \sum_{i=1}^{k} \alpha_i = 1 \) and \( \alpha_i \geq 0 \) for all \( i = 1, \ldots k \). The affine hull of a set \( S \), denoted by \( \text{aff}(S) \), is the smallest set that contains all affine combinations. Similarly, the convex hull of a set \( S \), denoted by \( \text{conv}(S) \), is the smallest set that contains all its convex combinations. Note that \( \text{conv}(S) \) is a convex set, by definition.

### A.2.3 Affine Hulls and Relative Interior

For any \( \epsilon > 0 \) and vector \( z \in \mathbb{R}^d \), define the Euclidean ball
\[
B_\epsilon(z) := \{ y \in \mathbb{R}^d \mid \|y - z\| < \epsilon \}. \quad (A.3)
\]
The interior of a convex set \( C \subseteq \mathbb{R}^d \), denoted by \( C^\circ \), is given by
\[
C^\circ := \{ z \in C \mid \exists \ \epsilon > 0 \text{ s.t. } B_\epsilon(z) \subset C \}. \quad (A.4)
\]
The relative interior is defined similarly, except that the interior is taken with respect to the affine hull of \( C \), denoted \( \text{aff}(C) \). More formally, the relative interior of \( C \), denoted \( \text{ri}(C) \), is given by
\[
\text{ri}(C) := \{ z \in C \mid \exists \ \epsilon > 0 \text{ s.t. } B_\epsilon(z) \cap \text{aff}(C) \subset C \}. \quad (A.5)
\]
To illustrate the distinction, note that the interior of the convex set \([0,1]\), when viewed as a subset of \( \mathbb{R}^2 \), is empty. In contrast, the affine
hull of $[0,1]$ is the real line, so that the relative interior of $[0,1]$ is the open interval $(0,1)$.

A key property of any convex set $C$ is that its relative interior is always nonempty [203]. A convex set $C \subseteq \mathbb{R}^d$ is full-dimensional if its affine hull is equal to $\mathbb{R}^d$. For instance, the interval $[0,1]$, when viewed as a subset of $\mathbb{R}^2$, is not full-dimensional, since its affine hull is only the real line. For a full-dimensional convex set, the notion of interior and relative interior coincide.

### A.2.4 Polyhedra and Their Representations

A polyhedron $P$ is a set that can be represented as the intersection of a finite number of half-spaces

$$P = \{ x \in \mathbb{R}^d \mid \langle a_j, x \rangle \leq b_j \quad \forall j \in J \}, \quad (A.6)$$

where for each $j \in J$, the pair $(a_j, b_j) \in \mathbb{R}^d \times \mathbb{R}$ parameterizes a particular half-space.

We refer to a bounded polyhedron as a polytope. Given a polyhedron $P$, we say that $x \in P$ is an extreme point if it is not possible to write $x = \lambda y + (1 - \lambda)z$ for some $\lambda \in (0,1)$ and $y, z \in P$. We say that $x$ is a vertex if there exists some $c \in \mathbb{R}^d$ such that $\langle c, x \rangle > \langle c, y \rangle$ for all $y \in P$ with $y \neq x$. For a polyhedron, $x$ is a vertex if and only if it is an extreme point. A consequence of the Minkowski–Weyl theorem is that any nonempty polytope can be written as the convex hull of its extreme points. This convex hull representation is dual to the half-space representation. Conversely, the convex hull of any finite collection of vectors is a polytope, and so has a half-space representation (A.6).

### A.2.5 Convex Functions

It is convenient to allow convex functions to take the value $+\infty$, particularly in performing dual calculations. More formally, an extended real-valued function $f$ on $\mathbb{R}^d$ takes values in the extended reals $\mathbb{R}_* := \mathbb{R} \cup \{+\infty\}$. A function $f: \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ is convex if for all $x, y \in \mathbb{R}^d$ and $\alpha \in [0,1]$, we have

$$f(\alpha x + (1 - \alpha)y) \leq \alpha f(x) + (1 - \alpha)f(y). \quad (A.7)$$
The function is *strictly convex* if the inequality \((A.7)\) holds strictly for all \(x \neq y\) and \(\alpha \in (0,1)\).

The *domain* of a extended real-valued convex function \(f\) is the set
\[
\text{dom}(f) := \{ x \in \mathbb{R}^d \mid f(x) < +\infty \}. \quad (A.8)
\]

Note that the domain is always a convex subset of \(\mathbb{R}^d\). Throughout, we restrict our attention to *proper* convex functions, meaning that \(\text{dom}(f)\) is nonempty.

A key consequence of the definition \((A.7)\) is *Jensen’s inequality*, which says that for any convex combination \(\sum_{i=1}^{k} \alpha_i x_i\) of points \(\{x_i\}\) in the domain of \(f\), we have \(f\left(\sum_{i=1}^{k} \alpha_i x_i\right) \leq \sum_{i=1}^{k} \alpha_i f(x_i)\).

Convexity of functions is preserved by various operations. In particular, given a collection of convex functions \(\{f_j \mid j \in J\}\):

- any linear combination \(\sum_{j \in J} \alpha_j f_j\) with \(\alpha_i \geq 0\) is a convex function;
- the pointwise supremum \(f(x) := \sup_{j \in J} f_j(x)\) is also a convex function.

The convexity of a function can also be defined in terms of its *epigraph*, namely the subset of \(\mathbb{R}^d \times \mathbb{R}\) given by
\[
\text{epi}(f) := \left\{ (x,t) \in \mathbb{R}^d \times \mathbb{R} \mid f(x) \leq t \right\}, \quad (A.9)
\]
as illustrated in Figure A.1. Many properties of convex functions can be stated in terms of properties of this epigraph. For instance, it is a straightforward exercise to show that the function \(f\) is convex if and only if its epigraph is a convex subset of \(\mathbb{R}^d \times \mathbb{R}\). A convex function is *lower semi-continuous* if \(\lim_{y \to x} f(y) \geq f(x)\) for all \(x\) in its domain. It can be shown that a convex function \(f\) is lower semi-continuous if and only if its epigraph is a closed set; in this case, \(f\) is said to be a *closed convex* function.

### A.2.6 Conjugate Duality

Given a convex function \(f : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}\) with non-empty domain, its conjugate dual is a new extended real-valued function
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Fig. A.1 The epigraph of a convex function is a subset of $\mathbb{R}^d \times \mathbb{R}$, given by $\text{epi}(f) = \{(x,t) \in \mathbb{R}^d \times \mathbb{R} | f(x) \leq t\}$. For a convex function, this set is always convex.

$f^*: \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$, defined as

$$f^*(y) := \sup_{x \in \mathbb{R}^d} \{\langle y, x \rangle - f(x)\}$$

$$= \sup_{x \in \text{dom}(f)} \{\langle y, x \rangle - f(x)\}, \quad (A.10)$$

where the second equality follows by definition of the domain of $f$. Note that $f^*$ is always a convex function, since it is the pointwise supremum of a family of convex functions. Geometrically, this operation can be interpreted as computing the intercept of the supporting hyperplane to $\text{epi}(f)$ with normal vector $(y,-1) \in \mathbb{R}^d \times \mathbb{R}$, as illustrated in Figure A.2.

It is also possible to take the conjugate dual of this dual function thereby yielding a new function known as the biconjugate

$$(f^*)^*(z) = \sup_{y \in \mathbb{R}^d} \{\langle z, y \rangle - f^*(y)\}. \quad (A.11)$$

An important property of conjugacy is that whenever $f$ is a closed convex function, then the biconjugate $f^{**}$ is equal to the original function $f$.

For closed, convex, and differentiable functions $f$ that satisfy additional technical conditions, the conjugate pair $(f,f^*)$ induce a one-to-one correspondence between $\text{dom}(f)$ and $\text{dom}(f^*)$, based on the gradient mappings $\nabla f$ and $\nabla f^*$. In particular, we say
that a convex function $f$ is *essentially smooth* if it has a nonempty domain $C = \text{dom}(f)$, $f$ is differentiable throughout $C^\circ$, and $\lim_{i \to \infty} \nabla f(x^i) = +\infty$ for any sequence $\{x^i\}$ contained in $C$, and converging to a boundary point of $C$. Note that a convex function with domain $\mathbb{R}^d$ is always essentially smooth, since its domain has no boundary. The property of essential smoothness is also referred to as *steepness* in some statistical treatments [43].

A function $f$ is of *Legendre type* if it is strictly convex, differentiable on the interior $C^\circ$ of its domain, and essentially smooth. Letting $D = \text{dom}(f^*)$, it can be shown that $(f, C^\circ)$ is a convex function of Legendre type if and only if $(f^*, D^\circ)$ is a convex function of Legendre type. In this case, the gradient mapping $\nabla f$ is one-to-one from $C^\circ$ onto the open convex set $D^\circ$, continuous in both directions, and moreover $\nabla f^* = (\nabla f)^{-1}$. See Section 26 of Rockafellar [203] for further details on these types of Legendre correspondences between $f$ and its dual $f^*$.
In this section, we provide the proofs of Theorems 3.3 and 3.4 from Section 3, as well as some auxiliary results of independent interest.

B.1 Proof of Theorem 3.3

We prove the result first for a minimal representation, and then discuss its extension to the overcomplete case. Recall from Appendix A.2.3 that a convex subset of $\mathbb{R}^d$ is full-dimensional if its affine hull is equal to $\mathbb{R}^d$. We first note that $\mathcal{M}$ is a full-dimensional convex set if and only if the exponential family representation is minimal. Indeed, the representation is not minimal if and only if there exists some vector $a \in \mathbb{R}^d$ and constant $b \in \mathbb{R}$ such that $\langle a, \phi(x) \rangle = b$ holds $\nu$-a.e. By definition of $\mathcal{M}$, this equality holds if and only if $\langle a, \mu \rangle = b$ for all $\mu \in \mathcal{M}$, which is equivalent to $\mathcal{M}$ not being full-dimensional.

Thus, if we restrict attention to minimal exponential families for the time-being, the set $\mathcal{M}$ is full-dimensional. Our proof makes use of the following properties of a full-dimensional convex set [see 112, 203]: (a) its interior $\mathcal{M}^\circ$ is nonempty, and the interior of the closure $[\mathcal{M}]^\circ$ is equal to the interior $\mathcal{M}^\circ$; and (b) the interior $\mathcal{M}^\circ$ contains the zero.
vector 0 if and only if for all nonzero $\gamma \in \mathbb{R}^d$, there exists some $\mu \in \mathcal{M}$ with $\langle \gamma, \mu \rangle > 0$.

We begin by establishing the inclusion $\nabla A(\Omega) \subseteq \mathcal{M}^\circ$. By shifting the potential $\phi$ by a constant vector if necessary, it suffices to consider the case $0 \in \nabla A(\Omega)$. Let $\theta^0 \in \Omega$ be the associated canonical parameter satisfying $\nabla A(\theta^0) = 0$. We prove that for all nonzero directions $\gamma \in \mathbb{R}^d$, there is some $\mu \in \mathcal{M}$ such that $\langle \gamma, \mu \rangle > 0$, which implies $0 \in \mathcal{M}^\circ$ by property (b). For any $\gamma \in \mathbb{R}^d$, the openness of $\Omega$ ensures the existence of some $\delta > 0$ such that $(\theta^0 + \delta \gamma) \in \Omega$. Using the strict convexity and differentiability of $A$ on $\Omega$ and the fact that $\nabla A(\theta^0) = 0$ by assumption, we have

$$A(\theta^0 + \delta \gamma) > A(\theta^0) + \langle \nabla A(\theta^0), \delta \gamma \rangle = A(\theta^0).$$

Similarly, defining $\mu^\delta := \nabla A(\theta^0 + \delta \gamma)$, we can write

$$A(\theta^0) > A(\theta^0 + \delta \gamma) + \langle \mu^\delta, -\delta \gamma \rangle.$$

These two inequalities in conjunction imply that

$$\delta \langle \mu^\delta, \gamma \rangle > A(\theta^0 + \delta \gamma) - A(\theta^0) > 0.$$

Since $\mu^\delta \in \nabla A(\Omega) \subseteq \mathcal{M}$ and $\gamma \in \mathbb{R}^d$ was arbitrary, this establishes that $0 \in \mathcal{M}^\circ$.

Next we show that $\mathcal{M}^\circ \subseteq \nabla A(\Omega)$. As in the preceding argument, we may take $0 \in \mathcal{M}^\circ$ without loss of generality. Then, we must establish the existence of $\theta \in \Omega$ such that $\nabla A(\theta) = 0$. By convexity, it is equivalent to show that $\inf_{\theta \in \Omega} A(\theta)$ is attained. To establish the attainment of this infimum, we prove that $A$ has no directions of recession, meaning that $\lim_{n \to +\infty} A(\theta^n) = +\infty$ for all sequences $\{\theta^n\}$ such that $\|\theta^n\| \to +\infty$.

For an arbitrary nonzero direction $\gamma \in \mathbb{R}^d$ and $\epsilon > 0$, consider the set $H_{\gamma, \epsilon} := \{x \in \mathcal{X}^m \mid \langle \gamma, \phi(x) \rangle \geq \epsilon\}$. Since $0 \in \mathcal{M}^\circ$, this set must have positive measure under $\nu$ for all sufficiently small $\epsilon > 0$. Otherwise, the inequality $\langle \gamma, \phi(x) \rangle \leq 0$ would hold $\nu$-a.e., which implies that $\langle \gamma, \mu \rangle \leq 0$ for all $\mu \in \overline{\mathcal{M}}$. By the convexity of $\mathcal{M}$, this inequality would imply that $0 \notin [\overline{\mathcal{M}}]^\circ = \mathcal{M}^\circ$, which contradicts our starting assumption.
For an arbitrary \( \theta^0 \in \Omega \), we now write

\[
A(\theta^0 + t\gamma) \geq \log \int_{H_{\gamma,\epsilon}} \exp \left\{ \langle \theta^0 + t\gamma, \phi(x) \rangle \right\} \nu(dx)
\]

\[
\geq t\epsilon + \log \int_{H_{\gamma,\epsilon}} \exp \left\{ \langle \theta^0, \phi(x) \rangle \right\} \nu(dx)
\]

\[
C(\theta^0)
\]

Note that we must have \( C(\theta^0) > -\infty \), because

\[
\exp\{\langle \theta^0, \phi(x) \rangle \} > 0 \quad \text{for all } x \in \mathcal{X}^m,
\]

and \( \nu(H_{\gamma,\epsilon}) > 0 \). Hence, we conclude that \( \lim_{t \to +\infty} A(\theta^0 + t\gamma) = +\infty \)

for all directions \( \gamma \in \mathbb{R}^d \), showing that \( A \) has no directions of recession.

Finally, we discuss the extension to the overcomplete case. For any overcomplete vector \( \phi \) of sufficient statistics, let \( \varphi \) be a set of potential functions in an equivalent minimal representation. In particular, a collection \( \varphi \) can be specified by eliminating elements of \( \phi \) until no affine dependencies remain. Let \( \nabla A_\varphi \) and \( \nabla A_\phi \) be the respective mean parameter mappings associated with \( \varphi \) and \( \phi \), with the sets \( M_\varphi \) and \( M_\phi \) similarly defined. By the result just established, \( \nabla A_\varphi \) is onto the interior of \( M_\varphi \).

By construction of \( \varphi \), each member in the relative interior of \( M_\phi \) is associated with a unique element in the interior of \( M_\varphi \). We conclude that the mean parameter mapping \( \nabla A_\phi \) is onto the relative interior of \( M_\phi \).

### B.2 Proof of Theorem 3.4

We begin with proof of part (a), which we divide into three cases.

Case (i) \( \mu \in \mathcal{M}^\circ \): In this case, Theorem 3.3 guarantees that the inverse image \( (\nabla A)^{-1}(\mu) \) is nonempty. Any point in this inverse image attains the supremum in Equation (3.42). In a minimal representation, there is only one optimizing point, whereas there is an affine subset for an overcomplete representation. Nonetheless, for any \( \theta(\mu) \in (\nabla A)^{-1}(\mu) \), the value of the optimum is given by

\[
A^*(\mu) = \langle \theta(\mu), \mu \rangle - A(\theta(\mu)).
\]
By definition (3.2) of the entropy, we have

$$-H(p_{\theta(\mu)}) = \mathbb{E}_{\theta(\mu)}[\langle \theta(\mu), \phi(X) \rangle - A(\theta(\mu))]$$

$$= \langle \theta(\mu), \mu \rangle - A(\theta(\mu)),$$

where the final equality uses linearity of expectation, and the fact that \( \mathbb{E}_{\theta(\mu)}[\phi(X)] = \mu. \)

Case (ii) \( \mu \notin \overline{\mathcal{M}} \): Let \( \text{dom} A^* = \{ \mu \in \mathbb{R}^d \mid A^*(\mu) < +\infty \} \) denote the effective domain of \( A^* \). With this notation, we must prove that \( \overline{\mathcal{M}} \supseteq \text{dom} A^* \). In order to do so, we use Corollary 26.4.1 of Rockafellar [203] which asserts that if \( A \) is essentially smooth and lower semi-continuous, then we have the inclusions \[ \text{dom} A^* \cap \subseteq \nabla A(\Omega) \subseteq \text{dom} A^*, \]
or equivalently

$$[\text{dom} A^*]^{\circ} \subseteq \mathcal{M}^{\circ} \subseteq \text{dom} A^*,$$

since \( \nabla A(\Omega) = \mathcal{M}^{\circ} \) from Theorem 3.3. Since both \( \mathcal{M} \) and \( \text{dom} A^* \) are convex sets, taking closures in these inclusions yields that \( \overline{\text{dom} A^*} = [\mathcal{M}^{\circ}] = \overline{\mathcal{M}} \), where the second equality follows by the convexity of \( \mathcal{M} \). Therefore, by definition of the effective domain, \( A^*(\mu) = +\infty \) for any \( \mu \notin \overline{\mathcal{M}} \).

It remains to verify that \( A \) is both lower semi-continuous, and essentially smooth (see Appendix A.2.5 for the definition). Recall from Proposition 3.1 that \( A \) is differentiable; hence, it is lower semi-continuous on its domain. To establish that \( A \) is essentially smooth, let \( \theta^b \) be a boundary point, and let \( \theta^0 \in \Omega \) be arbitrary. Since the set \( \Omega \) is convex and open, the line \( \theta^t := t\theta^b + (1-t)\theta^0 \) is contained in \( \Omega \) for all \( t \in [0,1) \) (see Theorem 6.1 of Rockafellar [203]). Using the differentiability of \( A \) on \( \Omega \) and its convexity (see Proposition 3.1(b)), for any \( t < 1 \), we can write

$$A(\theta^0) \geq A(\theta^t) + \langle \nabla A(\theta^t), \theta^0 - \theta^t \rangle.$$

Re-arranging and applying the Cauchy–Schwartz inequality to the inner product term yields that

$$A(\theta^t) - A(\theta^0) \leq \| \theta^t - \theta^0 \| \| \nabla A(\theta^t) \|.$$ 

Now as \( t \to 1^- \), the left-hand side tends to infinity by the lower semi-continuity of \( A \), and the regularity of the exponential family.
Consequently, the right-hand side must also tend to infinity; since \( \| \theta^t - \theta^0 \| \) is bounded, we conclude that \( \| \nabla A(\theta^t) \| \to +\infty \), which shows that \( A \) is essentially smooth.

Case (iii) \( \mu \in \overline{\mathcal{M} \setminus \mathcal{M}^\circ} \): Since \( A^* \) is defined as a conjugate function, it is lower semi-continuous. Therefore, the value of \( A^* (\mu) \) for any boundary point \( \mu \in \overline{\mathcal{M} \setminus \mathcal{M}^\circ} \) is determined by the limit over a sequence approaching \( \mu \) from inside \( \mathcal{M}^\circ \), as claimed.

We now turn to the proof of part (b). From Proposition 3.1, \( A \) is convex and lower semi-continuous, which ensures that \( (A^*)^* = A \), and part (a) shows that \( \text{dom} A^* = \overline{\mathcal{M}} \). Consequently, we can write

\[
A(\theta) = \sup_{\mu \in \overline{\mathcal{M}}} \{ (\theta, \mu) - A^*(\mu) \} \\
= \sup_{\mu \in \mathcal{M}} \{ (\theta, \mu) - A^*(\mu) \},
\]

(B.1)
since it is inconsequential whether we take the supremum over \( \mathcal{M} \) or its closure \( \overline{\mathcal{M}} \).

Last, we prove part (c) of the theorem. For a minimal representation, Proposition 3.2 and Theorem 3.3 guarantee that the gradient mapping \( \nabla A \) is a bijection between \( \Theta \) and \( \mathcal{M}^\circ \). On this basis, it follows that the gradient mapping \( \nabla A^* \) also exists and is bijective [203], whence the supremum (B.1) is attained at a unique point whenever \( \theta \in \Omega \). The analogous statement for an overcomplete representation can be proved via reduction to a minimal representation.

## B.3 General Properties of \( \mathcal{M} \) and \( A^* \)

In this section, we state and prove some auxiliary results of independent interest on general properties of the dual function \( A^* \), and the associated set \( \mathcal{M} \) of valid mean parameters.

### B.3.1 Properties of \( \mathcal{M} \)

From its definition, it is clear that \( \mathcal{M} \) is always a convex set. Other more specific properties of \( \mathcal{M} \) turn out to be determined by the properties of the exponential family. Recall from Appendix A.2.3 that a convex set
\(\mathcal{M} \subseteq \mathbb{R}^d\) is full-dimensional if its affine hull is equal to \(\mathbb{R}^d\). With this notion, we have the following:

**Proposition B.1** The set \(\mathcal{M}\) has the following properties:

(a) \(\mathcal{M}\) is full-dimensional if and only if the exponential family is minimal.

(b) \(\mathcal{M}\) is bounded if and only if \(\Theta = \mathbb{R}^d\) and \(A\) is globally Lipschitz on \(\mathbb{R}^d\).

**Proof.** (a) The representation is not minimal if and only if there exists some vector \(a \in \mathbb{R}^d\) and constant \(b \in \mathbb{R}\) such that \(\langle a, \phi(x) \rangle = b\) holds \(\nu\)-a.e. By definition of \(\mathcal{M}\), this equality holds if and only if \(\langle a, \mu \rangle = b\) for all \(\mu \in \mathcal{M}\), which is equivalent to \(\mathcal{M}\) not being full-dimensional.

(b) The recession function \(A_\infty\) is the support function \(\sup_{\mu \in \mathcal{M}} \langle \mu, \theta \rangle\). Therefore, the set \(\mathcal{M}\) is bounded if and only if \(A_\infty(\theta)\) is finite for all \(\theta \in \mathbb{R}^d\). The recession function \(A_\infty\) is finite-valued if and only if \(A\) is Lipschitz and hence finite on all of \(\mathbb{R}^d\) (see Proposition 3.2.7 in Hiriart-Urruty and Lemaréchal [112]).

The necessity of the condition \(\Omega = \mathbb{R}^d\) for \(\mathcal{M}\) to be bounded is clear from the boundary behavior of \(\nabla A\) given in Proposition 3.1. However, the additional global Lipschitz condition is also necessary, as demonstrated by the Poisson family (see Table 3.2). In this case, we have \(\Theta = \mathbb{R}\) yet the set of mean parameters \(\mathcal{M} = (0, +\infty)\) is unbounded. This unboundedness occurs because the function \(A(\theta) = \exp(\theta)\), while finite on \(\mathbb{R}\), is not globally Lipschitz.

**B.3.2 Properties of \(A^*\)**

Despite the fact that \(A^*\) is not given in closed form, a number of properties can be inferred from its variational definition (3.42). For instance, an immediate consequence is that \(A^*\) is always convex. More specific properties of \(A^*\) depend on the nature of the exponential family. Recall from Appendix A.2.6 the definition of an essentially smooth convex function.
Proposition B.2  The dual function $A^*$ is always convex and lower semi-continuous. Moreover, in a minimal and regular exponential family:

(a) $A^*$ is differentiable on $\mathcal{M}^\circ$, and $\nabla A^*(\mu) = (\nabla A)^{-1}(\mu)$.

(b) $A^*$ is strictly convex and essentially smooth.

Proof. The convexity and lower semi-continuity follow because $A^*$ is the supremum of collection of functions linear in $\mu$. Since both $A$ and $A^*$ are lower semi-continuous, the dual $A^*$ has these properties if and only if $A$ is strictly convex and essentially smooth (see our discussion of Legendre duality in Appendix A.2.6, and Theorem 26.3 in Rockafellar [203]). For a minimal representation, $A$ is strictly convex by Proposition 3.1, and from the proof of Theorem 3.4(a), it is also essentially smooth, so that the stated result follows.

This result is analogous to Proposition 3.1, in that the conditions stated ensure the essential smoothness of the dual function $A^*$ in a minimal representation. The boundary behavior of $\nabla A^*$ can be verified explicitly for the examples shown in Table 3.2, for which we have closed form expressions for $A^*$. For instance, in the Bernoulli case, we have $\mathcal{M} = [0,1]$ and $|\nabla A^*(\mu)| = |\log[(1 - \mu)/\mu]|$, which tends to infinity as $\mu \to 0^+$ or $\mu \to 1^-$. Similarly, in the Poisson case, we have $\mathcal{M} = (0, \infty)$ and $|\nabla A^*(\mu)| = |\log \mu|$, which tends to infinity as $\mu$ tends to the boundary point 0.

B.4  Proof of Theorem 4.2(b)

For any MRF defined by a tree $T$, both components of the Bethe variational problem (4.16) are exact:

(a) by Proposition 4.1, the set $\mathcal{L}(T)$ is equivalent to the marginal polytope $\mathcal{M}(T)$, and

(b) the Bethe entropy $H_{\text{Bethe}}$ is equivalent to the negative dual function $-A^*$. 

Consequently, for the tree-structured problem, the Bethe variational principle is equivalent to a special case of the conjugate duality between $A$ and $A^*$ from Theorem 3.4. Therefore, the value of the optimized Bethe problem is equal to the cumulant function value $A(\theta)$, as claimed. Finally, Theorem 3.4(c) implies that the optimum $\tau^*$ corresponds to the exact marginal distributions of the tree-structured MRF. Strict convexity implies that the solution is unique.

**B.5 Proof of Theorem 8.1**

We begin by proving assertion (8.4a). Let $\mathcal{P}$ be the space of all densities $p$, taken with respect to the base measure $\nu$ associated with the given exponential family. On the one hand, for any $p \in \mathcal{P}$, we have

$$\int \langle \theta, \phi(x) \rangle p(x) \nu(dx) \leq \max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle,$$

whence

$$\sup_{p \in \mathcal{P}} \int \langle \theta, \phi(x) \rangle p(x) \nu(dx) \leq \max_{x \in \mathcal{X}^m} \langle \theta, \phi(x) \rangle. \tag{B.2}$$

Since the support of $\nu$ is $\mathcal{X}^m$, equality is achieved in the inequality (B.2) by taking a sequence of densities $\{p^n\}$ converging to a delta function $\delta_{x^*}(x)$, where $x^* \in \arg \max_x \langle \theta, \phi(x) \rangle$. Finally, by linearity of expectation and the definition of $\mathcal{M}$, we have

$$\sup_{p \in \mathcal{P}} \int \langle \theta, \phi(x) \rangle p(x) \nu(dx) = \sup_{\mu \in \mathcal{M}} \langle \theta, \mu \rangle,$$

which establishes the claim (8.4a).

We now turn to the claim (8.4b). By Proposition 3.1, the function $A$ is lower semi-continuous. Therefore, for all $\theta \in \Omega$, the quantity

$$\lim_{\beta \to +\infty} A(\beta \theta)/\beta$$

is equivalent to the recession function of $A$, which we denote by $A_\infty$ (see Corollary 8.5.2 of Rockafellar [203]). Hence, it suffices to establish that $A_\infty(\theta)$ is equal to $\sup_{\mu \in \mathcal{M}} \langle \theta, \mu \rangle$. Using the lower semi-continuity of $A$ and Theorem 13.3 of Rockafellar [203], the recession function of $A$ corresponds to the support function of the effective domain of its dual. By Theorem 3.4, we have $\overline{\text{dom}} A^* = \overline{\mathcal{M}}$, whence $A_\infty(\theta) = \sup_{\mu \in \mathcal{M}} \langle \theta, \mu \rangle$. Finally, the supremum is not affected by taking the closure.
In this appendix, we describe how the general variational representation (3.45) specializes to the multivariate Gaussian case. For a Gaussian Markov random field, as described in Example 3.7, computing the mapping \((\theta, \Theta) \mapsto (\mu, \Sigma)\) amounts to computing the mean vector \(\mu \in \mathbb{R}^d\), and the covariance matrix \(\Sigma - \mu\mu^T\). These computations are typically carried out through the so-called normal equations [126]. In this section, we derive such normal equations for Gaussian inference from the principle (3.45).

\section*{C.1 Gaussian with Known Covariance}

We first consider the case of \(X = (X_1, \ldots, X_m)\) with unknown mean \(\mu \in \mathbb{R}^m\), but known covariance matrix \(\Lambda\), which we assume to be strictly positive definite (hence invertible). Under this assumption, we may alternatively use the precision matrix \(P\), corresponding to the inverse covariance \(\Lambda^{-1}\). This collection of models can be written as an \(m\)-dimensional exponential family with respect to the base measure

\[ \nu(dx) = \frac{\exp\left( -\frac{1}{2}x^TPx \right)}{\sqrt{(2\pi)^m|P^{-1}|}} dx, \]

In this appendix, we describe how the general variational representation (3.45) specializes to the multivariate Gaussian case. For a Gaussian Markov random field, as described in Example 3.7, computing the mapping \((\theta, \Theta) \mapsto (\mu, \Sigma)\) amounts to computing the mean vector \(\mu \in \mathbb{R}^d\), and the covariance matrix \(\Sigma - \mu\mu^T\). These computations are typically carried out through the so-called normal equations [126]. In this section, we derive such normal equations for Gaussian inference from the principle (3.45).

\section*{C.1 Gaussian with Known Covariance}

We first consider the case of \(X = (X_1, \ldots, X_m)\) with unknown mean \(\mu \in \mathbb{R}^m\), but known covariance matrix \(\Lambda\), which we assume to be strictly positive definite (hence invertible). Under this assumption, we may alternatively use the precision matrix \(P\), corresponding to the inverse covariance \(\Lambda^{-1}\). This collection of models can be written as an \(m\)-dimensional exponential family with respect to the base measure

\[ \nu(dx) = \frac{\exp\left( -\frac{1}{2}x^TPx \right)}{\sqrt{(2\pi)^m|P^{-1}|}} dx, \]
with densities of the form \( p_\theta(x) = \exp\left\{ \sum_{i=1}^{m} \theta_i x_i - A(\theta) \right\} \). With this notation, the well-known normal equations for computing the Gaussian mean vector \( \mu = \mathbb{E}[X] \) are given by \( \mu = P^{-1}\theta \).

Let us now see how these normal equations are a consequence of the variational principle (3.45). We first compute the cumulant function for the specified exponential family as follows:

\[
A(\theta) = \log \int_{\mathbb{R}^m} \exp\left\{ \sum_{i=1}^{m} \theta_i x_i \right\} \frac{\exp\left(-\frac{1}{2}x^T P x\right)}{\sqrt{(2\pi)^m |P^{-1}|}} dx
\]

\[
= \frac{1}{2} \theta^T P^{-1} \theta
\]

\[
= \frac{1}{2} \theta^T \Lambda \theta,
\]

where have completed the square in order to compute the integral.\(^1\) Consequently, we have \( A(\theta) < +\infty \) for all \( \theta \in \mathbb{R}^m \), meaning that \( \Omega = \mathbb{R}^m \). Moreover, the mean parameter \( \mu = \mathbb{E}[X] \) takes values in all of \( \mathbb{R}^m \), so that \( \mathcal{M} = \mathbb{R}^m \). Next, a straightforward calculation yields that the conjugate dual of \( A \) is given by \( A^*(\mu) = \frac{1}{2} \mu^T P \mu \). Consequently, the variational principle (3.45) takes the form:

\[
A(\theta) = \sup_{\mu \in \mathbb{R}^m} \left\{ \langle \theta, \mu \rangle - \frac{1}{2} \mu^T P \mu \right\},
\]

which is an unconstrained quadratic program. Taking derivatives to find the optimum yields that \( \mu(\theta) = P^{-1}\theta \).

Thus, we have shown that the normal equations for Gaussian inference are a consequence of the variational principle (3.45) specialized to this particular exponential family. Moreover, by the Hammersley–Clifford theorem [25, 102, 106], the precision matrix \( P \) has the same sparsity pattern as the graph adjacency matrix (i.e., for all \( i \neq j \), \( P_{ij} \neq 0 \) implies that \( (i,j) \in E \)). Consequently, the matrix-inverse-vector problem \( P^{-1}\theta \) can often be solved very quickly by specialized methods that exploit the graph structure of \( P \) (see, for instance, Golub and van Loan [99]). Perhaps the best-known example is the case of a tri-diagonal matrix \( P \), in which case the original Gaussian vector \( X \) is Markov with respect to a chain-structured graph, with edges \( (i, i + 1) \)

\(^1\)Note that since \( [\nabla^2 A(\theta)]_{ij} = \text{cov}(X_i, X_j) \), this calculation is consistent with Proposition 3.1 (see Equation (3.41b)).
for \( i = 1, \ldots, m - 1 \). More generally, the Kalman filter on trees [262] can be viewed as a fast algorithm for solving the matrix-inverse-vector system of normal equations. For graphs without cycles, there are also local iterative methods for solving the normal equations. In particular, as we discuss in Example 5.3 in Section 5, Gaussian mean field theory leads to the Gauss–Jacobi updates for solving the normal equations.

### C.2 Gaussian with Unknown Covariance

We now turn to the more general case of a Gaussian with unknown covariance (see Example 3.3). Its mean parameterization is specified by the vector \( \mu = \mathbb{E}[X] \in \mathbb{R}^m \) and the second-order moment matrix \( \Sigma = \mathbb{E}[XX^T] \in \mathbb{R}^{m \times m} \). The set \( \mathcal{M} \) of valid mean parameters is completely characterized by the positive semidefiniteness (PSD) constraint \( \Sigma - \mu\mu^T \succeq 0 \) (see Example 3.7). Turning to the form of the dual function, given a set of valid mean parameters \((\mu, \Sigma) \in \mathcal{M}^\circ\), we can associate them with a Gaussian random vector \( X \) with mean \( \mu \in \mathbb{R}^m \) and covariance matrix \( \Sigma - \mu\mu^T > 0 \). The entropy of such a multivariate Gaussian takes the form [57]:

\[
\begin{align*}
  h(X) &= -A^*(\mu, \Sigma) = \frac{1}{2} \log \det \left[ \Sigma - \mu\mu^T \right] + \frac{m}{2} \log 2\pi e.
\end{align*}
\]

By the Schur complement formula [114], we may rewrite the negative dual function as

\[
- A^*(\mu, \Sigma) = \frac{1}{2} \log \det \begin{bmatrix} 1 & \mu^T \\ \mu & \Sigma \end{bmatrix} + \frac{m}{2} \log 2\pi e. \tag{C.1}
\]

Since the log-determinant function is strictly concave on the cone of positive semidefinite matrices [39], this representation demonstrates the convexity of \( A^* \) in an explicit way.

These two ingredients allow us to write the variational principle (3.45) specialized to the multivariate Gaussian with unknown covariance as follows: the value of cumulant function \( A(\theta, \Theta) \) is equal to

\[
\sup_{(\mu, \Sigma), \Sigma - \mu\mu^T > 0} \left\{ \langle \theta, \mu \rangle + \frac{1}{2} \langle \Theta, \Sigma \rangle + \frac{1}{2} \log \det \begin{bmatrix} 1 & \mu^T \\ \mu & \Sigma \end{bmatrix} + \frac{1}{2} \log 2\pi e \right\}. \tag{C.2}
\]
This problem is an instance of a well-known class of concave maximization problems, known (for obvious reasons) as a log-determinant problem [235]. In general, log-determinant problems can be solved efficiently using standard methods for convex programming, such as interior point methods. However, this specific log-determinant problem (C.2) actually has a closed-form solution: in particular, it can be verified by a Lagrangian reformulation that the optimal pair \((\mu^*, \Sigma^*)\) is specified by the relations

\[
\Sigma^* - \mu^* (\mu^*)^T = -[\Theta]^{-1}, \quad \text{and} \quad \mu^* = -[\Theta]^{-1} \theta.
\]

Note that these relations, which emerge as the optimality conditions for the log-determinant problem (C.2), are actually familiar statements. Recall from our exponential representation of the Gaussian density (3.12) that \(-\Theta\) is the precision matrix. Consequently, the first equality in Equation (C.3) confirms that the covariance matrix is the inverse of the precision matrix, whereas the second equality corresponds to the normal equations for the mean \(\mu\) of a Gaussian. Thus, as a special case of the general variational principle (3.45), we have re-derived the familiar equations for Gaussian inference.

**C.3 Gaussian Mode Computation**

In Section C.2, we showed that for a multivariate Gaussian with unknown covariance, the general variational principle (3.45) corresponds to a log-determinant optimization problem. In this section, we show that the mode-finding problem for a Gaussian is a semidefinite program (SDP), another well-known class of convex optimization problems [234, 235]. Consistent with our development in Section 8.1, this SDP arises as the “zero-temperature limit” of the log-determinant problem. Recall that for the multivariate Gaussian, the mean parameters are the mean vector \(\mu = \mathbb{E}[X]\) and second-moment matrix \(\Sigma = \mathbb{E}[XX^T]\), and the set \(\mathcal{M}\) of valid mean parameters is characterized by the semidefinite constraint \(\Sigma - \mu \mu^T \succeq 0\), or equivalently (via the Schur complement formula [114]) by a linear matrix inequality

\[
\Sigma - \mu \mu^T \succeq 0 \iff \begin{bmatrix} 1 & \mu^T \\ \mu & \Sigma \end{bmatrix} \succeq 0.
\]
Consequently, by applying Theorem 8.1, we conclude that
\[
\max_{x \in \mathcal{X}} \{ \langle \theta, x \rangle + \frac{1}{2} \langle \Theta, xx^T \rangle \} = \max_{\Sigma - \mu \mu^T \succeq 0} \{ \langle \theta, \mu \rangle + \frac{1}{2} \langle \Theta, \Sigma \rangle \} \tag{C.5}
\]
The problem on the left-hand side is simply a quadratic program, with optimal solution corresponding to the mode \(x^* = -[\Theta]^{-1} \theta\) of the Gaussian density. The problem on the right-hand side is a semidefinite program \cite{234}, as it involves an objective function that is linear in the matrix-vector pair \((\mu, \Sigma)\), with a constraint defined by the linear matrix inequality (C.4).

In order to demonstrate how the optimum of this semidefinite program (SDP) recovers the Gaussian mode \(x^*\), we begin with the fact \cite{114} that a matrix \(B\) is positive semidefinite if and only if \(\langle B, C \rangle := \text{trace}(BC) \geq 0\) for all other positive semidefinite matrices \(C\). (This property corresponds to the self-duality of the cone \(S^+_n\).) Applying this fact to the matrices \(B = \Sigma - \mu \mu^T \succeq 0\) and \(C = -\Theta > 0\) yields the inequality \(\langle \Theta, \Sigma \rangle \leq \langle \Theta, \mu \mu^T \rangle\), which in turn implies that
\[
\langle \theta, \mu \rangle + \frac{1}{2} \langle \Theta, \Sigma \rangle \leq \langle \theta, \mu \rangle + \frac{1}{2} \langle \Theta, \mu \mu^T \rangle. \tag{C.6}
\]
Observe that the right-hand side is a quadratic program in the vector \(\mu \in \mathbb{R}^m\), with its maximum attained at \(\mu^* = -[\Theta]^{-1} \theta\). Consequently, if we maximize the left-hand side over the set \(\Sigma - \mu \mu^T \succeq 0\), the bound will be achieved at \(\mu^*\) and \(\Sigma^* = \mu^*(\mu^*)^T\). The interpretation is the optimal solution corresponds to a degenerate Gaussian, specified by mean parameters \((\mu^*, \Sigma^*)\), with a zero covariance matrix, so that all mass concentrates on its mean \(\mu^* = x^*\).

In practice, it is not necessary to solve the semidefinite program (C.5) in order to compute the mode of a Gaussian problem. For multivariate Gaussians, the mode (or mean) can be computed by more direct methods, including Kalman filtering \cite{126}, corresponding to the sum-product algorithm on trees, by numerical methods such as conjugate gradient \cite{67}, by the max-product/min-sum algorithm (see Section 8.3), both of which solve the quadratic program in an iterative manner, or by iterative algorithms based on tractable subgraphs \cite{161,223}. However, the SDP-based formulation (C.6) provides valuable perspective on the use of semidefinite relaxations for integer programming problems, as discussed in Section 9.
In this appendix, we elaborate on various techniques use to transform hypergraphs so as to apply the Kikuchi approximation and related cluster variational methods. The most natural strategy is to construct variational relaxations directly using the original hypergraph. The Bethe approximation is of this form, corresponding to the case when the original structure is an ordinary graph. Alternatively, it can be beneficial to develop approximations based on an augmented hypergraph \( G = (V, E) \) built on top of the original hypergraph. A natural way to define new hypergraphs is by defining new hyperedges over clusters of the original vertices; a variety of such clustering methods have been discussed in the literature [e.g., 167, 188, 268, 269].

**D.1 Covering Augmented Hypergraphs**

Let \( G' = (V, E') \) denote the original hypergraph, on which the undirected graphical model or Markov random field is defined. We consider an augmented hypergraph \( G = (V, E) \), defined over the same set of vertices but with a hyperedge set \( E \) that includes all the original hyperedges \( E' \). We say that the original hypergraph \( G' \) is covered by the augmented hypergraph \( G \). A desirable feature of this requirement is
that any Markov random field (MRF) defined by $G'$ can also be viewed as an MRF on a covering hypergraph $G$, simply by setting $\theta_h = 0$ for all $h \in E \setminus E'$.

**Example D.1 (Covering Hypergraph).** To illustrate, suppose that the original hypergraph $G'$ is simply an ordinary graph — namely, the $3 \times 3$ grid shown in Figure D.1(a). As illustrated in panel (b), we cluster the nodes into groups of four, which is known as Kikuchi 4-plaque clustering in statistical physics [268, 269]. We then form the augmented hypergraph $G$ shown in panel (c), with hyperedge set $E := V \cup E' \cup \{\{1,2,4,5\},\{2,3,5,6\},\{4,5,7,8\},\{5,6,8,9\}\}$. The darkness of the boxes in this diagram reflects the depth of the hyperedges in the poset diagram. This hypergraph covers the original (hyper)graph, since it includes as hyperedges all edges and vertices of the original $3 \times 3$ grid.

As emphasized by Yedidia et al. [269], it turns out to be important to ensure that every hyperedge (including vertices) in the original hypergraph $G'$ is counted exactly once in the augmented hypergraph $G$. More specifically, for a given hyperedge $h \in E$, consider the set $\mathcal{A}^+(h) := \{f \in E \mid f \supseteq h\}$ of hyperedges in $E$ that contain $h$. Let us recall the definition (4.46) of the overcounting numbers associated with the hypergraph $G$. In particular, these overcounting numbers are defined in terms of the Möbius function associated with $G$, viewed as a poset, in the following way:

$$c(f) := \sum_{e \in \mathcal{A}^+(f)} \omega(f, e), \quad \text{(D.1)}$$

The single counting criterion requires that for all vertices or hyperedges of the original graph — that is, for all $h' \in E' \cup V$ — there holds

$$\sum_{f \in \mathcal{A}^+(h')} c(f) = 1. \quad \text{(D.2)}$$

In words, the sum of the overcounting numbers over all hyperedges $f$ that contain $h'$ must be equal to one.
Fig. D.1 Constructing new hypergraphs via clustering and the single counting criterion. (a) Original (hyper)graph $G'$ is a $3 \times 3$ grid. Its hyperedge set $E'$ consists of the union of the vertex set with the (ordinary) edge set. (b) Nodes are clustered into groups of four. (c) A covering hypergraph $G$ formed by adjoining these 4-clusters to the original hyperedge set $E'$. Darkness of the boxes indicates depth of the hyperedges in the poset representation. (d) An augmented hypergraph constructed by the Kikuchi method. (e) A third augmented hypergraph that fails the single counting criterion for (5).

**Example D.2 (Single Counting).** To illustrate the single counting criterion, we consider two additional hypergraphs that can be constructed from the $3 \times 3$ grid of Figure D.1(a). The vertex set and edge set of the grid form the original hyperedge set $E'$. The hypergraph
in panel (d) is constructed by the Kikuchi method described by Yedidia et al. [268, 269]. In this construction, we include the four clusters, all of their pairwise intersections, and all the intersections of intersections (only \{5\} in this case). The hypergraph in panel (e) includes only the hyperedges of size four and two; that is, it omits the hyperedge \{5\}.

Let us focus first on the hypergraph (e), and understand why it violates the single counting criterion for hyperedge \{5\}. Viewed as a poset, all of the maximal hyperedges (of size four) in this hypergraph have a counting number of \(c(h) = \omega(h, h) = 1\). Any hyperedge \(f\) of size two has two parents, each with an overcounting number of 1, so that \(c(f) = 1 - (1 + 1) = -1\). The hyperedge \{5\} is a member of the original hyperedge set \(E'\) (of the 3 x 3 grid), but not of the augmented hypergraph. It is included in all the hyperedges, so that \(A^+({5}) = E\) and \(\sum_{h \in A^+({5})} c(h) = 0\). Thus, the single criterion condition fails to hold for hypergraph (e). In contrast, it can be verified that for the hypergraphs in panels (c) and (d), the single counting condition holds for all hyperedges \(h' \in E'\).

There is another interesting fact about hypergraphs (c) and (d). If we eliminate from hypergraph (c) all hyperedges that have zero overcounting numbers, the result is hypergraph (d). To understand this reduction, consider for instance the hyperedge \{1,4\} which appears in (c) but not in (d). Since it has only one parent that is a maximal hyperedge, we have \(c({1,4}) = 0\). In a similar fashion, we see that \(c({1,2}) = 0\). These two equalities together imply that \(c({1}) = 0\), so that we can eliminate hyperedges \{1,2\}, \{1,4\}, and \{1\} from hypergraph (c). By applying a similar argument to the remaining hyperedges, we can fully reduce hypergraph (c) to hypergraph (d).

It turns out that if the augmented hypergraph \(G\) covers the original hypergraph \(G'\), then the single counting criterion is always satisfied. Implicit in this definition of covering is that the hyperedge set \(E'\) of the original hypergraph includes the vertex set, so that Equation (D.2) should hold for the vertices. The proof is quite straightforward.
**Lemma D.1 (Single Counting).** For any \( h \in E \), the associated over-counting numbers satisfy the identity \( \sum_{e \in \mathcal{A}^+(h)} c(e) = 1 \), which can be written equivalently as \( c(h) = 1 - \sum_{e \in \mathcal{A}(h)} c(e) \).

**Proof.** From the definition of \( c(h) \), we have the identity:

\[
\sum_{h \in \mathcal{A}^+(g)} c(h) = \sum_{h \in \mathcal{A}^+(g)} \sum_{f \in \mathcal{A}^+(h)} \omega(h, f). \tag{D.3}
\]

Considering the double sum on the right-hand side, we see that for a fixed \( d \in \mathcal{A}^+(g) \), there is a term \( \omega(d, e) \) for each \( e \) such that \( g \subseteq e \subseteq d \). Using this observation, we can write

\[
\sum_{h \in \mathcal{A}^+(g)} \sum_{f \in \mathcal{A}^+(h)} \omega(h, f) = \sum_{d \in \mathcal{A}^+(g)} \sum_{\{e | g \subseteq e \subseteq d\}} \omega(e, d)
\]

\[
\overset{(a)}{=} \sum_{d \in \mathcal{A}^+(g)} \delta(d, g)
\]

\[
\overset{(b)}{=} 1.
\]

Here equality (a) follows from the definition of the Möbius function (see Appendix E.1), and \( \delta(d, g) \) is the Kronecker delta function, from which equality (b) follows.

Thus, the construction that we have described, in which the hyperedges (including all vertices) of the original hypergraph \( G' \) are covered by \( G \) and the partial ordering is set inclusion, ensures that the single counting criterion is always satisfied. We emphasize that there is a broad range of other possible constructions [e.g., 268, 269, 188, 167].

**D.2 Specification of Compatibility Functions**

Our final task is to specify how to assign the compatibility functions associated with the original hypergraph \( G' = (V, E') \) with the hyperedges of the augmented hypergraph \( G = (V, E) \). It is convenient to use the notation \( \psi'_g(x_g) := \exp\{\theta_g(x_g)\} \) for the compatibility functions of the original hypergraph, corresponding to terms in the product (4.48). We can extend this definition to all hyperedges in \( E \) by...
setting $\psi'_h(x_h) \equiv 1$ for any hyperedge $h \in E \setminus E'$. For each hyperedge $h \in E$, we then define a new compatibility function $\psi_h$ as follows:

$$
\psi_h(x_h) := \psi'_h(x_h) \prod_{g \in S(h)} \psi'_g(x_g),
$$

where $S(h) := \{g \in E' \setminus E \mid g \subset h\}$ is the set of hyperedges in $E' \setminus E$ that are subsets of $h$. To illustrate this definition, consider the Kikuchi construction of Figure D.1(d), which is an augmented hypergraph for the $3 \times 3$ grid in Figure D.1(a). For the hyperedge (25), we have $S(25) = \{(2)\}$, so that $\psi_{25} = \psi'_{25} \psi'_2$. On the other hand, for the hyperedge (1245), we have $\psi'_{1245} \equiv 1$ (since (1245) appears in $E$ but not in $E'$), and $S(1245) = \{(1), (12), (14)\}$. Accordingly, Equation (D.4) yields $\psi_{1245} = \psi'_1 \psi'_{12} \psi'_{14}$. More generally, using the definition (D.4), it is straightforward to verify that the equivalence

$$
\prod_{h \in E} \psi_h(x_h) = \prod_{g \in E'} \psi'_g(x_g)
$$

holds, so that we have preserved the structure of the original MRF.
This appendix collects together various miscellaneous results on graphical models and posets.

### E.1 Möbius Inversion

This appendix provides brief overview of the Möbius function associated with a partially ordered set. We refer the reader to Chapter 3 of Stanley [221] for a thorough treatment. A partially ordered set or poset \( \mathcal{P} \) consists of a set along with a binary relation on elements of the set, which we denote by \( \subseteq \), satisfying reflexivity (\( g \subseteq g \) for all \( g \in \mathcal{P} \)), antisymmetry (\( g \subseteq h \) and \( h \subseteq g \) implies \( g = h \)), and transitivity (\( f \subseteq g \) and \( g \subseteq h \) implies \( f \subseteq h \)). Although posets can be defined more generally, for our purposes it suffices to restrict attention to finite posets.

The zeta function of a poset is a mapping \( \zeta : \mathcal{P} \times \mathcal{P} \to \mathbb{R} \) defined by

\[
\zeta(g, h) = \begin{cases} 
1 & \text{if } g \subseteq h, \\
0 & \text{otherwise}.
\end{cases}
\]  
(E.1)

The Möbius function \( \omega : \mathcal{P} \times \mathcal{P} \to \mathbb{R} \) arises as the multiplicative inverse of this zeta function. It can be defined in a recursive fashion, by first
specifying \( \omega(g,g) = 1 \) for all \( g \in \mathcal{P} \), and \( \omega(g,h) = 0 \) for all \( h \subsetneq g \). Once \( \omega(g,f) \) has been defined for all \( f \) such that \( g \subseteq f \subset h \), we then define:

\[
\omega(g,h) = - \sum_{\{f \mid g \subseteq f \subset h\}} \omega(g,f). \tag{E.2}
\]

With this definition, it can be seen that \( \omega \) and \( \zeta \) are multiplicative inverses, in the sense that

\[
\sum_{f \in \mathcal{P}} \omega(g,f)\zeta(f,h) = \sum_{\{f \mid g \subseteq f \subseteq h\}} \omega(g,f) = \delta(g,h), \tag{E.3}
\]

where \( \delta(g,h) \) is the Kronecker delta.

An especially simple example of a poset is the set \( \mathcal{P} \) of all subsets of \( \{1, \ldots, m\} \), using set inclusion as the partial order. In this case, a straightforward calculation shows that the Möbius function is given by \( \omega(g,h) = (-1)^{|h \setminus g|} \mathbb{I}[g \subseteq h] \). The inverse formula (E.3) then corresponds to the assertion

\[
\sum_{\{f \mid g \subseteq f \subseteq h\}} (-1)^{|f \setminus g|} = \delta(g,h). \tag{E.4}
\]

We now state the Möbius inversion formula for functions defined on a poset:

**Lemma E.1 (Möbius Inversion Formula).** Given functions real-valued functions \( \Upsilon \) and \( \Omega \) defined on a poset \( \mathcal{P} \), then

\[
\Omega(h) = \sum_{g \subseteq h} \Upsilon(g) \quad \text{for all } h \in \mathcal{P} \tag{E.5}
\]

if and only if

\[
\Upsilon(h) = \sum_{g \subseteq h} \Omega(g) \omega(g,h) \quad \text{for all } h \in \mathcal{P}. \tag{E.6}
\]

### E.2 Auxiliary Result for Proposition 9.3

In this appendix, we prove that the matrix \( B(\alpha, \beta) = (-1)^{|\beta \setminus \alpha|} \mathbb{I}[\alpha \subseteq \beta] \) diagonalizes the matrix \( N_m[\tau] \), for any vector \( \tau \in \mathbb{R}^{2^m} \). For any pair
\(\alpha, \beta\), we calculate
\[
\sum_{\gamma, \delta} B(\alpha, \gamma)(N_m[\tau])_{\gamma, \delta} B(\delta, \beta) = \sum_{\{\gamma | \alpha \subseteq \gamma\}} (-1)^{|\gamma \setminus \alpha|} \sum_{\{\delta | \delta \subseteq \beta\}} \tau_{\gamma \cup \delta} (-1)^{|\delta \setminus \beta|}
\]
Suppose that the event \(\{\gamma \subseteq \beta\}\) does not hold; then there is some element \(i \in \gamma \setminus \beta\). Consequently, we can write
\[
\sum_{\{\delta | \beta \subseteq \delta\}} \tau_{\gamma \cup \delta} (-1)^{|\delta \setminus \beta|} = \sum_{\{\delta | \beta \subseteq \delta, i \notin \delta\}} \tau_{\gamma \cup \delta} \left\{ (-1)^{|\delta \setminus \beta|} + (-1)^{|\delta \cup \{i\} \setminus \beta|} \right\}
\]
Otherwise, if \(\gamma \subseteq \beta\), then we have
\[
\sum_{\{\delta | \beta \subseteq \delta\}} \tau_{\gamma \cup \delta} (-1)^{|\delta \setminus \beta|} = \sum_{\{\delta | \beta \subseteq \delta\}} \tau_{\delta} (-1)^{|\delta \setminus \beta|} =: \Psi(\beta). \tag{E.7}
\]
Therefore, we have
\[
\sum_{\gamma, \delta} B(\alpha, \gamma)(N_m[\tau])_{\gamma, \delta} B(\delta, \beta) = \Psi(\beta) \sum_{\{\gamma | \alpha \subseteq \gamma\}} (-1)^{|\gamma \setminus \alpha|} \mathbb{I}[\gamma \subseteq \beta]
\]
\[
= \Psi(\beta) \sum_{\{\gamma | \alpha \subseteq \gamma \subseteq \beta\}} (-1)^{|\gamma \setminus \alpha|}
\]
\[
= \begin{cases} 
\Psi(\beta) & \text{if } \alpha = \beta \\
0 & \text{otherwise},
\end{cases}
\]
where the final inequality uses Equation (E.4). Thus, we have shown that the matrix \(BN_m[\tau]B^T\) is diagonal with entries \(\Psi(\beta)\). If \(N_m[\tau] \succeq 0\), then by the invertibility of \(B\), we are guaranteed that \(\Psi(\beta) \geq 0\). It remains to show that \(\sum_{\beta} \Psi(\beta) = 1\). Recall that \(\tau_{\emptyset} = 1\) by definition. From the definition (E.7), we have
\[
\sum_{\beta} \Psi(\beta) = \sum_{\beta} \sum_{\{\delta | \beta \subseteq \delta\}} \tau_{\delta} (-1)^{|\delta \setminus \beta|}
\]
\[
= \sum_{\gamma} \tau_{\gamma} \left\{ \sum_{\{\beta | \emptyset \subseteq \beta \subseteq \gamma\}} (-1)^{|\gamma \setminus \beta|} \right\}
\]
\[
= \tau_{\emptyset}
\]
\[
= 1,
\]
where we have again used Equation (E.4) in moving from the third to fourth lines.
E.3 Conversion to a Pairwise Markov Random Field

In this appendix, we describe how any Markov random field with discrete random variables can be converted to an equivalent pairwise form (i.e., with interactions only between pairs of variables). To illustrate the general principle, it suffices to show how to convert a compatibility function $\psi_{123}$ defined on a triplet $\{x_1, x_2, x_3\}$ of random variables into a pairwise form. To do so, we introduce an auxiliary node $A$, and associate with it random variable $z$ that takes values in the Cartesian product space $\mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3$. In this way, each configuration of $z$ can be identified with a triplet $(z_1, z_2, z_3)$. For each $s \in \{1, 2, 3\}$, we define a pairwise compatibility function $\psi_{As}$, corresponding to the interaction between $z$ and $x_s$, by $\psi_{As}(z, x_s) := [\psi_{123}(z_1, z_2, z_3)]^{1/3} \mathbb{I}[z_s = x_s]$. (The purpose of the $1/3$ power is to incorporate $\psi_{123}$ with the correct exponent.) With this definition, it is straightforward to verify that the equivalence

$$\psi_{123}(x_1, x_2, x_3) = \sum_{z} \prod_{s=1}^{3} \psi_{As}(z, x_s)$$

holds, so that our augmented model faithfully captures the interaction defined on the triplet $\{x_1, x_2, x_3\}$. 
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