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Introduction to SW parallelization
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OpenMP (Open spec. for Multi Processing)
•  OpenMP is not a computer language 

–  Rather it works in conjunction with existing languages such as 
standard Fortran or C/C++ 

•  Application Programming Interface (API) 
–  that provides a portable model for shared memory // applications. 
–  Three main components: 

•  Compiler directives  
•  Runtime library routines  
•  Environment variables 

•  Three main advantages: 
–  Incremental parallelization, Ease of use, Standardised 



•  Thread-based Parallelism 
•  Explicit Parallelism 
•  Fork-Join Model 
•  Compiler Directive Based 
•  Dynamic Threads 

*Source: http://www.llnl.gov/computing/tutorials/openMP/#ProgrammingModel 
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OpenCL
•  Open Compute Language 
•   
•  For heterogeneous parallel-computing systems 
•  Cross-platform. Implementations for 

– ATI GPUs 
– NVIDIA GPUs 
–  x86 CPUs 
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