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Key aspects of refinement

Crystallographic refinement is the process by
which an initial structural model is modified to
produce an updated model that is more
consistent with the experimental data and
known (bio)chemistry.
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Updated model...what does that mean?

Atoms are added/removed
Atoms are moved

ADPs change their values
Occupancies can also change

Refinement is an iterative
process which is generally
terminated by the user.
Phil Evans introduced the
concept of refinement at tedium
(until one is too bored to continue..)
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REFMACS - CCP4i
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phenix.refine GUI

®no phenix.refine

A R X g2 K

Preferences Help Run Abort Save Graphics ReadySet NCS TLS  Restraints Xtriage

Configure

Input data = Refinement settings Output
Strategy

@XYZ coordinates @ Real-space __| Rigid body [2‘ Individual B-factors M

Refinement strategy : \ 7 )

|| Group B-factors __| TLS parameters @ Occupancies __ Anomalous groups
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Number of processors: 1 .l (?) (Global refinement parameters... ) (All parameters...) (?)

@ e Project: CRIP_native




Real space refinement

o (ryz)= 11/2 (2m/ Fu(RkD) | — D Fuu(RKD) ) exp [ 2713 (hz + ky + [z2) + i@ (RkL)]

hkl
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|Successfu||y read coordinates file /Users/roberto/Proj/U0X/9-MUA/28Feb12/25sec15bar/M3.pdb. Molecule number 3 created.

o (ryz)= 11/2 (m| Fu(hkl) | = D F..(hkl) ) exp[— 27i (hz + ky + [z) + i@ (RED)]
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REFMACS for the refinement of macromolecular

crystal structures

This paper describes various components of the macromole-
cular crystallographic refinement program REFMACS, which
is distributed as part of the CCP4 suite. REFMACS utilizes
different likelihood functions depending on the diffraction
data employed (amplitudes or intensities), the presence of
twinning and the availability of SAD/SIRAS experimental
diffraction data. To ensure chemical and structural integrity
of the refined model, REFMACS5 offers several classes of
restraints and choices of model parameterization. Reliable
models at resolutions at least as low as 4 A can be achieved
thanks to low-resolution refinement tools such as secondary-
structure restraints, restraints to known homologous struc-
tures, automatic global and local NCS restraints, ‘jelly-body’
restraints and the use of novel long-range restraints on atomic
displacement parameters (ADPs) based on the Kullback—
Leibler divergence. REFMACS additionally offers TLS
parameterization and, when high-resolution data are
available, fast refinement of anisotropic ADPs. Refinement
in the presence of twinning is performed in a fully automated
fashion. REFMACS is a flexible and highly optimized
refinement package that is ideally suited for refinement across
the entire resolution spectrum encountered in macromole-
cular crystallography.

Received 14 July 2010
Accepted 10 January 2011
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Towards automated crystallographic structure

refinement with phenix.refine

phenix.refine is a program within the PHENIX package that
supports crystallographic structure refinement against experi-
mental data with a wide range of upper resolution limits using
a large repertoire of model parameterizations. It has several
automation features and is also highly flexible. Several
hundred parameters enable extensive customizations for
complex use cases. Multiple user-defined refinement strategies
can be applied to specific parts of the model in a single
refinement run. An intuitive graphical user interface is
available to guide novice users and to assist advanced users
in managing refinement projects. X-ray or neutron diffraction
data can be used separately or jointly in refinement.
phenix.refine is tightly integrated into the PHENIX suite,
where it serves as a critical component in automated model
building, final structure refinement, structure validation and
deposition to the wwPDB. This paper presents an overview
of the major phenix.refine features, with extensive literature
references for readers interested in more detailed discussions
of the methods.

Received 27 September 2011
Accepted 11 January 2012




Model fitting

Experlment —> (Mathematlcal) model ——» Inference

Analysis



Note about structure factors calculation

« Two ways of computing structure factor from atomic model

Direct
summation
method

Set of structure
factors {F}

Atomic Model

FFT-based method

Electron density
map, P

*  For macromolecules the FFT-based method is much faster than the direct summation method
* Most of macromolecular refinement programs use FFT-based method

 FFT-based method is based on a number of approximations and therefore it is less accurate
than direct summation; however, inaccuracies introduced by these approximations are
negligible in most of practical cases



Note about structure factors calculation

« Structure factor formula (direct summation method)

Natoms

F(/ 4 /) = E q,ﬁ/”'(.f)exp(—%)exp(ﬂﬂr”s)

7]

2

Vi
b5 . L :
,ﬂ5)=zat exp(— ‘4 ) Gaussian approximation for atomic form-factor
A=l

q,, B, and r,=(x,,Y,,Z,) — atomic occupancy, isotropic B-factor and coordinates
P~5 (depends on approximation), a, and b, — parameters of approximation specific to atom type

s? = h'G*h , h — column-vector of Miller indices, G* - reciprocal-space metric tensor

v" Calculation time ~ number of reflections * number of atoms

v" Formula above yields exact values for F



Note about structure factors calculation

« Structure factor formula (FFT-based summation)

Fundamental formula F(%44/)= [ p(r)exp{2zsr}ay
Feell
Approximate way to compute this integral numerically:
—1 NVy=1 V-1

F(/#,/)= —cll__ v Voo 2 E E O (/S /2 )expRai(ly + K7+ 1)}

Z v Sy Jz
which is discrete Fourier transform of electron density:

Natons Vi 471: 3/2 4][2 |r _ r” 5
p(7) = 2 2 (b y ) exp(— Y

7=

sampled at grid N,,N,,N, in a sphere of radius R (~2 A) around each atom.

v Source of inaccuracy: replacement of continues integral with discrete summation and
truncation of atomic density within a sphere R.

v' Calculation time ~ density calculation + FFT ~ K" (Votom! Verystal) * Kgrig IN(Kyig), Where

Kgria= NxNyNz
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Introduction to macromolecular refinement

The process of refinement is such a large problem in function
minimization that even the computers of today cannot
perform the calculations to properly fit X-ray diffraction data.
Each of the refinement packages currently under development
reduces the difficulty of this problem by utilizing a unique
combination of targets, assumptions and optimization
methods. This review summarizes the basic methods and
underlying assumptions in the commonly used refinement
packages. This information can guide the selection of a
refinement package that is best suited for a particular
refinement project.

Received 5 April 2004
Accepted 21 September 2004




Key aspects of refinement

Objective function
Method of optimization
Model parametrization

Prior knowledge



Key aspects of refinement

Objective function
Method of optimization
Model parametrization

Prior knowledge



Model parameters or how we parameterize the crystal content

Crystal (unit cell)

Non-atomic model parameters (Bulk solvent, anisotropy, twinning)
— Macromolecular crystals contain ~20-80% of solvent (mostly disordered)
— Crystal-specific: description of anisotropy or twinning

Atomic model parameters



Non-atomic model (Bulk solvent and anisotropy)

* Total model structure factor used in refinement, R-factor and map calculation:

2

U t _BSOL S

— —SUcrystaL $ 4

Fyoer = KoverarL® FCALC_ATOMS + kgoL€ Fuask
Anisotropy Bulk-solvent contribution

Ucrystar 1S 3x3 symmetric anisotropy scale matrix with 6 refinable parameters:

Ul 1 U12 U13
U22 U23 Crystal System Restrictions on U
U Triclinic None
33 1 _2
Monoclinic U,3=U,3=0 when B=0=90"
3-15 U12:U23:0 when 'Y:(X:90o
U,,=U5=0 when y==90"
Orthorhombic U;,=U;3=U»=0
16-74
. Tetragonal Ul 1:U22 and U12:U13:U23:0
- symmetry constraints apply 75-142
Rhombohedral U] 1:U22:U33 and U12:U13:U23
(trigonal)
143-167
Hexagonal U1 1:U22 and U13:U23:0
168-194
Cubic U11:U22:U33 and U12:U13:U23:O (:iSOtl"OpiC)
195-230




Pouik “\ macro- fiat mode!
— y) 0
pMm j\/\ radial shell model
maolecwe

............... 0

J. Mol. Riol. (1904) 243, 100-115
difference map model

Protein Hydration Observed by X-ray Diffraction Do density modification mode!
’\_ﬂ_/\mfﬁJUL
A o

Solvation Properties of Penicillopepsin and Neuraminidase Crystal

Structures « - :
Figure 1. Schematic illustration for the 4 solvent models

Jian-Sheng Jiang and Axel T. Briinger that were tested: flat model, radial shell model, difference
map model and density modification model. The models are
The Howard Hughes Medical Institute and described in detail in the text.

Department of Molecular Biophysics and Biochemistry, Yale University, New Haven, CT 06520
US.A.

150

Solvation in macromolecular crystal structures was studied by analyzing X-ray diffraction
data of two proteins, penicillopepsin and neuraminidase. The quality of several solvent models
was assessed by complete cross-validation in order to prevent overfitting the diffraction data.
Radial solvent distribution functions were computed from electron density maps using phases
obtained from multiple isomorphous replacement and from the protein's atomic model
combined with the best solvent model. Distribution functions werc computed around
hydrophilic and hydrophobic groups on the protein’s surface. Averaging of the distribution '_j__‘_l_-l_l
functions was performed in order to reduce the influence of noise. The first solvation shell is 0 - 5 |
characterized by a peak in the average distribution functions. At 1-8 A resolution, polar groups W °'°Occ3"anc R
show a sharp peak while non-polar groups show a broad one. The distinction between paney
hydrophobic and hydrophilic solvation sites is lost when using lower resolution (2-8 A) 50
diffraction data. Higher-order solvation shells are not observed in the average distribution I
functions. We hope that site-specific radial distribution functions obtained from high-quality
diffraction data will produce a picture of macromolecular solvation consistent with available
experimental data and computational results.

100 -

S0 -

Number of water molecules

30 -

20
Keywords: X-ray erystallography; solvation; refinement; cross-validation; radial -
distribution function

Number of water molecules

10 =

n2.2 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52
Distance (A)

Figure 7

(a) Histogram of the occupancies of water molecules. (b) Histogram of

the distribution of hydrogen-bond lengths for all water molecules (grey

bars) and for ordered fully occupied waters. The distances from water

molecules to the nearest N or O protein atom are plotted.

[Steiner et al., (2001)]



Model parameters — Bulk solvent and anisotropy

Macromolecule region

Solvent region

Flat Bulk Solvent model (currently best available and most popular model):
— Electron density in solvent regions is flat with some average value ky,, (e/A3)
- Solvent mask: a binary function: 0 in Macromolecular and 1 in Solvent region

— Fyagk are structure factors calculated from Bulk solvent mask

2
— Contribution to the model structure factor: __Bso: S

e = e e

— Bgoy 1s another bulk solvent parameter defining “how deeply bulk solvent
penetrates into a macromolecular region”



CrossMark
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Bulk-solvent and overall scaling revisited: faster

calculations, improved results

A fast and robust method for determining the parameters for
a flat (mask-based) bulk-solvent model and overall scaling
in macromolecular crystallographic structure refinement and
other related calculations is described. This method uses
analytical expressions for the determination of optimal values
for various scale factors. The new approach was tested using
nearly all entries in the PDB for which experimental structure
factors are available. In general, the resulting R factors are
improved compared with previously implemented approaches.
In addition, the new procedure is two orders of magnitude
faster, which has a significant impact on the overall runtime of
refinement and other applications. An alternative function
is also proposed for scaling the bulk-solvent model and it is
shown that it outperforms the conventional exponential
function. Similarly, alternative methods are presented for
anisotropic scaling and their performance is analyzed. All
methods are implemented in the Computational Crystallo-
graphy Toolbox (cctbx) and are used in PHENIX programs.

Received 13 December 2012
Accepted 5 January 2013



Non-atomic model parameters: Twinning



Atomic model parameters

Example of a PDB atom descriptors:

Position Larger-scale disorder
ATOM 25 CA PRO A 4 31.309 29.489 26.044 1.00 57.79 C
ANISOU 25 CA PRO A 4 8443 7405 6110 2093 -24 -80 C

Local mobility (small harmonic vibration)

Atomic model parameters

- Position (coordinates)
— Local mobility (ADP; Atomic Displacement Parameters or B-factors):

Diffraction data represents time- and space-averaged images of the crystal
structure: time-averaged because atoms are in continuous thermal motions
around mean positions, and space-averaged because there are often small
differences between symmetry copies of the asymmetric unit in a crystal.
ADP 1s to model the small dynamic displacements as isotropic or anisotropic
harmonic displacements.

- Larger-scale disorder (occupancies)

Larger displacements (beyond harmonic approximation) can be modeled
using occupancies (“alternative conformations/locations”).



Data quality (resolution, completeness) defines how detailed the model is

olution Low

=
(A e .
et y % b
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e e T 5
s S *'43 >
. f AT eV (e
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e e
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AT, D %}‘é\ R
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N\ o _ & gy
7 e Koy & 5
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» - = 3
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Model parametrization should match data quality (mostly resolution)




Data quality (resolution, completeness) defines how detailed the model is

Resolution Low

2 6.0



Model parameterization: coordinates

Individual atoms Constrained rigid bodies (torsion Rigid body
angle parameterization)

3 * Natoms 3 * Natoms / (7 ...10) 6 * Ngroups

High Resolution Low



Atomic Displacement Parameters (ADP or “B-factors™)

= Atomic displacements are
anisotropic Z

p(Ar) ~ exp{-Ar , U-1Ar}

Uy Upp Uy
U= 1 Uy Uy Uy

Uz Uy Uss
.

» Hierarchy of atomic displacements

atom
residue
domain
molecule

crystal




Atomic Displacement Parameters (ADP or “B-factors”)
= Hierarchy of atomic displacements

~

atom

residue

domain >

molecule
crystal

J

Total ADP: Upgrar = Ucryst T Ugrour T Urocar

UTOTAL

ULOCAL UGROUP UCRYST

|
| |
1sotropic  anisotropic
| |

UTLS ULIB USUBGROUP




Atomic Displacement Parameters (ADP or “B-factors”)

= Total ADP Upryrs = Ucryst T Ugrour + ULocar

UTOTAL

ULOCAL UGROUP UCRYST

1sotropic  anisotropic

UTLS ULIB USUBGROUP

Ucryst — lattice vibrations; accounted for by overall anisotropic scale (6
parameters).

2
_ Bgor s

t
e_SUCRYSTAL S 4

FMODEL = k OVERALL FCALC_ATOMS T k SOLe FMASK



Atomic Displacement Parameters: TLS
[Schomaker & Trueblood (1968) On the rigid-body motion of molecules in crystals Acta Cryst. B24, 63-76]

" Total ADP Upgpa = Ucryst T Ugrour T Urocar
Urotar Uy s — rigid body collective

displacements of whole molecules,

domains, secondary structure

U U U
LOCAL GROUP CRYST elements.

| l | Uy o=T+ ALA'+ AS + S'A!
: : : : 20 TL ; T
1sotropic  anisotropic (20 TLS parameters per group); T,
L and S are 3x3 tensors. T and L
are symmetric, S 1S not.

Urs Ul Usupsrour
= T describes anisotropic translational displacement (units: A?).

= L describes rotational displacement (libration) of the rigid group (units: rad?).

= S describes the correlation between the rotation and translation of a rigid body that
undergoes rotation about three orthogonal axes that do not intersect at a common

point.

= A is anti-symmetric tensor; a function of atomic coordinates and TLS origin.



research papers

Acta Crystallographica Section D
Biological
Crystallography

ISSN 0907.4449

M. D. Winn,** M. N. Isupov” and
G. N. Murshudov™*

“Daresbury Laboratory, Daresbury, Warrington
WAL 4AD, England, "Department of Chemistry
and Biological Sciences, University of Exeter,
Exeter EX4 4D, Englanc, and “Chemistry
Department, Universsity of York, Heslington,
York YO1 5DD, England

Correspondence e-mail: m.d.winn@®dl.ac.uk

Use of TLS parameters to model anisotropic
displacements in macromolecular refinement

An essential step in macromolecular refinement is the
selection of model parameters which give as good a
description of the experimental data as possible while
retaining a realistic data-to-parameter ratio. This is particu-
larly true of the choice of atomic displacement parameters,
where the move from individual isotropic to individual
anisotropic refinement involves a sixfold increase in the
number of required displacement parameters. The number of
refinement parameters can be reduced by using collective
variables rather than independent atomic variables and one of
the simplest examples of this is the TS parameterization for
describing the translation, libration and screw-rotation
displacements of a pseudo-rigid body. This article describes
the implementation of the TLS parameterization in the
macromolecular refinement program REFMAC. Derivatives
of the residual with respect to the TLS parameters are
expanded in terms of the derivatives with respect to individual
anisotropic U/ values, which in turn are calculated using a fast
Fourier transform technique. TLS refinement is therefore fast
and can be used routinely. Examples of TLS refinement
are given for glyceraldehyde-3-phosphate dehydrogenase
(GAPDH) and a transcription activator GerE, for both of
which there is data to only 2.0 /‘\ so that individual anisotropic
refinement is not feasible. GAPDH has been refined with
between one and four TLS groups in the asymmetric unit and
GerE with six TLS groups. In both cases, inclusion of TLS
parameters gives improved refinement statistics and in
particular an improvement in R and free R values of several
percent. Furthermore, GAPDH and GerE have two and six
molecules in the asymmetric unit, respectively, and in each
case the displacement parameters differ significantly between
molecules. These differences are well accounted for by the
TLS parameterization, leaving residual local displacements
which are very similar between molecules and to which NCS
restraints can be applied.

Received 30 May 2000
Accepted 19 October 2000




Rigid-body motion

General displacement of a rigid-body
point can be described as a rotation
along an axis passing through a fixed
point together with a translation of
that fixed point.

u=t+Dr

for small librations
u=t+Axr

D = rotation matrix

A = vector along the rotation axis of
magnitude equal to the angle of
rotation




TLS parameters

Dyad product:
uu’ =tt" + AT xrT —rxAtT —r x AATx T

ADPs are the time and space average

T

U =<uuT) = T+ST><[T—[><S—[xLx[

TLS
T =(tt") 6 parameters, TRANSLATION

L = (MT> 6 parameters, LIBRATION
S = O\’tT) 8 parameters, SCREW-ROTATION



Choice of TLS groups and resolution

®no TLS Motion Determination Home

[ « | ] =" http://skuld.bmsc.washington.edu/~tlsmd/ c] (Q~ Google
&3 [I] #f# The Human Protein Atlas Cooling Baths SAW ™ - Sci...and Writing CloneRanger Anaerobic Fer..nin E. coli KCLmail Mail Google Apple(342)v UKrail PubMed PDB Enzyscreen RONN NLS HPRD EPSS

TLS Motion Determination (TLSMD) analyzes a macromolecular crystal structure for evidence of flexibility, e.g. local or
inter-domain motions. It does this by partitioning individual chains into multiple segments that are modeled as rigid bodies
undergoing TLS (Translation/Libration/Screw) vibrational motion. It generates all possible partitions up to a maximum number of
segments. Each trial partition is scored by how well it explains the observed atomic displacement parameters ("B values") that
came out of crystallographic refinement.

Submit your structure using the Start a New Job page. TLSMD is computationally expensive, so jobs are handled by a run | gackbone displacement of HIV Protease + inhibitor (1T3R).

queue. You can monitor the progress of your run on the Job Status page. The server will notify you by Email when the job has | Both A and B chains of the homodimer are partitioned into 5

finished. TLS groups by TLSMD. Click here to view an animated GIF,

or here for an interactive Jmol animation of chain A. The
complete analysis is here.

The server returns:
o Statistics for each model that describe how well it accounts for the thermal motion observed in the crystal structure.
Various plots and graphical images showing the implied inter-domain or other motions.
An animation of the implied motion via the Jmol Java applet
Modified PDB files and TLS input files that can be used for further crystallographic refinement in Refmac5 or phenix.refine.
These same files can be used for more detailed inspection and figure generation in the TLSView interactive viewer.

More information about TLS groups, interpretation of the TLS parameters, and interactive visualization of TLS models can be found in the reprints below, and in the TLSView
Manual. TLSView is part of the Python Macromolecular Library (mmLib).

Note: TLSMD is a work in progress. Expect it to change. Please let us know of any problems, suggestions, or blinding revelations inspired by the analysis. If you use TLSMD results
to refine or analyze your structure, please cite the papers below.

Please cite: Contact us:
TLSMD: J Painter & E A Memit (2006) Acta Cryst. D62, 433-450 reprint: (PDF) Ethan Merritt <memtf _at_ u.washingfon.edu>

server: J Painter & E A Memit (2006) J. Appl. Cryst. 39. 11 reprint: (PDF) Christoph Champ <champc _at_ u.washington.edu>

Last Modified 26 October 2011

phenix.refine also offers a TLS selection routine

Resolution is not a problem. There are only 20 more
parameters per TLS group




Atomic Displacement Parameters (ADP or “B-factors”)

= Total ADP Upyrs = Ucgryst T Ugrour + ULocar

UTOTAL

ULOCAL UGROUP UCRYST

1sotropic  anisotropic

UTLS ULIB USUBGROUP

" U_ocar — local vibration of individual atoms.

Depending on data amount and quality, it can be less precise (isotropic) or more
precise (anisotropic).

These vibrations are expected to be very small due to assumption of rigidity of

interatomic bonds (vibrating atoms cannot stretch the bond much).



Contributions to equivalent

isotropic Bs

100.0 ®

S

S
o

40.0

Average moin chain B factor

20.0

T

I ' | ' | ' | ' | ! |

—— Deposited B factors -
Total B from TLS refinement
—— TLS contribution ]

Residual B faclors

Chain O
I 1 l 1 I 1 I 1 l 1 l | H

100 200 300 400 500 600

residue number

[Howlin, B. & al.
(1993) TLSANL.:
TLS parameter-
analysis program
for segmented
anisotropic
refinement of
macromolecular
structures, J.
Appl. Cryst. 26,
622-624]



Contribution to equivalent isotropic Bs

100.0

1 I T I T H

Tatal B fram TLS refinement =
TLS contribution
—— Residual B factors

Average main choin B foclor

40.0 -
04 LVWW\/\«\,MWM/\, ]
0.0 L] 1 | 1 | 1 | 1 ] |
0 100 200 300 400

residue number



Occupancy: large-scale disorder that cannot be modeled with harmonic model (ADP)
= Occupancy is the fraction of molecules in the crystal in which a
given atom occupies the position specified in the model.

= [f all molecules in the crystal are identical, then occupancies for
all atoms are 1.00.

= We may refine occupancy because sometimes a region of the molecules may have
several distinct conformations.

= Refining occupancies provides estimates of the frequency of alternative
conformations.

ATOM 1 N AARG A 192 -5.782 17.932 11.414 0.72 8.38 N
ATOM 2 CA AARG A 192 -6.979 17.425 10.929 0.72 10.12 C
ATOM 3 C AARG A 192 -6.762 16.088 10.271 0.72 7.90 C
ATOM 7 N BARG A 192 -11.719 17.007 9.061 0.28 9.89 N
ATOM 8 CA BARG A 192 -10.495 17.679 9.569 0.28 11.66 C
ATOM 9 C BARG A 192 -9.259 17.590 8.718 0.28 12.76 C



Key aspects of refinement

Objective function
Method of optimization
Model parametrization

Prior knowledge



Refinement target function

= Structure refinement is a process of changing a model parameters in order to
optimize a goal (target) function:

I'= F(Experimental data, Model parameters, A priori knowledge)
- Experimental data — a set of diffraction amplitudes Fobs (and phases, 1f
available).
- Model parameters: coordinates, ADPs, occupancies, bulk-solvent, ...

- A priori knowledge (restraints or constraints) — additional information that may
be introduced to compensate for the insufficiency of experimental data (finite
resolution, poor data-to-parameters ratio)

" Typically: T'= Tpura + W*TrestRAINTS
— Tpara relates model to experimental data
— TrestrAINTS TEPTrEsents a priori knowledge

— w 1s a weight to balance the relative contribution of 77 4ra and TgesrrAINTS
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Observations/Variables ratio

Least-squares

f = Zh W(D)( | Fol - | Fcl )2 crystallographic function

2.0 A resolution |
2500 non-H atoms (325 aa) 22000 reflections

X,Y,Z,iSOADPs param obs/var ratio = 2.2

X,Y,Z,anisoADPs param obs/var ratio = 0.9777



Restraints

f =2 w(h)(IF,l - IFcl)

Zb W(b)(Bo B Bc)2
Za W(a)(Ao ) Ac)2

2 ...

Least-squares
crystallographic function

Restraint functions

Bond lengths
Angles

[Waser, J. (1963), Least-squares refinement with subsidiary conditions, Acta Cryst. 16,

1091-1094]

[Konnert, J. (1976), A restrained-parameter structure-factor least-squares refinement
procedure for large asymmetric units, Acta Cryst. A32, 614-617]



e
2

o M.‘.q %ﬁ.bﬂ #’a..rw.l.. H.. . ...,.. [ s ; ....hl..v- [ J “..\... v
_..___g..r:f L 7] RS T W m._&
Yrre BSE L, i
n%ﬁ 5“”. .w%-.__! RS .r?qf_

Y ]

N

..ﬂls

e
i
N
\/
i\
i
B
=it
ot

s up‘mm.m&orwwga ﬂ?.
<) Jﬁ?.w&-,.uwm.ﬂqyww Ay
s ) !&,,lq;.mru‘hmns.ﬁ.. T_w_..... ey

ST Y A : __..... .._....... ..E
O

)
74

g{
)
X
&F
S
ihie®

N
3 I
W,

11l




R and R, .. statistics

f=Z wh)(IF,| - IFc1)

The ‘conventional’ R factor compares the observed structure amplitudes | Fops| tO
those calculated from the current model |Fy|. It is defined as

Ehl Fobs e Fcalc

2}; Fobs

R (1)

As with other R factors, some authors express it as a percentage. Thus ‘R=20%" 1s
the same as ‘R=0.2".

The R factor is calculated over a group of reflections 4, which may be all the
observed reflections, or a particular group. Frequently an R factor is calculated over
small ranges or ‘bins’ of resolution, to give an idea of the performance of the model
as resolution is increased.




Problems with LS

Least-squares
f = ZhW(D)( | Fol - | FC | )2 crystallographic function

<4

Assumption
The distribution of amplitudes is Gaussian with completely
known variances

The above assumption can be considered reasonable only at the
very final stages of refinement



Rice distribution

(_o’_c) Integrating over the P( | F | ; | FC | )

2D Gaussian nuisance variable ¢

o e fle 010

[McCoy, A.J. (2004) Liking likelihood, Acta Cryst. D60, 2169-2183]



Bayesian approach

The best model is the one which has the highest
probability given a set of observations and a
certain prior knowledge.

Bayes’ theorem

P(M;0) = P(M)P(O;M)/P(O)



Application of Bayes’ theorem

Screening for disease D.

On average 1 person in 5000 dies because of D. P(D)=0.0002
Let P be the event of a positive test for D.

P(P;D)=0.9, i.e. 90% of the times the screening identifies the
disease.
P(P;not D)=0.005 (5 in 1000 persons) false positives.

What is the probability of having the disease if the test says it is
positive?

P(D;P)=P(D)P(P;D)/P(P)

P(P)=P(P;D)P(D)+P(P;not D)P(not D) = (0.9)(0.0002)+(0.005)
(1-0.0002)=0.005179

P(D;P)=(0.0002)(0.9)/(0.005179)=0.0348

Less than 3.5% of persons diagnosed to have the disease actually
have it.



Maximum likelihood and the Bayesian view

The best model is the most consistent with the data

Statistically this can be expressed by the likelihood

L(O,M)

Bayes’ theorem

P(M;0) = P(M)

= P(M)

max P(M;0) < min -logP(M;0) = min [-logP(M) - ]

[Probability Theory: The Logic of Science by E.T.Jaynes; http://bayes.wustl.edu]

[Bricogne, G. & al. (1997), Methods in Enzymology. 276]

[Murshudov, G.N. & al. (1997), Refinement of macromolecular structures by the maximum-

likelihood method, Acta Cryst. D53, 240-255]



Independence

max P(M;0) < min -logP(M;0) = min [-logP(M) -

Prior knowledge contibutions and observations
are assumed to be independent (this is a limitation)

P =] [P = -togp() = -Zlogp

om=]Juom = - = -2logL,(O;M)

]



Target function

A function that relates model parameters to experimental data. Typically looks like this:

T = TDATA (F OBS>? F MODEL) + WTRESTRAINTS
= | east-Squares (reciprocal space)

T, = E Ws( FSOBS _k FSMODEL)2

S
- Widely used in small molecule crystallography

- Used in macromolecular crystallography in the past

= Maximum-Likelihood (reciprocal space: much better option for macromolecules)

2 ( 1~ MODEL \?
o?(F:; 2o FMOPEL F0BS
Toara = D, (1-K) - (3/3 ) +ln(10 S 58[3 S +
2 ( 1~ MODEL \?
F MODEL 1~OBS
+K | - S( - ) + In| cosh ot d
2€S/3S SSﬁS




Target function

Maximum-Likelihood (reciprocal space; option of choice for macromolecules)

2 ( -MODEL \*
ol (F. 2y JrMODEL f0BS
ML=Tpy =Y (1-KO)|- | ; ) +In| 1,| 2% o [
S 88 S 85 S
a2(FM0DEL)2 o | MODEL [ 0BS
+K&| ———— + In| cosh| —=— :
265[))5 ES[))S

* o and B account for model imperfection:
- o 1s proportional to the error in atomic parameters and square of overall scale
factor;
- B 1s proportional to the amount of missing (unmodelled) atoms.

* o and B are estimated using test reflections by minimization of ML function w.r.t. a
and B in each relatively thin resolution bin where a and 3 can be assumed constant.
- This is why ML-bases refinement requires test set reflections®™ that should be
defined sensibly:
o Each resolution bin should contain at least 50 randomly distributed test
reflections.

(*) Test reflections — a fraction of reflections (5-10%) put aside for cross-validation.



Tpsra: Least-Squares vs Maximum-Likelihood

* Why Maximum-Likelihood target is better than Least-Squares (in a
nutshell):

— ML accounts for model incompleteness (missing, unmodeled atoms) while
LS doesn’t;

- ML automatically downweights the terms corresponding to reflections with
the poor fit (poorly measured inaccurate Fg¢, high resolution reflections at
the beginning of refinement, etc.)

= R-factors in LS and ML refinement:

— R-factor 1s expected to decrease during LS based refinement, since the LS
target and R-factor formula are very similar:

Fooo— F
R = E‘ OBS MODEL‘ LS _ E(FOBS B FMODEL)Z
E Fyioper S

— In ML based refinement the R-factor may eventually decrease (and this is
what typically happens in practice) but this is not implied by the ML target
function




. e

A

[Pannu, N.S. & Read, R.J. (1996), Improved structure refinement through

maximume-likelihood , Acta Cryst. A52, 659-668]



Summary objective function

ML target functions are typically superior to LS target
functions

There are limitations in current ML implementations

LS is acceptable when the model is complete (SHELXL
uses LS with direct summation - no FFT)



Key aspects of refinement

Objective function
Method of optimization
Model parametrization

Prior knowledge



Restraints in refinement of individual coordinates
Fourier images at different data resolution:

LY
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= At lower resolution the electron density 1s not informative enough to keep the
molecule geometry sensible

A

K}

f
)

» Therefore there is a need to bring in some additional a prior1 knowledge that we
may have about the molecules in order to keep the geometry ...

* This knowledge is typically expressed either as an additional term to the refinement
target (restraints term):
EtoraL = W *Epata + EgestrAINTs

or strict requirement that the model parameter must exactly match the prescribed
value and never change during refinement (constraints).



Restraints in refinement of individual coordinates

= A priori chemical knowledge (restraints) is introduced to keep the model
chemically correct while fitting it to the experimental data at lower resolution
(less resolution, stronger the weight W):

— *
ETOTAL =w EDATA + ERESTRAINTS

+

EgonotEancLetEpiepraL tEpLanariTy T EnoneonDeD T ECHIRALITY

EncstEramachanorANTEREFERENCET - --

ERESTRAINTS

* Higher resolution — less restraints contribution (can be completely
unrestrained for well ordered parts at subatomic resolution).

= Typically, each term in Egestrants 1S @ harmonic (quadratic) function:
E=X Weight ¥ (Xmodel B Xideal)2

= weight = 1/0(X)? is the inverse variance, in least-squares methods (e.g. 0.02
A for a bond length)

» Making o(X) too small is NOT equivalent to constraints, but will make
weight infinitely large, which in turn will stall the refinement.



Restraints: bonds and angles

Bond distances:

E= zbonds Weight * (dmodel - dideal)2

Bond angles:

E= zangles Weight * (amodel - aideal)z

Alternatively, one can restrain1-3
distances:

E = Z1-3-pairs weight : (dmodel B dideal)2

A(1)

E

+2.4

+0.8




Restraints: dihedral (torsion) angles
Dihedral or torsion angle is defined by 4 sequential bonded atoms 1-2-3-4
- Dihedral = angle between the planes 123 and 234

— Torsion = looking at the projection along bond B-C, the angle over which
one has to rotate A to bring it on top of D (clockwise = positive)

« Three possible ways to restraining dihedrals:
— E = Zihedrais WEIGht * (Xigeal - Xmodel)? (If ONly one target value for the dihedral)
— E = Zginegrais WeIght * (1 + €0os (N Ymogel + Xshit)) (N = periodicity)
- E= 21-4-pairs Welght * (dmodel - dideal)2
(sign ambiguity unless x = 0" or 1807, i.e. both x and -y give rise to the same
1-4 distances)



Restraints: chirality

A chiral molecule has a non-superposable mirror image

Chirality restraints (example: for Co atoms) defined through chiral volume:

L

V= (ryrea) * [(re-rea) X (Fea-rea)l g HQ

sign depends on handedness (Vp =-V|)

E =2 el Weight * (Vodel = Vigeal)?

Alternatively, chirality restraints can be \‘\ !\y
defined by an “improper torsion” \" \
(“improper”, because it is not a torsion
around a chemical bond)

Example: for Ca: torsion (Ca-N-C-Cf) =
+35° for L-aa, -35° for D-aa

E - Zchiral Weight * (deeal - Xmodel)z




Restraints: planarity

Planarity (double bonds, aromatic rings):

- ldentify a set of atoms that has to be in plane, and then for each set,
minimise sum of distances to the best-fitting plane through the atoms

E=2

planes

)

atoms_in_plaine

weight * (mer - d)?

- Restrain the distances of all atoms in the plane to a dummy atom that lies
removed from the plane

- Define a set of (“fixed”, “non-conformational”) dihedral angles (or improper
torsions) with target values of 0" or 180°:

CB

CD1

CZ

CE1l

OH

(CB-CG-CD1-CE1) =180
(CG-CD1-CE1-CZ) =0
(CD1-CE1-CZ-OH) =180
(CD1-CE1-CZ-CE2) =0
(CE1-CZ-CE2-CD2) =0
(CZ-CE2-CD2-CG) =0
(CE2-CD2-CG-CD1) =0
(CD2-CG-CD1-CE1) =0



Restraints: non-bonded

« Simple repulsive term: E =X, weight * (d. 4o - din)* (ONlY if dge < d i)

« Combined function: Van der Waals and electrostatics terms

E= Eattractlve Erepulsive + Eelectrostatic =
-12 _ -6
2nb (Admodel Bdmodel + Cq1qZ/dmodel)
energy

.
%, repulsive non-bonded
.

]
>



Sources of target (“ideal”) values for constraints and restraints

Libraries (for example, Engh & Huber) created out of small molecules
that are typically determined at much higher resolution, use of
alternative physical methods (spectroscopies, etc).

Analysis of macromolecular structures solved at ultra-high resolution

Pure conformational considerations (Ramachandran plot), tabulated
secondary structure parameters

QM (quantum-chemical) calculations



Specific restraints for refinement at low and very low resolution

* At low(ish) resolution the electron density map is not informative enough and a set
of local restraints are insufficient to maintain known higher order structure
(secondary structure), and the amount of data is too small compared to refinable
model parameters ...

... therefore one needs to bring in more information in order to assure the
overall correctness of the model:

- Reference model

- Secondary structure restraints
- Ramachandran restraints

- NCS restraints/constraints



Specific restraints for refinement at low and very low resolution

Reference model:

- If you are lucky, there may be a higher resolution structure available that
Is similar to low resolution structure

- Use higher resolution information to direct low-resolution refinement

10HV: 2.3 A

* Reference point restraint for isolated atoms (water / ions): sometime density
peak may not be strong enough to keep an atom in place (due to low
resolution or low site occupancy, for example), so it can drift away from it.
Use harmonic restraint to peak position.



Specific restraints for refinement at low and very low resolution

Secondary structure restraints

- H-bond restraints for alpha helices, beta sheets, RNA/DNA base pairs

- This requires correct annotation of secondary structure elements:

. It can be done automatically using programs like DSSP / KSDSSP
- Or... manually....or with ProSMART
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Specific restraints for refinement at low and very low resolution
. Ramachandran restraints

— steer outliers towards favored region
— should only be used at low resolution

— should never be used at higher resolution, since it is one of the few precious
validation tools (sometimes compare to “real-space analog of Rfree”)

General case

_— Outlier

Needs to be steered
towards one of the
allowed regions




Specific restraints for refinement at low and very low resolution: NCS

NCS (non-crystallographic symmetry) restraints/constraints

— Multiple copies of a molecule/domain in the asymmetric unit that are
assumed to have similar conformations (and sometimes B-factors)

- Restrain positional deviations from the average structure
E =3, Weight* Zycs |r - <r>|?

- Different weights for different parts of the model possible




NCS restraints and B-factors

NCS (non-crystallographic symmetry) restraints/constraints
— Similarly for B-factors: E = X, . weight * s (B - <B>)?
o In case when TLS is used, the NCS is applied to U, gcaL

Total ADP: Urgrar = Ucryst T Ugrour T UrLocar

UTOTAL

ULOCAL UGROUP UCRYST

i1sotropic  anisotropic

UTLS ULIB USUBGROUP



Bs from NCS related chains
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Specific restraints for refinement at low and very low resolution: NCS
Potential problem when using position-based NCS restraints:

- Restraining whole will introduce substantial errors (hinge does not obey NCS)

e Solution:
— Need to use finer-grained NCS groups (in this example treat each domain
separately), OR
— Instead of restraining atomic positions, restrain the orientation of atom with
respect to its neighbours =» construct restraint target in torsion angle space.



Ramachandran, secondary structure and NCS restraints: when to use ?

« Ramachandran and secondary structure restraints should be used only at
very low resolution?), when you essentially should use it to assure
correctness of your structure (~3-3.5A or even lower, depends on data and
model quality)

e NCS restrains:

— Unlike Ramachandran and secondary-structure, NCS restraints should
be used at higher resolution (2A and lower)

- Some big crystallography names state that NCS should always be used
in refinement (if available)

o This is not quite true: at higher resolution, say lower than 2A, using
NCS may rather harm then help, because it may wipe out the naturally

occurring differences between NCS-related copies visible at that
resolutions

- Suggestion: simply try refining with and without NCS restraints and see
what works better — this is the most robust way to find out!

(*) Urzhumtsev, A., Afonine, PV. & Adams P.D. (2009). On the use of
logarithmic scales for analysis of diffraction data. Acta Cryst. D65, 1283-1291.



Restraints in refinement of individual isotropic ADP
— *
EroraL = W "Epara + EgestrainTs

Refinement of isotropic ADP

Restraints |
>

*  Similarity restraints: E = 2 Lis of bonded atoms WEIGht * (B; - B))?

* Knowledge-based restraints: E = 2, p.irs of bonded atoms WEIght * (|B; — By| -4;)?

where A; comes from a library of values collected from well-trusted
structures for given type of atoms.



Restraints in refinement of individual isotropic ADP

— *
ETOTAL =w DATA + ERESTRAINTS

* A better way of defining restraints for isotropic ADPs is based on the following facts:

- A bond 1s almost rigid, therefore the ADPs of bonded atoms are similar (Hirshfeld,
1976);

- ADPs of spatially close (non-bonded) atoms are similar (Schneider, 1996);

— The difference between the ADPs of bonded atoms, is related to the absolute values of
ADPs. Atoms with higher ADPs can have larger differences (Ian Tickle, CCP4 BB,
March 14, 2003).

2
NarL atoms | MaToMms IN SPEHRE
: S e T o
RESTRAINTS — distance_power average_power |sphereR
i1 j=1 Lj (Ui +Uj)

* Distance power, average power and sphere radius are some empirical parameters



Restraints in refinement of individual ADP

" A nuance about using similarity restraints

- Total ADP is: Urgrar = Ucryst T Ugrour T ULocar
— Similarity restraints should be applied to U gcap

— Applying it to U ypap 1S much less justified

B
qp

Rigid-body libration around Small local atomic Resulting isotropic
Ca-Cp bond vector, Ugroup vibrations, U, gca. equivalent, U;gra.




Example of constraints

- Rigid body refinement: mutual positions of atoms within a rigid groups are forced to
remain the same, while the rigid group can move as a whole. 6 refinable parameters per
rigid group (3 translations + 3 rotations).

— Constrained rigid groups: torsion angle parameterization. Reduction of refinable
parameters by a factor between 7 and 10.

— Occupancies of atoms in alternative conformations: occupancies of alternate conformers
must add up to 1.

— Group ADP refinement: mutual distribution of all B-factors within the group must remain
the same. One refinable B-factor per group.

— Constrained NCS refinement: a number of N NCS related molecules or domains are
assumed to be i1dentical. Reduction of refinable parameters by a factor N.

— Do not confuse restraints and constraints
Constraints: model property = ideal value

Restraints: model property ~ ideal value



Constraints in occupancy refinement

= As 1t stands, occupancy refinement 1s always a constrained
refinement. ..

= When we do not refine occupancy we essentially constrain its
value to whatever value comes from input model (typically 1)

= Refining occupancies of alternative conformations we apply two constraints:

— Occupancies of atoms within each conformer must be equal

- Sum of occupancies for each set of matching atoms taken over all conformers

ATOM
ATOM
ATOM
ATOM
ATOM
ATOM

must add to 1. Ideally, it should be less than or equal to 1, since we may not be
including all existing conformers; however inequality constraints are very hard
to handle in refinement.

1 N AARG A 192 -5.782 17.932 11.414 0.72 8.38 N
2 CA AARG A 192 -6.979 17.425 10.929 0.72 10.12 C
3 C AARG A 192 -6.762 16.088 10.271 0.72 7.90 C
7 N BARG A 192 -11.719 17.007 9.061 0.28 9.89 N
8 CA BARG A 192 -10.495 17.679 9.569 0.28 11.66 C
9 C BARG A 192 -9.259 17.590 8.718 0.28 12.76 C



Refinement target weight (MORE DETAILS)

» Refinement target Exorar =W *Epara T ERESTRAINTS

- the weight w 1s determined automatically
— 1n most of cases the automatic choice 1s good

» [f automatic choice is not optimal there are two possible refinement outcomes:

— structure 1s over-refined: Rfree-Rwork is too large. This means the weight w
is too small making the contribution of Ep 1, too large.

- weight w 1s too large making the contribution of restraints too strong. This
results increase of Rfree and/or Rwork.

— A possible approach to address this problem is to perform a grid search over
an array of w values and choose the one w that gives the best Rfree and

Rfree-Rwork.

" A random component is involved in w calculation. Therefore an ensemble of
identical refinement runs each done using different random seed will result in
slightly different structures. The R-factor spread depends on resolution and
may be as large as 1...2%.
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Dictionary

REFMACS5 dictionary: organization of prior
chemical knowledge and guidelines for its use

One of the most important aspects of macromolecular
structure refinement is the use of prior chemical knowledge.
Bond lengths, bond angles and other chemical properties are
used in restrained refinement as subsidiary conditions. This
contribution describes the organization and some aspects of
the use of the flexible and human/machine-readable dictionary
of prior chemical knowledge used by the maximum-likelihood
macromolecular-refinement program REFMACS. The
dictionary stores information about monomers which repre-
sent the constitutive building blocks of biological macro-
molecules (amino acids, nucleic acids and saccharides) and
about numerous organic/inorganic compounds commonly
found in macromolecular crystallography. It also describes
the modifications the building blocks undergo as a result of
chemical reactions and the links required for polymer
formation. More than 2000 monomer entries, 100 modification
entries and 200 link entries are currently available. Algorithms
and tools for updating and adding new entries to the
dictionary have also been developed and are presented here.
In many cases, the REFMACS dictionary allows entirely
automatic generation of restraints within REFMACS refine-
ment runs.
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The use of prior knowledge requires its organised storage.




Organisation of dictionary

e

I [ [
list of monomers list of links list of modifications —

— atoms — bonds — atoms — types

— bonds — angles — bonds — bonds

— angles — torsions — angles — angles
— torsions — chiralities — torsions — VDW

— chiralities — planes — chiralities — H-bonds
— planes —  tree — planes

— tree — tree

DICTIONARY nhttp://Iwww.ysbl.york.ac.uk/~alexei/dictionary.html
LIBCHECK nhttp://lwww.ysbl.york.ac.uk/~alexei/libcheck.html




Links and Modifications

LINK
H R, H Ry H R II{ O -
N O + 0O nyy h -
NH; G NH; 4 T» NH; 0
O R; H
H,0 9 =2
_ _ 9.
MODIFICATION O o
N
H CH,OH - —3- P
o 0O O o O
+ . \ A \
NH; //9 + //P\\\ H CH,
\ O~ O ; =
O - - oH NH;" -0
3 \//@
O




Description of monomers

In the files:
a/A##.cif

Monomers are described by the following catagories:

_chem comp

_chem comp atom
_chem comp bond
_chem comp angle
_chem comp tor

_chem comp chir

_chem comp plane atom



Monomer library ( chem comp)

loop

_chem comp.id

_chem comp.three letter code
_chem comp.name

_chem comp.group

_chem comp.number atoms all
_chem comp.number atoms nh
_chem comp.desc level

ALA

ALA ‘ALANINE ‘ L-peptide 10 5

Level of description
. = COMPLETE
M = MINIMAL



Monomer library ( chem comp atom)

loop

_chem comp atom.comp id

_chem comp atom.atom 1id

_chem comp atom.type symbol
_chem comp atom.type energy
_chem comp atom.partial charge

ALA I\ \ NH1 A
ALA H H HNH1 0.204
ALA CA C CH1 0.058
ALA HA H HCH1 0.046
ALA CB C CH3 -0.120
ALA HB1 H HCH3 0.040
ALA HB2 H HCH3 0.040
ALA HB3 H HCH3 0.040
ALA C C C 0.318
ALA O O O -0.422



Monomer library ( chem comp bond)

loop

_chem comp bond.comp id

_chem comp bond.atom id 1
_chem comp bond.atom id 2
_chem comp bond.type

_chem comp bond.value dist
_chem comp bond.value dist esd

ALA N H single 0.860 0.020
ALA N CA single 1.458 0.019
ALA CA HA single 0.980 0.020
ALA CA CB single 1.521 0.033
ALA CB HB1 single 0.960 0.020
ALA CB HB2 single 0.960 0.020
ALA CB HB3 single 0.960 0.020
ALA CA C single 1.525 0.021
ALA C O double 1.231 0.020



Monomer library ( chem comp chir)

loop

_chem comp chir.comp id
_chem comp chir.id

_chem comp chir.atom id centre

_chem comp chir.atom id 1

_chem comp chir.atom id 2

_chem comp chir.atom id 3

_chem comp chir.volume sign

ALA chir 01 CA N CB C negativ

positiv, negativ, both, anomer



Current status of the dictionary

Currently, there are about

e 9000 monomers with a complete description
e 100 modifications
e 200 links

Cis-peptides, S-S bridges, sugar-, DNA-, RNA-links
are automatically recognized.



What happens when you run REFMACS5?

You have only monomers for which there is a
complete description

the program carries on and takes everything from the
dictionary

You have a monomer for which there is no description
(or only a minimal description)



Minimal description or no description

In the case you have monomer(s) in your coordinate file for which
there is no description (or minimal description) REFMACS5 generates
for you a complete library description (monomer.cif) and then it
stops so you can check the result.

If you are satisfied you can use monomer.cif for refinement. The
description generated in this way is good only if your coordinates
are good (CSD, EBI, any program that can do energy minimization).

A more general approach for description generation requires the
use of the graphical program SKETCHER from CCP4i. SKETCHER is
a graphical interface to LIBCHECK.

Alternatively, you can use the PRODRG2 server
http://davapc1.bioch.dundee.ac.uk/programs/prodrg/prodrg.html

Even better use the GRADE server (Global Phasing)
http://grade.qglobalphasing.org/cqi-bin/qgrade/server.cqgi




SKETCHER

File Edit

MOUSE BUTTONS Left:rotate Right:drag Control-left:zoom Control-right:Select active atom
Shift-left:Click close to active atom to add fragment Shift-right:Click bond to change bond type

List of jobs (finished or running
Refinement

Run Refmacs
Do nothing Element HName Ox

Edit-Rostrainis i PDR File — c a
G —

Monomer Library Sketcher c2

3

Merge InoIoner nuranes
NCS Phased Refihement O O

Create/Edit TLS File Undo last edit
Analyse aniso U parameters Recentre View
Analyse TLS parameters Mouse mode

Run Sfcheck & Procheck ¢ Edit Monomer
Move Fragment

s EsNEsH Es N ExH el EnH g
(=200 O — I A — T — I A — A — I — I O — O —

restrained refinement using no prior phase information input

Input fixed TLS parameters no prior phase information
Cycle with ARP_waters to analyse solvent phase and FOM

Generate weighted difference maps files in Hendrickson-Lattmann coefficients

MTZin ACA2003 1 Browse Wiew

FP Sigma

MTzout Aaca20031 — |~ erowse | vew |
PDBin AcA20031 ~ | erowse | vew |
PDBout ACA20031 [ erowse || view |
Library ACA2003_1 Browse | view |
Dala Harvesting |

Create harvest file in project harvesting directory




REFMACS5 can handle complex chemistry

J\\/k,

BEN

BMAF

\ AMAF

‘ :
., AGLU

‘g\( .



Links and Modifications in practice

At the top of the PDB file:

0 1 y) 3 4 5 6 7
1234567890123456789012345678901234567890123456789012345678901234567890123456789
LINK C6 BBEN B 1 Ol BMAF S 2 BEN-MAF
LINK OE2 GLU A 67 1.895 2N ZN R 5 GLU-ZN
LINK GLY H 127 GLY H 133 gap
LINK MAF S 2 MAN S 3 BETA1-4
SSBOND 1 CYS A 298 CYS A 298 4555

MODRES MAN S 3 MAN-b-D RENAME
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JLigand: a graphical tool for the CCP4

template-restraint library

Biological macromolecules are polymers and therefore the
restraints for macromolecular refinement can be subdivided
into two sets: restraints that are applied to atoms that all
belong to the same monomer and restraints that are associated
with the covalent bonds between monomers. The CCP4
template-restraint library contains three types of data entries
defining template restraints: descriptions of monomers and
their modifications, both used for intramonomer restraints,
and descriptions of links for intermonomer restraints. The
library provides generic descriptions of modifications and
links for protein, DNA and RNA chains, and for some
post-translational modifications including glycosylation.
Structure-specific template restraints can be defined in a
user’s additional restraint library. Here, JLigand, a new CCP4
graphical interface to LibCheck and REFMAC that has been
developed to manage the user’s library and generate new
monomer entries is described, as well as new entries for links
and associated modifications.
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Bon_1ink_tond
chen_link_bond

vales_dlst
vales dist_sed

LYS-PLF 1 BX 2 C4A double 1.3%0 0.020
loap
chem 1ink_sagle.link id
_chen_Link_sagle L_comp_id
chem link aa ta i
fem_1ink 2_conp_La
hen_link a2
chem link aa 1 comp id
_chen_Link_sagle.atom Ld_ )

chem link aagle.
chem 1ink_sagle.

ya.ue l;:,ll
value_angle esd

LYB-FLF 1 B3 o I 120.000 J.a0e

LYS-PLP 1 M2 2 CAA 2 A 120.000 .0

LYS-PLF 1 CE I m 1 C4a 120.0M J.a0e
)

Defining restraings for the covalent linkage Lys-PLP using Jlipand. Snapshots show the state of the
JLigand interface after the following user actions: (a) loading monomers LYS and PLP from the restraint
hinrary, (b) removing O4A from PLE, (¢) connecting C4A (PLEP) with NZ (LYS) and defining the bond
order and (d) regularization. The Save As Link menu has to be wsed to generate (¢) an additional library
file containing the following five data blocks: list of modifications, list of links, modifications LYSmod! and
PLPmod] to be applied to LYS and PLP, respectively, and link LYS-PLPE The file header, tables of
restraints for LYSmod! and all the tables for PLPmod] are omitted, as indicated by lines filled by tildes H
atoms are dealt with automatically. It is also passible to visualize them and handle them explicitly.



Key aspects of refinement

Objective function
Method of optimization
Model parametrization

Prior knowledge



Refinement convergence

* Landscape of a refinement function is very complex

Picture stolen from Dale Tronrud

* Refinement programs have very small convergence radii compared to the size

of the function profile
- Depending where you start, the refinement engine will bring the structure

to one of the closest local minimum

* What does 1t mean 1n practice ? Let’s do the following experiment: run 100
identical Simulate Annealing refinement jobs, each staring with different
random seed...



Refinement convergence

* Asresult we get an ensemble of slightly different structures having small deviations
in atomic positions, B-factors, etc... R-factors deviate too.

Rwork

“=Rfree

0.24

0.22

0.2



Refinement convergence

Interpretation of the ensemble:

— The variation of the structures in the ensemble reflects:
o Refinement artifacts (limited convergence radius and speed)
o Some structural variations

- Spread between the refined structures 1s the function of resolution (lower the
resolution — higher the spread), and the differences between initial structures

— Obtaining such ensemble 1s very useful in order to asses the degree of
uncertainty the comes from refinement alone

[t 1s not uncommon to find that structures characterized by small
differences in R statistics have essentially the same information content.

Biology 1s more robust than R factors.



Refinement target optimization methods

= Gradient-driven minimization

Target function
profile

Y

Local

minimum

Global minimum

* Grid search (Sample parameter
space within known range [X,;n; Xyax])

XMIN ve an ..SQIUt!.OnX

MAX Target
function
profile

Local
minima

Global
minimum

» Simulated annealing (SA)

Target function

I\ I\ profile

Deeper local
minimum
Global minimum

* Hands & eyes (Via Coot)

File Edit Cakulate Draw Measures Yalidate HID About Extensions

Successfully read coordinates file | pdb.  Molecule number 7 created




Refinement target optimization methods

» Gradient-driven minimization

- Follows the local gradient.
- The target function depends on many parameters — many local minima.

larget function
\ [
profile
Local
minimum

Global minimum



Refinement target optimization methods

= Simulated annealing (SA)
- SA is an optimization method which is good at escaping local minima.

- Annealing 1s a physical process where a solid 1s heated until all particles are in a
liquid phase, followed by cooling which allows the particles to move to the

lowest energy state.
- Simulated annealing is the simulation of the annealing process.

— Increased probability of finding a better solution because motion against the
gradient 1s allowed.

— Probability of uphill motion 1s determined by the temperature.

° .
l\ I\ Target function
profile

Deeper local
minimum
Global minimum



Refinement target optimization methods

» Grid search (Sample parameter space within known range [Xy,n, Xyax])

Robust but may be time inefficient for many parameter systems, and not as
accurate as gradient-driven. Good for small number of parameters (1-3 or so),
and impractical for larger number of parameters.

XMIN solution XMAX
larget function
l l l profile
Local v
minima

Global
minimum



Summary on optimization tools

No First Second
erivatives derivatives derivatives
search ~ <---sa ---> sd cg Pcg full matrix
-
Increasing radius of convergence
>
Increasing rate of convergence
- >
Increasing CPU time
=

Increasingly conservative

Picture stolen from Dale Tronrud



Newton’s method

Taylor expansion of the objective function f(x) around a working x,

Shift vector to be applied to x,
Gradient of f(x)

H Second-derivative matrix of f(x)
)

(e}

Macromolecules pose special problems

S
’ _k+1
_||k+1 ) gk+1



Macromolecules

The calculation and storage of H (H'") is very expensive

H in isotropic refinement has 4Nx4N elements
2500 atoms — 100 000 000 elements

o’ f
Ip,9p;

o’ f

H in anisotropic refinement has 9INx9N elements
2500 atoms — 506 250 000 elements

Direct calculation

FFT methods

[Agarwal, 1978]
[Murshudov et al., 1997]
[Tronrud, 1999]
[Urzhumtsev & Lunin, 2001]

t]me X NelXNrefl

time o ¢4Ng + C;NrenlOgN o1

9P100009P+

o’ f
9P19P10000

o’ f
9P100009P10000




Approximations

The magnitude of matrix elements decreases with
the lenghtening of the interatomic distance

sparse matrix steepest descent

2 1

N
DR

2

)
1 ) (12 0 2 1| ) )
0. 0. 2

0

.1 1 0. 1 1

SN
N
N
—

full matrix diagonal matrix



_REFMACS uses the scoring method of minimisation

The objective function f(x) is the likelihood L

Hs=-g — Is=-g

g= a_l- Score vector

9°L . . .
H= - Observed information matrix
~ dpap

0%L N . .
1= Fisher’s information matrix

i=<g(E)§(E)T> (§)=f...f§e‘Ldo1...don

Positive semidefinite
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REFMACS uses the scoring method of minimisation

Fisher’s information in maximume-likelihood
macromolecular crystallographic refinement

Fisher’s information is a statistical quantity related to
maximum-likelihood theory. It is a matrix defined as the
expected value of the squared gradient of minus the log-
likelihood function. This matrix is positive semidefinite for any
parameter value. Fisher’s information is used in the quasi-
Newton scoring method of minimization to calculate the shift
vectors of model parameters. If the matrix is non-singular, the
scoring-minimization step is always downhill. In this article, it
is shown how the scoring method can be applied to
macromolecular crystallographic refinement. It is also shown
how the computational costs involved in calculation of the
Fisher’s matrix can be efficiently reduced. Speed is achieved
by assuming a continuous distribution of reciprocal-lattice
points. Matrix elements calculated with this method agree very
well with those calculated analytically. The scoring algorithm
has been implemented in the program REFMACS of the
CCP4 suite. The Fisher’s matrix is used in its sparse
approximation. Tests indicate that the algorithm performs
satisfactorily.
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Properties of the scoring method

As Fisher’s information is positive semidefinite for any
parameter value the shift s is always downhill (if the
matrix is non-singular)

The scoring method is linearly convergent at a rate
which depends on the relative difference between the
observed and expected information [smyth, 199]

In short runs the scoring method often converges
faster than Newton’s method especially if the number
of observations is big [kale, 1961]

Fisher’s information is easier to calculate than the
Hessian



Integral approximation of /

2

— —nNm

: ,Stntmtrigpipj (27hD,,,)

Pi(”)Pj(m) = PiP; qn

Discrete reciprocal space

| depends on atom|types, ADPs, interatomic distance

Continuous reciprocal space

— —nm

fn‘jtntmtrigpipj (27hD,,,)

[Agarwal, 1978]
[Dodson, 1981]
[Templeton, 1999]
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Fast evaluation of /

Two-step procedure

1. Tabulation step - a limited set of integrals are
tabulated for different elements as a function of
D., and B in a convenient coordinate system

2. Rotation step - the matrix element in the crystal
system is calculated from the tabulated values

using a rotation matrix



Use of different off-diagonal D
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Key aspects of refinement

Objective function
Method of optimization
Model parametrization

Prior knowledge



Refinement summary

= Model parameterization:
— quality of experimental data (resolution, completeness, ...)
— quality of current model (initial with large errors, almost final, ...)
- data-to-parameters ratio (restraints)
— 1individual vs grouped parameters
- knowledge based restraints/constraints (NCS, reference higher
resolution model, etc...)

= Refinement target:
— ML target 1s the option of choice for macromolecules
— Real-space vs reciprocal space
— Use experimental phase information 1f available

= Optimization method:
— Choice depends on the size of the task, refinable parameters, desired
convergence radius



Typical refinement steps

* Input data and model processing:

— Read in and process PDB file

- Read 1n and process library files (for non-standard molecules, ligands)

— Read in and process reflection data file

— Check correctness of input parameters

— Create objects that will be reused in refinement later on (geometry restraints,...)

= Main refinement loop (macro-cycle; repeated several times):

— Bulk solvent correction, anisotropic scaling, twinning parameters estimation

— Update ordered solvent (water) (add or remove)

— Target weights calculation

- Refinement of coordinates (rigid body, individual) (minimization or Simulated
Annealing)

— ADP refinement (TLS, group, individual 1sotropic or anisotropic)

— Occupancy refinement (individual, group, constrained)

* OQutput results:

— PDB file with refined model

— Various maps (2mFo-DFc, mFo-DFc) in various formats (CNS, MTZ)
- Complete statistics

— Structure factors



Refinement - summary

= Refinement is:

- Process of changing model parameters to optimize a target function

- Various strategies are used (restraints, different model parameterizations) to
compensate for imperfect experimental data

= Refinement is NOT :

- Getting a ‘low enough’ R-value (to satisfy supervisors or referees)
- Getting ‘low enough’ B-values (to satisfy supervisors or referees)

- Completing the sequence in the absence of density



