
Materials Challenges in Devices for Fuel Solar Production 19 May 2014

James Kermode!
!

Department of Physics!
King’s College London!

!

Multiscale modelling of !
materials chemomechanics: !
brittle fracture of oxides !

and semiconductors!



Background�

Hydrogen embrittlement (HE) is the most devastating and unpredictable, yet least understood, mechanism of 
failure experienced by engineering components. Hydrogen can be introduced into a material from a variety of 
sources: eg from decomposition of water during processing, moisture in the environment, from electrochemical 
reactions in a corrosive (eg marine) environment or electrocoating (such as automotive “body-in-white”), 
decomposition of oil or grease, or direct exposure to H in storage vessels. The presence of hydrogen leads to a 
severe degradation in mechanical properties and consequently a loss in structural integrity of a vast range of 
metals and alloys. In particular, high-strength ferritic steels used for pipelines, pressure vessels, compressors, light 
weight vehicles, gears and in hydrogen storage are prone to hydrogen cracking. It is known that the higher the 
strength of the steel, the more prone it is to HE. Despite the considerable research effort that has been expended 
over the last 30 years the mechanisms responsible for the embrittling process are not understood and there is 
considerable disagreement in the scientific literature concerning the underlying processes that are responsible for 
hydrogen embrittlement, even in simple, nominally pure, material systems.  
 
With increasing demands for advanced and ultra high strength steels, the steel industry faces increasing 
senstitivity to hydrogen embrittlement (HE). The concerns over HE are preventing the automotive industry from 
using these materials more extensively, which is contributing to their failure to meet EU targets for 2015 in CO2 
emissions by up to 35 g/km. TWIP, TRIP and complex phase steels having UTS of 1000–1400 MPa have been 
designed but cannot be put into service because of the risks of HE during manufacture and in service, even under 
mild humid conditions. It is therefore of significant technological importance to develop a more comprehensive 
understanding of hydrogen embrittlement and to use this understanding to underpin design strategies for the next 
generation of ultra high strength steels, that are resistant to hydrogen embrittlement. 
 
The focus of this research programme will be on Hydrogen Embrittlement in Steels (hence the acronym HEmS).  
The presence of hydrogen in interstitial sites results in dilation of the material.  A consequence of this is that H 
wants to diffuse to regions of high tensile hydrostatic stress in a material, such as towards a crack tip, as illustrated 
in Fig 1.  The local high hydrogen concentration in the vicinity of the crack tip has a significant effect on local 

structure and properties. As noted 
above, in many material systems, 
this results in an embrittlement of 
the material (crack propagation at a 
much reduced stress intensity 
factor) 
 
A number of mechanisms of 
embrittlement have been proposed 
in the scientific literature, such as 
Hydrogen-enhanced decohesion 
(HEDE) or Hydrogen enhanced 
local plasticity (HELP), with 
Hydrogen-induced phase 
transformation (HIPT) or Hydrogen-
enhanced stress-induced 
vacancies (HESIV) contributing to 
the embrittling process. These 
mechanisms are described in detail 
in Technical Annex 4. The 
important point to note here is that 
there is significant controversy in 

the scientific literature concerning the conditions under which a given mechanism dominates (or whether it exists at 
all).  This uncertainty and lack of understanding is preventing the development of new steels that are resistant to 
hydrogen embrittlement.  The purpose of the programme of work described below is to develop an in-depth 
understanding of how hydrogen affects mechanical performance by integrating a wide range of computational 
modelling and experimental techniques and to use the new understanding derived from these studies to develop 
new procedures for the design of steel microstructures that are resistant to HE.  Finally we will design, manufacture 

Fig 1 Schematic, showing the diffusion of hydrogen towards a crack tip.  
Understanding the effect of hydrogen on crack propagation requires 
integration of a range of modelling techniques. 
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Figure 1: (a) Convergence of QM forces near the core of a dislocation in the � phase at room temperature
(solid lines, for nearest neighbours, blue n.n., and next nearest neighbours, red n.n.n. of the dislocation
core). The dashed lines indicate the percentage error that the EAM potential makes with respect to DFT.
Quantum calculations are only strictly needed for the nearest neighbours of a dislocation core. (b) Atom-
istic model of a quadrupole of screw dislocations in a Ni-based superalloy. Inset: dissociation of one of
the screw dislocations into Shockley partials, which can be tracked by two separate mobile QM regions
(red circles).

2 Project Structure and Resource Management
Key Scientific Goals. The key targets of this project are to study the glide of screw dislocations
in the � phase (initially bulk, then closer to the �/�0 interface), to evaluate the relevant diffusion
mechanisms and barriers, and to study dislocation climb at the �/�0 interface, including the role
played by vacancies in this process. These overall targets can be decomposed into four work
packages:

• WP1 — Dissociation of a Screw Dislocation into Shockley partials. Studying the mod-
ification induced on the system by the usage of quantum precision for the core atoms.
Expected start date March 2014.

• WP2 — Glide of a dislocation in the � phase. Evaluating diffusion barriers for the
dislocation glide as a function of applied shear strain. Expected start date May 2014.

• WP3 — Glide of a dislocation towards the interface. Observing the modification of
these barriers as a function of the distance of dislocations from the �/�0 interface, and
investigating dislocation pinning. Expected start date June 2014.

• WP4 — Dislocation/vacancy interaction at the interface. Analysing the role played by
vacancies in the climb motion of dislocations at the interface. Expected start date October
2014.
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Fracture at the Microscale

AFM image SEM image

Glass Aluminium

Brittle Fracture Ductile Fracture

Image credits: C. Marlière, A. Weck, B. Lawn!



Fracture at the Microscale

Void nucleation, growth  
and coalescence in ductile fracture

Cleavage in brittle fracture

Brittle Fracture Ductile Fracture

Image credits: C. Marlière, A. Weck, B. Lawn!
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Matching of MD and continuum scale fracture modelling

G Singh, JR Kermode, A De Vita and RW Zimmerman, Submitted

Divergence of stress 
field near a crack tip

Fracture of silicon with !
Stillinger-Weber potential

Irwin solution for σyy near a crack tip

2 Introduction

Figure 1.1: Maximum principal stress near the the tip of a crack under uniaxial
tension in the opening mode, from the linear elastic solution (discussed in detail
in Section 5.2). Black areas are the least stressed and yellow the most.

The best known example of such a multiscale system is the fracture of brittle

materials, which forms the subject of Chapter 5. The conditions for crack propa-

gation are created by stress concentration at the crack tip, and depend on macro-

scopic parameters such as the loading geometry and dimensions of the specimen

[30, 31, 32, 33]. In real materials, however, the detailed crack propagation dynam-

ics, are entirely determined by atomic scale phenomena since brittle crack tips are

atomically sharp and propagate by breaking bonds, one at a time, at each point

along the crack front [34, 35]. This means the tip region is primarily a one di-

mensional line, perpendicular to the direction of propagation, and so it should be

possible to define a contiguous embedding region to be treated with a more accu-

rate model in a hybrid simulation. There is a constant interplay between the length

scales because the opening crack gives rise to a stress field with a singularity at the

tip [36], as illustrated in Fig. 1.1, and in turn it is this singular stress field which

breaks the bonds that advance the crack. Only by including the tens of thousands

of atoms that contribute significantly to the elastic relaxation of this stress field can

we hope to accurately model the fracture system, and thus a multiscale approach

is essential. This thesis is concerned with the application of hybrid methods to the

brittle fracture of silicon, in particular, I consider low-speed fracture on the (111)

cleavage plane.

The major difficulty in hybrid simulation is dealing with the boundary between

20 A = 2 nm

TEM image of Si crack



Multiscale Materials Modelling – QM/MM coupling

Simultaneous coupling
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Multiscale Materials Modelling –  ‘Learn on the Fly’ scheme 

Molecular!
Mechanics!
(empirical,!

fast)

Quantum Mechanics!
(accurate, slow)

N Bernstein et al. Rep. Prog. Phys. 72 026501 (2009)

!

Force-based hybrid approach (cf. QM/MM)!

✓Get QM forces right on a moving 
region, giving accurate trajectories!

✓Add chemical complexity near tip: 
chemomechanics!

✓Predictor-corrector and machine 
learning for informational efficiency

G Csányi et al. Phys. Rev. Lett. 93 175503 (2004) Z Li, JR Kermode and A De Vita, Submitted (2014)
A. De Vita and R. Car, MRS Proc 491, 473 (1998)!



Multiscale Materials Modelling –  new machine learning scheme 

Z Li, JR Kermode and A De Vita, Submitted (2014)

a

b

c

• Forces on atoms are:!

• Either predicted by ML 
using Bayesian inference!

• Or, if necessary, 
computed on-the-fly and 
added to a growing ML 
database!

• e.g. bulk Si at low and high 
temperatures:!

• High T – only need QM 
calc every 30 time steps!

• Low T – long periods 
where nothing new 
happens (> 1 ps)!

• Alternating between 300 K 
and 800 K – fewer QM 
calculations needed on 2nd 
and subsequent cycles



Overview of Fracture Modelling Applications

Three dimensional effects
Crack-impurity scattering

JR Kermode, L Ben-Bashat, F Atrash, 
JJ Cilliers, D Sherman and A. De Vita.,  
Nat. Commun.  4 2441 (2013)

Stress corrosion cracking

Fig  2.  Subcritical  crack  advance  on  Si(110),  catalysed  by  oxygen  (red  atoms).  Left:  the
system  before  chemisorption  of  second  O

2
,  Right:  crack  advance  after  dissociative

adsorption.

Machine-learning  of  QM  forces
Zhenwei Li’s PhD project has advanced considerably during this reporting period. In this                                   

part of the overall project, we are working to improve the informational efficiency of our                                         

modelling approach, particularly on the idea of building a database of previous QM results                                      

“on-the-fly”. By reusing (rather than recalculating) the information stored in the database, it                                   

is in principle possible to dramatically reduce the computational cost of our simulations,                                   

while still retaining our target high (QM) accuracy. With this goal in mind, Zhenwei has                                         

developed an advanced interpolation scheme for QM forces based on Gaussian Process                                

regression, with an accuracy which systematically improves as more data is added to the                                      

database of reference configurations. The scheme has been so far tested both on MD and,                                         

more  stringently,  on  the  phonon  band  structure  of  silicon  [3].

Interaction  between  cracks  and  point  defects
Our project on modelling the interaction between crack propagating on the (111) cleavage                                   

plane in silicon and isolated substitutional boron defects has been concluded, and the                                   

resulting  paper  is  currently  under  peer  review  [4].

Our QM simulations predict three regimes: at low speed we see deflection of cracks in                                         

perfect silicon crystals;; at intermediate speeds, crack deflection occurs at defect sites, at a                                      

rate proportional to the linear defect concentration. At higher speeds the crack-defect                                

interaction is dynamically hindered, and perfectly smooth fracture surfaces are recovered.                             

These predictions are completely consistent with experimental results obtained by our                             

JR Kermode,  A. Glazier,  G Csányi,  
D Sherman and A De Vita, In prep (2014)

A Glazier, G Peralta, JR Kermode, 
A De Vita and D Sherman, Phys. Rev. Lett,  
112 115501 (2014).

direction of motion, associated with each reconstruction event. If we
assume for simplicity that an average of n reconstruction events take
place during the time interval Dt for a given bead, its momentum mv
will drop by 2nmvt/Dt, where the parameter t=Dt is representative
of the time delay associated with each reconstruction. The number of
events is related to the propagation velocity by n 5 jvDt/l, where l is
the bilayer distance in the (111) direction, that is, the amount of
climb for each reconstruction event. Thus, the momentum change
is 2mjv2t/l, which is the nonlinear drag term in equation (1) dis-
cussed above. We note that if the frequency of reconstruction events
were constant for a given temperature, as is the case for simple acti-
vated processes, then j would scale as 1/v, and would just give rise to a
simple drag term, linear in the velocity. Thus, in an indirect way, this
model sheds light on the role of the cooperative, dynamic nature of
brittle fracture: at high speeds, the atoms near the crack tip are steered
towards clean cleavage.

We perform experimental studies of the low-crack-speed regime
using a technique for applying very small but steady and well-con-
trolled tensile loads. A silicon specimen is loaded by taking advantage
of the thermal expansivity mismatch between the sample and the
aluminium loading frame (Fig. 2b). Micrographs of the resulting
(111) fracture surface are shown in Fig. 2a, c. Triangular ridges, all
deviating in the same direction from the fracture surface, form at a
range of low crack speeds below about 800 m s21. At higher crack
speeds, of about 2,000 m s21, the surface is mirror smooth and no
ridges are present. The crystallographic direction of the deviation
(identical in over 40 independent samples) is the same as the recon-
struction-induced steps in the atomistic simulation, and the shape of
the ridges is qualitatively in agreement with the mesoscopic model
(Fig. 2c, d). Similar features have recently been reported23 under
more complicated loading conditions at a speed of about
1,000 m s21 (see Supplementary Information).

We next considered the (110) crack plane. Experiments have
shown that (110)½1!110" cracks propagating along the [001] direction
deflect out of the plane at very low velocity6,18, whereas (110)[001]
cracks propagating in the ½1!110" direction stay on the (110) plane up to
very high velocity (about 2,900 m s21) before also faceting onto (111)
planes6,7. Recent studies25 have assigned critical velocities for this
instability for various propagation directions and have shown that
in all cases the deflection is not immediate but only occurs after some
initial propagation on the (110) plane. We simulated the (110)½1!110"
crack propagation and observed the onset of this deflection. This
crack propagates by breaking a series of bonds, labelled A in Fig. 3a.
The system also contains type-B bonds, which are oriented at the
same angle with respect to the tension axis as A bonds. Resolving the
elastic stresses on the atomic scale reveals that B bonds located imme-
diately above and below the crack plane are almost as highly stressed
as A bonds. However, strong neighbour bonds connecting under-
coordinated atoms left exposed by the advancing crack make the A
bonds weaker than B bonds, so the former are expected to break
selectively during quasi-static (110) cleavage, consistent with the
low-speed experimental observations.

In the simulations we initially observe each newly exposed under-
coordinated surface atom snap back towards the subsurface region.
This induces significant local atomic motion and the excess energy
diffuses into the bulk crystal, but no immediate rebonding occurs as
long as the speed of propagation is sufficiently low. However, bond-
breaking events become more frequent with increasing crack speed,
and the local relaxations overlap in time. As more kinetic energy is
locally available, the fast crack front ‘stumbles’. Local reconstructions
involving the removal of under-coordinated atoms begin to occur on
the open surfaces. This removes the reason for selective A-bond
breaking and in our simulation we indeed observe B-bond breaking
events that deflect the crack front onto a (111) plane. Further simula-
tions reveal that under these conditions any slight disturbance away
from pure tension (for example a small extra shear strain component
as in Fig. 3b) can systematically reverse the initial relative stability of

A and B bonds. This results in multiple coherent breaking of B bonds,
effectively exposing (111) surfaces, consistent with the crack motion
observed experimentally (Fig. 3c–e).

No near degeneracy of crack-tip bonds exists in the orthogonal
½1!110" direction, consistent with the observation of instabilities only
at much higher speeds6. The deflection mechanism is thus only
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Figure 3 | The (110)[1 ·10] crack system. a, Geometry of the crack tip
propagating straight at low speeds by sequential breaking of type A bonds
(blue). Red atoms are described using quantum mechanics, yellow atoms
using an interatomic potential. At each propagation step, the A bond is
weaker than the corresponding B bond because of a neighbouring under-
coordinated atom (indicated by an arrow for the A1–B1 pair). b, At higher
speed an instability occurs. At this point any slight shear disturbance in the
stress field reverses the relative stability of A and B bonds, and the crack is
deflected onto a (111) plane. The energy release rate for this system is
G 5 6.7 J m22. In addition to the main tensile load, this includes a small
G 5 0.24 J m22 shear contribution to break the symmetry in the y direction.
Both exposed (111) crack surfaces undergo a 2 3 1 reconstruction.
c–e, Photographs from three-point bending experiments6 (reprinted with
permission): (110) fracture surface for low-speed cleavage (grey; c); fracture
surface of a specimen with the crack deflected from the (110) plane (white) to
the (111) plane (black) for intermediate-speed cleavage (d); (111) fracture
surface obtained for high-speed cleavage (e).
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Dynamical instabilities in Si

JR Kermode et. al. !
Nature 455 1224 (2008)

C Gattinoni, JR Kermode and !
A De Vita, In prep (2014)!

Crack-dislocation interactionsH induced ‘SmartCut’

G Moras et al. Phys. Rev. Lett. 
105, 075502 (2010)
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Crack/dislocation interactions – LOTF simulation



Dislocation core above crack Dislocation core below crack 5

FIG. 4: Snapshot from a LOTF simulation of System B, where
the dislocation core is located below the crack. For this pure
shielding configuration, the red circle indicates the location of
the dislocation core, and the red line the stacking fault. The
colour code shows the �

yy

component of the stress tensor, in
units of GPa. Red/yellow represent tension, and dark blue
compression.

FIG. 5: Snapshot from a LOTF simulation of System A, with
the dislocation above the crack, at the end of a 75 ps sim-
ulation. Away from the dislocation core and its associated
stacking fault (shown with red line), the fracture propagates
relatively straight along the [001] direction, with a reduced
velocity see text, not sure about this due to the anti-
shielding e↵ect of the dislocation. Atom colouring is as in
Fig. ??.

crack. The mutual orientation of the crack tip and dis-
location is important as well, as the tip can be exposed
to the compressive or tensile field around the dislocation
core, resulting in di↵erent behaviours in the core area.
An overall toughening of the material has been observed
when a dislocation is introduced, fitting well with the
continuum mechanics prediction.

This work was funded by the Rio Tinto Centre for Ad-
vanced Mineral Recover at Imperial College, London and
the European Commission ADGLASS FP7 project. We
would like to thank Adrian Sutton for useful discussions.

⇤ Electronic address: c.gattinoni@imperial.ac.uk
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shielding e↵ect of the dislocation. Atom colouring is as in
Fig. ??.

crack. The mutual orientation of the crack tip and dis-
location is important as well, as the tip can be exposed
to the compressive or tensile field around the dislocation
core, resulting in di↵erent behaviours in the core area.
An overall toughening of the material has been observed
when a dislocation is introduced, fitting well with the
continuum mechanics prediction.

This work was funded by the Rio Tinto Centre for Ad-
vanced Mineral Recover at Imperial College, London and
the European Commission ADGLASS FP7 project. We
would like to thank Adrian Sutton for useful discussions.

⇤ Electronic address: c.gattinoni@imperial.ac.uk

Continuum solution: Lin and Thomson (1986)

Crack/dislocation interactions – coarse-graining and upscaling

C. Gattinoni, J.R. Kermode and A. De Vita, in prep.



Overview of Fracture Modelling Applications

JR Kermode,  A. Glazier,  G Csányi,  
D Sherman and A De Vita, In prep (2014)

Three dimensional effects
Crack-impurity scattering

JR Kermode, L Ben-Bashat, F Atrash, 
JJ Cilliers, D Sherman and A. De Vita.,  
Nat. Commun.  4 2441 (2013)

Stress corrosion cracking

Fig  2.  Subcritical  crack  advance  on  Si(110),  catalysed  by  oxygen  (red  atoms).  Left:  the
system  before  chemisorption  of  second  O

2
,  Right:  crack  advance  after  dissociative

adsorption.

Machine-learning  of  QM  forces
Zhenwei Li’s PhD project has advanced considerably during this reporting period. In this                                   

part of the overall project, we are working to improve the informational efficiency of our                                         

modelling approach, particularly on the idea of building a database of previous QM results                                      

“on-the-fly”. By reusing (rather than recalculating) the information stored in the database, it                                   

is in principle possible to dramatically reduce the computational cost of our simulations,                                   

while still retaining our target high (QM) accuracy. With this goal in mind, Zhenwei has                                         

developed an advanced interpolation scheme for QM forces based on Gaussian Process                                

regression, with an accuracy which systematically improves as more data is added to the                                      

database of reference configurations. The scheme has been so far tested both on MD and,                                         

more  stringently,  on  the  phonon  band  structure  of  silicon  [3].

Interaction  between  cracks  and  point  defects
Our project on modelling the interaction between crack propagating on the (111) cleavage                                   

plane in silicon and isolated substitutional boron defects has been concluded, and the                                   

resulting  paper  is  currently  under  peer  review  [4].

Our QM simulations predict three regimes: at low speed we see deflection of cracks in                                         

perfect silicon crystals;; at intermediate speeds, crack deflection occurs at defect sites, at a                                      

rate proportional to the linear defect concentration. At higher speeds the crack-defect                                

interaction is dynamically hindered, and perfectly smooth fracture surfaces are recovered.                             

These predictions are completely consistent with experimental results obtained by our                             

A Glazier, G Peralta, JR Kermode, 
A De Vita and D Sherman, Phys. Rev. Lett,  
112 115501 (2014).

direction of motion, associated with each reconstruction event. If we
assume for simplicity that an average of n reconstruction events take
place during the time interval Dt for a given bead, its momentum mv
will drop by 2nmvt/Dt, where the parameter t=Dt is representative
of the time delay associated with each reconstruction. The number of
events is related to the propagation velocity by n 5 jvDt/l, where l is
the bilayer distance in the (111) direction, that is, the amount of
climb for each reconstruction event. Thus, the momentum change
is 2mjv2t/l, which is the nonlinear drag term in equation (1) dis-
cussed above. We note that if the frequency of reconstruction events
were constant for a given temperature, as is the case for simple acti-
vated processes, then j would scale as 1/v, and would just give rise to a
simple drag term, linear in the velocity. Thus, in an indirect way, this
model sheds light on the role of the cooperative, dynamic nature of
brittle fracture: at high speeds, the atoms near the crack tip are steered
towards clean cleavage.

We perform experimental studies of the low-crack-speed regime
using a technique for applying very small but steady and well-con-
trolled tensile loads. A silicon specimen is loaded by taking advantage
of the thermal expansivity mismatch between the sample and the
aluminium loading frame (Fig. 2b). Micrographs of the resulting
(111) fracture surface are shown in Fig. 2a, c. Triangular ridges, all
deviating in the same direction from the fracture surface, form at a
range of low crack speeds below about 800 m s21. At higher crack
speeds, of about 2,000 m s21, the surface is mirror smooth and no
ridges are present. The crystallographic direction of the deviation
(identical in over 40 independent samples) is the same as the recon-
struction-induced steps in the atomistic simulation, and the shape of
the ridges is qualitatively in agreement with the mesoscopic model
(Fig. 2c, d). Similar features have recently been reported23 under
more complicated loading conditions at a speed of about
1,000 m s21 (see Supplementary Information).

We next considered the (110) crack plane. Experiments have
shown that (110)½1!110" cracks propagating along the [001] direction
deflect out of the plane at very low velocity6,18, whereas (110)[001]
cracks propagating in the ½1!110" direction stay on the (110) plane up to
very high velocity (about 2,900 m s21) before also faceting onto (111)
planes6,7. Recent studies25 have assigned critical velocities for this
instability for various propagation directions and have shown that
in all cases the deflection is not immediate but only occurs after some
initial propagation on the (110) plane. We simulated the (110)½1!110"
crack propagation and observed the onset of this deflection. This
crack propagates by breaking a series of bonds, labelled A in Fig. 3a.
The system also contains type-B bonds, which are oriented at the
same angle with respect to the tension axis as A bonds. Resolving the
elastic stresses on the atomic scale reveals that B bonds located imme-
diately above and below the crack plane are almost as highly stressed
as A bonds. However, strong neighbour bonds connecting under-
coordinated atoms left exposed by the advancing crack make the A
bonds weaker than B bonds, so the former are expected to break
selectively during quasi-static (110) cleavage, consistent with the
low-speed experimental observations.

In the simulations we initially observe each newly exposed under-
coordinated surface atom snap back towards the subsurface region.
This induces significant local atomic motion and the excess energy
diffuses into the bulk crystal, but no immediate rebonding occurs as
long as the speed of propagation is sufficiently low. However, bond-
breaking events become more frequent with increasing crack speed,
and the local relaxations overlap in time. As more kinetic energy is
locally available, the fast crack front ‘stumbles’. Local reconstructions
involving the removal of under-coordinated atoms begin to occur on
the open surfaces. This removes the reason for selective A-bond
breaking and in our simulation we indeed observe B-bond breaking
events that deflect the crack front onto a (111) plane. Further simula-
tions reveal that under these conditions any slight disturbance away
from pure tension (for example a small extra shear strain component
as in Fig. 3b) can systematically reverse the initial relative stability of

A and B bonds. This results in multiple coherent breaking of B bonds,
effectively exposing (111) surfaces, consistent with the crack motion
observed experimentally (Fig. 3c–e).

No near degeneracy of crack-tip bonds exists in the orthogonal
½1!110" direction, consistent with the observation of instabilities only
at much higher speeds6. The deflection mechanism is thus only
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Figure 3 | The (110)[1 ·10] crack system. a, Geometry of the crack tip
propagating straight at low speeds by sequential breaking of type A bonds
(blue). Red atoms are described using quantum mechanics, yellow atoms
using an interatomic potential. At each propagation step, the A bond is
weaker than the corresponding B bond because of a neighbouring under-
coordinated atom (indicated by an arrow for the A1–B1 pair). b, At higher
speed an instability occurs. At this point any slight shear disturbance in the
stress field reverses the relative stability of A and B bonds, and the crack is
deflected onto a (111) plane. The energy release rate for this system is
G 5 6.7 J m22. In addition to the main tensile load, this includes a small
G 5 0.24 J m22 shear contribution to break the symmetry in the y direction.
Both exposed (111) crack surfaces undergo a 2 3 1 reconstruction.
c–e, Photographs from three-point bending experiments6 (reprinted with
permission): (110) fracture surface for low-speed cleavage (grey; c); fracture
surface of a specimen with the crack deflected from the (110) plane (white) to
the (111) plane (black) for intermediate-speed cleavage (d); (111) fracture
surface obtained for high-speed cleavage (e).
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Crack speed measurements in 3D simulations

Experiments:  Anna Glazier and Dov Sherman, Technion, Israel
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Energetics of Fracture – atomistic picture



3D fracture – simultaneous bond rupture

Classical NEB calculation

10 layers and ~100,000 atoms!
Periodic along z  

Griffith critical load

cf.T Zhu, J Li, & S Yip, Phys. Rev. Lett. (2004) 



3D fracture – sequential bond rupture

10 layers and ~100,000 atoms!
Periodic along z  
!
Griffith critical load

Classical NEB calculationKink pair !
formation barrier

Kink advance barrier

B. Lawn, J. Mater. Sci. 10 469 (1975) T Zhu, J Li, & S Yip, Phys. Rev. Lett. (2004) 



Crack speed measurements in 3D simulations

Experiments:  Anna Glazier and Dov ShermanLow load, slow High load, fast

4

TABLE I: Comparison of elastic and lattice trapping
properties of the modified SW potential and DFT

(GGA-PW91)

Property Modified SW DFT (GGA)

a0 5.43 5.44 Å

C11 201 GPa 155 GPa

C12 51.6 GPa 57.4 GPa

C44 90.3 GPa 76.1 GPa

�110 1.67 J/m2 1.72 J/m2

K0/Kc 1.103 1.058

K�/Kc 0.862 0.867

K+/Kc 1.327 1.146

G+/2� 1.499 1.185

Ea(2�) 0.26 eV 0.22 eV

FIG. 3: Comparison of lattice trapping barriers to
simultaneous (2D) crack advance with the modified SW
potential and DFT. Axes have been rescaled to align G

+

and E
a

(2�) of the two models (see Table I and text).

results are the first direct calculations of lattice trapping
barriers at the DFT level. DFT NEB calculations for the
kink formation and advance processes described above re-
main beyond the scope of what is currently achievable, as
the 3D model systems required are too large. However,
from the observed universal form of the E

a

(G) function
seen in Fig. 3, we believe it is reasonable to assume that
all of the crack advance processes can be rescaled in the
same way, according to the DFT G

+

simul and Esimul

a

(2�)
values. This leads to the estimated DFT kink barriers
shown in Fig. 4.

We also carried out experiments with silicon crys-
tal specimens on the (110)[001̄] cleavage system. The
energy-speed relationship was examined for the low en-
ergy regime on the (110)[001̄] low energy cleavage sys-
tem of silicon. The experiments were carried out in an

FIG. 4: Estimated DFT energy barriers for crack
growth processes (left vertical axis), overlaid with

experimental Si(110) and classical MD crack speed data
(right vertical axis). G axis for barriers and speeds has

been rescaled to align with DFT values (see text).
Errors in MD speeds are estimated from a sensitivity

analysis of their dependence on barrier height.

inert Argon environment, to prevent chemically actia-
vated (“stress corrosion”) cracking [29]. We first eval-
uated the cleavage energy at initiation, �

0

, by a set
of experiments where the thermal shock precrack coin-
cided within ±1 µm with the physical crack, and ob-
tained �

0

= 3.5 ± 0.3 J/m2. We further evaluated the
crack speed on the fracture surface using the Wallner
lines method, and the SERR, G, was calculated by fi-
nite element analyses of our experimental setup at the
same points. The results are shown in Fig. 4. The ex-
perimental crack velocities are consistent with the energy
barriers of our DFT-based kink model: low speed frac-
ture is possible below the DFT Gsimul

+

, over a range of
speeds where the kink barriers are su�ciently small as to
permit thermally activated kink motion.
Finally, to futher investigate dynamical e↵ects we also

computed crack speeds using classical molecular dynam-
ics with the modified SW potential at a range of energy
release rates. The NV E simulations were carried out
at a temperture of 300 K in a three-dimensional model
system with dimensions 524 ⇥ 171 ⇥ 263 Å2 including
740,000 atoms. Cracks were propagated from rest at
a load of G = 6.1 J/m2 for 15 ps to allow the crack
system to reach its equilbrium state, before rescaling
the system to a number of smaller loads in the range
4.25 < G < 5.45 J/m2 and continuing the dynamics for
a further 20 ps. Kink-based propagation was seen in the
low-G simulations, with no evidence of a velocity gap.
The crack position as a function of time was determined
by identifying surface atoms by their larger potential en-

Applied load

C
ra

ck
 s

pe
ed

Crack energy-speed relationship

Mesoscale kinetic Monte Carlo of kink motion



Overview of Fracture Modelling Applications

Three dimensional effects
Crack-impurity scattering

JR Kermode, L Ben-Bashat, F Atrash, 
JJ Cilliers, D Sherman and A. De Vita.,  
Nat. Commun.  4 2441 (2013)

Stress corrosion cracking

Fig  2.  Subcritical  crack  advance  on  Si(110),  catalysed  by  oxygen  (red  atoms).  Left:  the
system  before  chemisorption  of  second  O

2
,  Right:  crack  advance  after  dissociative

adsorption.

Machine-learning  of  QM  forces
Zhenwei Li’s PhD project has advanced considerably during this reporting period. In this                                   

part of the overall project, we are working to improve the informational efficiency of our                                         

modelling approach, particularly on the idea of building a database of previous QM results                                      

“on-the-fly”. By reusing (rather than recalculating) the information stored in the database, it                                   

is in principle possible to dramatically reduce the computational cost of our simulations,                                   

while still retaining our target high (QM) accuracy. With this goal in mind, Zhenwei has                                         

developed an advanced interpolation scheme for QM forces based on Gaussian Process                                

regression, with an accuracy which systematically improves as more data is added to the                                      

database of reference configurations. The scheme has been so far tested both on MD and,                                         

more  stringently,  on  the  phonon  band  structure  of  silicon  [3].

Interaction  between  cracks  and  point  defects
Our project on modelling the interaction between crack propagating on the (111) cleavage                                   

plane in silicon and isolated substitutional boron defects has been concluded, and the                                   

resulting  paper  is  currently  under  peer  review  [4].

Our QM simulations predict three regimes: at low speed we see deflection of cracks in                                         

perfect silicon crystals;; at intermediate speeds, crack deflection occurs at defect sites, at a                                      

rate proportional to the linear defect concentration. At higher speeds the crack-defect                                

interaction is dynamically hindered, and perfectly smooth fracture surfaces are recovered.                             

These predictions are completely consistent with experimental results obtained by our                             

JR Kermode,  A. Glazier,  G Csányi,  
D Sherman and A De Vita, In prep (2014)

A Glazier, G Peralta, JR Kermode, 
A De Vita and D Sherman, Phys. Rev. Lett,  
112 115501 (2014).

direction of motion, associated with each reconstruction event. If we
assume for simplicity that an average of n reconstruction events take
place during the time interval Dt for a given bead, its momentum mv
will drop by 2nmvt/Dt, where the parameter t=Dt is representative
of the time delay associated with each reconstruction. The number of
events is related to the propagation velocity by n 5 jvDt/l, where l is
the bilayer distance in the (111) direction, that is, the amount of
climb for each reconstruction event. Thus, the momentum change
is 2mjv2t/l, which is the nonlinear drag term in equation (1) dis-
cussed above. We note that if the frequency of reconstruction events
were constant for a given temperature, as is the case for simple acti-
vated processes, then j would scale as 1/v, and would just give rise to a
simple drag term, linear in the velocity. Thus, in an indirect way, this
model sheds light on the role of the cooperative, dynamic nature of
brittle fracture: at high speeds, the atoms near the crack tip are steered
towards clean cleavage.

We perform experimental studies of the low-crack-speed regime
using a technique for applying very small but steady and well-con-
trolled tensile loads. A silicon specimen is loaded by taking advantage
of the thermal expansivity mismatch between the sample and the
aluminium loading frame (Fig. 2b). Micrographs of the resulting
(111) fracture surface are shown in Fig. 2a, c. Triangular ridges, all
deviating in the same direction from the fracture surface, form at a
range of low crack speeds below about 800 m s21. At higher crack
speeds, of about 2,000 m s21, the surface is mirror smooth and no
ridges are present. The crystallographic direction of the deviation
(identical in over 40 independent samples) is the same as the recon-
struction-induced steps in the atomistic simulation, and the shape of
the ridges is qualitatively in agreement with the mesoscopic model
(Fig. 2c, d). Similar features have recently been reported23 under
more complicated loading conditions at a speed of about
1,000 m s21 (see Supplementary Information).

We next considered the (110) crack plane. Experiments have
shown that (110)½1!110" cracks propagating along the [001] direction
deflect out of the plane at very low velocity6,18, whereas (110)[001]
cracks propagating in the ½1!110" direction stay on the (110) plane up to
very high velocity (about 2,900 m s21) before also faceting onto (111)
planes6,7. Recent studies25 have assigned critical velocities for this
instability for various propagation directions and have shown that
in all cases the deflection is not immediate but only occurs after some
initial propagation on the (110) plane. We simulated the (110)½1!110"
crack propagation and observed the onset of this deflection. This
crack propagates by breaking a series of bonds, labelled A in Fig. 3a.
The system also contains type-B bonds, which are oriented at the
same angle with respect to the tension axis as A bonds. Resolving the
elastic stresses on the atomic scale reveals that B bonds located imme-
diately above and below the crack plane are almost as highly stressed
as A bonds. However, strong neighbour bonds connecting under-
coordinated atoms left exposed by the advancing crack make the A
bonds weaker than B bonds, so the former are expected to break
selectively during quasi-static (110) cleavage, consistent with the
low-speed experimental observations.

In the simulations we initially observe each newly exposed under-
coordinated surface atom snap back towards the subsurface region.
This induces significant local atomic motion and the excess energy
diffuses into the bulk crystal, but no immediate rebonding occurs as
long as the speed of propagation is sufficiently low. However, bond-
breaking events become more frequent with increasing crack speed,
and the local relaxations overlap in time. As more kinetic energy is
locally available, the fast crack front ‘stumbles’. Local reconstructions
involving the removal of under-coordinated atoms begin to occur on
the open surfaces. This removes the reason for selective A-bond
breaking and in our simulation we indeed observe B-bond breaking
events that deflect the crack front onto a (111) plane. Further simula-
tions reveal that under these conditions any slight disturbance away
from pure tension (for example a small extra shear strain component
as in Fig. 3b) can systematically reverse the initial relative stability of

A and B bonds. This results in multiple coherent breaking of B bonds,
effectively exposing (111) surfaces, consistent with the crack motion
observed experimentally (Fig. 3c–e).

No near degeneracy of crack-tip bonds exists in the orthogonal
½1!110" direction, consistent with the observation of instabilities only
at much higher speeds6. The deflection mechanism is thus only
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Figure 3 | The (110)[1 ·10] crack system. a, Geometry of the crack tip
propagating straight at low speeds by sequential breaking of type A bonds
(blue). Red atoms are described using quantum mechanics, yellow atoms
using an interatomic potential. At each propagation step, the A bond is
weaker than the corresponding B bond because of a neighbouring under-
coordinated atom (indicated by an arrow for the A1–B1 pair). b, At higher
speed an instability occurs. At this point any slight shear disturbance in the
stress field reverses the relative stability of A and B bonds, and the crack is
deflected onto a (111) plane. The energy release rate for this system is
G 5 6.7 J m22. In addition to the main tensile load, this includes a small
G 5 0.24 J m22 shear contribution to break the symmetry in the y direction.
Both exposed (111) crack surfaces undergo a 2 3 1 reconstruction.
c–e, Photographs from three-point bending experiments6 (reprinted with
permission): (110) fracture surface for low-speed cleavage (grey; c); fracture
surface of a specimen with the crack deflected from the (110) plane (white) to
the (111) plane (black) for intermediate-speed cleavage (d); (111) fracture
surface obtained for high-speed cleavage (e).
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Crack propagation vs. chemical impurities – simulation



Crack propagation vs. chemical impurities – simulation
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Fig. S1.  The 3PB specimen and the loading configuration; (a) optical photograph of the 3PB 

bridge with a specimen, (b) schematic representation of half of the specimen set up, depicting 

the crack front and a ridge pattern, (c) schematic presentation of the fracture surface depicting 

the evolution of the crack front and of the Vn and Vx velocities and the orientation angle, θ and 

(d) the normalized ridge velocity, Vn/Vx and orientation, θ , as a function of the normalized 

location, y/h.

for  the  unique crack front shape in these specimens: the crack initiates at  the bottom left 

corner of the specimen (Figure S1b and S1c), as a result of the high tensile stresses generated 

at the bottom of the notch, and starts to propagate as a quarter circular crack, as shown in 

Figure S1c. This quarter circular crack experiences high tensile σzz stress at the bottom and 
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for  the  unique crack front shape in these specimens: the crack initiates at  the bottom left 

corner of the specimen (Figure S1b and S1c), as a result of the high tensile stresses generated 

at the bottom of the notch, and starts to propagate as a quarter circular crack, as shown in 

Figure S1c. This quarter circular crack experiences high tensile σzz stress at the bottom and 
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Figure S1: 3PB loading geometry. (a) schematic representation of half of the specimen setup,
showing the elliptical crack front and crystallographic orientation; (b) side view of the propagating
front, showing the V

x

and V

n

velocities and the angle ✓; (c) geometry of the model crack front,
which is a quarter ellipse with major axis a and minor axis b. The front advances at a constant
speed V

x

in the x-direction. At the point P on the front, the normal to the crack front is at an
angle ✓ to the x-axis. A large section of the osculating circle of the ellipse at P is shown with a
dashed line. The components of the crack velocity at P normal and tangential to the front are
denoted by V

n

and V

t

respectively.
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Interaction between crack tips and point defects – experiments
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y
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Confocal image, 400 x 80 μm

Half-specimen

•Three point bending (3PB), crack 
subjected to maximum tension at 
bottom of sample!

•Crack front is sliding ellipse!

•Speed decreasing moving up specimen!

•Ridges form out of (111) plane, same as 
‘down’ in simulations

JR Kermode, L Ben-Bashat, F Atrash, JJ Cilliers, D Sherman and A. De Vita., Nat. Commun.  4 2441 (2013)



Interaction between crack tips and point defects – experiments

(111) plane

[211] 

Atomic scale surface 
feature seen at 
perturbation edge!

STM image 
3.1 μm x 3.5 μm x 5 nm

Confocal image 400 x 80 μm

AFM image!
30 x 30 μm

STM image!
1.8 μm x 1.8 μm x 6 nm

STM image 100 x 100 nm!

JR Kermode, L Ben-Bashat, F Atrash, JJ Cilliers, D Sherman and A. De Vita., Nat. Commun.  4 2441 (2013)



Crack propagation vs. chemical impurities – experiment and theory
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Interaction between crack tips and point defects – experiments

!

a
(1̄11)

11̄2

110
20µm

b
(1̄11)

11̄2

110
20µm

c
(1̄11)

11̄2

110
1µm

20nm

d
(1̄11)

11̄2

110
1µm



Interaction between crack tips and point defects – model
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 Going back to our DFT simulations, two time scales are important:!

•Minimum time for deflection process to occur Tc!

•Time for crack to advance by one bond a/vc!

 Tc is ‘blurred’ by period ΔT of phonon mode that triggers deflection
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Interaction between crack tips and point defects – model



Crack propagation vs. chemical impurities – mesoscale model

 Low doping  High doping

 Roughness ~ 10 micron  Roughness ~ 2 micron

JR Kermode, L Ben-Bashat, F Atrash, JJ Cilliers, D Sherman and A. De Vita., Nat. Commun.  4 2441 (2013)



Interaction between crack tips and point defects – model vs. expt.

dR

dy
=

y

�2
exp

✓
� y2

2�2

◆

The probability for a deflection event to occur, illustrated in Fig. ?? thus rises linearly from
zero to one during a time interval T

c

 t < T

c

+ �T , where T

c

is the minimum time required
for rebonding and �T is the period of the fast phonon mode, which controls the attempt rate
for the rebonding process. Since this mode has a random phase at each B substitutional site, the
fraction of B atoms which are able to deflect the approaching crack does not vary abruptly from
zero to one at a unique, sharp threshold value during crack deceleration. Rather, the deflection
probability expressed as a function of the normal crack velocity will fall from one to zero over a
velocity interval v

c

��v  v

n

< v

c

. Here v

c

is related to T

c

and the bond spacing along the front
a via T

c

= a/v
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(13)

The resulting probability of deflection as a function of the normal velocity is
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(14)

In 3PB, the crack velocity decreases as the crack moves up the specimen according to equation 10.
The critical velocity v

c

can be reinterpreted as the critical vertical position y

c

where the front
velocity falls below v

c

.

2.1 Approximate analytical solution

Insight can be now obtained from an approximate analytical solution to the problem. Assuming
constant deceleration g along the normal direction in the region of interest, we can re-express
equation 14 as a function of the vertical coordinate y of the crack front, i.e.

v

n

(y) =

r
v

2

c

� 2gy

sin ✓
(15)

Expanding the square root for small 2g�y/v

2

c

x, and substituting into equation 14 gives an expres-
sion for the probability as function of y

p̃(y) =

⇢
0, y < y

c

ag

�Tv

3
c sin ✓

(y � y

c

) , y � y

c

(16)

This result indicates that ridge formation can be viewed as a Poisson process, with probability
density

dP

dy
= [1 � P (y)] p̃(y)n0

↵ (17)

where n

0 = dn/dy is the linear concentration of boron defects, i.e. the cube root of the volume
concentration, and ↵ is the single fitting parameter in this model, which represents the overall
likelihood of the crack-defect event occurring. Combining equations 16 and 17 leads to a Rayleigh
distribution for the y coordinates of the ridge initiation points, with probability density function

dP

dy
=

y

�

2

exp

✓
� y

2

2�2

◆
(18)

where the length scale parameter � is given by

� =

s
�Tv

3

c

↵n

0
ag

(19)

Since the standard deviation of a Rayleigh distribution is proportional to the � parameter, the
roughness of the ridge initiations predicted by our model is inversely proportional to the square
root of the linear dopant concentration. This predicts that increasing the concentration by a factor
of 20 should lead to only about a four-fold decrease in roughness, consistent with our observations.

5

JR Kermode, L Ben-Bashat, F Atrash, JJ Cilliers, D Sherman and A. De Vita., Nat. Commun.  4 2441 (2013)



Crack propagation vs. chemical impurities – experiment and theory

 Low doping  High doping

JR Kermode, L Ben-Bashat, F Atrash, JJ Cilliers, D Sherman and A. De Vita., Nat. Commun.  4 2441 (2013)

process inducing the deflection to occur, as observed in our
simulations. The latter time will be furthermore blurred by the
(shorter) period DT of the oscillation that triggers the deflection
process, which will be at best in phase and at worst in anti-phase
at the time of crack front arrival. To derive the model, described
in more detail in Supplementary Note 1, we thus assume that the
B-induced tip reconstruction event necessary for ridge initiation
requires a minimum time Tc to occur since crack front arrival,
and is certain to have happened after a time TcþDT if the crack
has still not moved on to the next bond. For the velocity range of
interest in the current experiments, we make the simple
assumptions that the probability for this event rises linearly as a
function of time between these two limits, and that there is a fixed
probability that a microscopic ridge will grow provided that the
event takes place. The resulting ridge initiation probability is zero
as long as the crack velocity exceeds some upper critical value Vc,
and starts increasing as the velocity decreases below it (illustrated

schematically in Supplementary Fig. S1). Assuming that the
deceleration of the crack as it moves through the specimen is
approximately constant yields a ridge initiation probability that
grows linearly along the propagation axis beyond the critical
point, where crack-deflecting interactions are first able to occur.

This model is analytically solvable and leads to a Rayleigh
distribution for the positions of the ridge initiation points, with a
probability density function

dP
dy
¼ y

s2 exp # y2

2s2

! "
ð1Þ

where the length scale parameter s is given by

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
DT V3

c

an0ag

s

ð2Þ

the model parameters entering s, besides DT and Vc, are the
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Figure 3 | Model for the initiation of ridge features on the fracture surface. (a) Schematic showing dynamics of ridge formation. The elliptical crack
front propagates from right to left, starting at the bottom right-hand corner with the normal crack front velocity, shown by the black arrows, decreasing
from the bottom to the top of the specimen. Ridges form with a velocity-dependent probability, which increases as the velocity decreases below a critical
velocity VcB1,200 ms# 1 (the black dashed line corresponds to this velocity). The ridges originate independently along the black dotted lines, which

represent step-bunched regions of the vicinal Si (!111) surface. Scale bar, 100mm. Ridge profiles observed in the experiment (b,c) and predicted by the model
(d,e) for low doping (b,d; concentration 1.05& 1015 cm# 3) and high doping (c,e; concentration 1.10& 1019 cm# 3) cases. The blue and red dashed
lines represent the roughness of the vertical ridge initiation positions, and are drawn at one s.d. above and below the mean. Scale bar, 20 mm for these four
panels. (f) Comparison of ridge initiation model with experimental data. The red and blue solid curves show the probability distribution of ridge initiation
as a function of vertical distance, as predicted by the one-dimensional model described in the text, and the histograms are the same data measured
from confocal microscopy images of fracture specimens at two different doping levels. The magenta and cyan curves show the distributions obtained in the
more detailed two-dimensional numerical simulations illustrated in d and e.
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Overview of Fracture Modelling Applications

Three dimensional effects
Crack-impurity scattering

JR Kermode, L Ben-Bashat, F Atrash, 
JJ Cilliers, D Sherman and A. De Vita.,  
Nat. Commun.  4 2441 (2013)

Stress corrosion cracking

Fig  2.  Subcritical  crack  advance  on  Si(110),  catalysed  by  oxygen  (red  atoms).  Left:  the
system  before  chemisorption  of  second  O

2
,  Right:  crack  advance  after  dissociative

adsorption.

Machine-learning  of  QM  forces
Zhenwei Li’s PhD project has advanced considerably during this reporting period. In this                                   

part of the overall project, we are working to improve the informational efficiency of our                                         

modelling approach, particularly on the idea of building a database of previous QM results                                      

“on-the-fly”. By reusing (rather than recalculating) the information stored in the database, it                                   

is in principle possible to dramatically reduce the computational cost of our simulations,                                   

while still retaining our target high (QM) accuracy. With this goal in mind, Zhenwei has                                         

developed an advanced interpolation scheme for QM forces based on Gaussian Process                                

regression, with an accuracy which systematically improves as more data is added to the                                      

database of reference configurations. The scheme has been so far tested both on MD and,                                         

more  stringently,  on  the  phonon  band  structure  of  silicon  [3].

Interaction  between  cracks  and  point  defects
Our project on modelling the interaction between crack propagating on the (111) cleavage                                   

plane in silicon and isolated substitutional boron defects has been concluded, and the                                   

resulting  paper  is  currently  under  peer  review  [4].

Our QM simulations predict three regimes: at low speed we see deflection of cracks in                                         

perfect silicon crystals;; at intermediate speeds, crack deflection occurs at defect sites, at a                                      

rate proportional to the linear defect concentration. At higher speeds the crack-defect                                

interaction is dynamically hindered, and perfectly smooth fracture surfaces are recovered.                             

These predictions are completely consistent with experimental results obtained by our                             

JR Kermode,  A. Glazier,  G Csányi,  
D Sherman and A De Vita, In prep (2014)

A Glazier, G Peralta, JR Kermode, 
A De Vita and D Sherman, Phys. Rev. Lett,  
112 115501 (2014).

direction of motion, associated with each reconstruction event. If we
assume for simplicity that an average of n reconstruction events take
place during the time interval Dt for a given bead, its momentum mv
will drop by 2nmvt/Dt, where the parameter t=Dt is representative
of the time delay associated with each reconstruction. The number of
events is related to the propagation velocity by n 5 jvDt/l, where l is
the bilayer distance in the (111) direction, that is, the amount of
climb for each reconstruction event. Thus, the momentum change
is 2mjv2t/l, which is the nonlinear drag term in equation (1) dis-
cussed above. We note that if the frequency of reconstruction events
were constant for a given temperature, as is the case for simple acti-
vated processes, then j would scale as 1/v, and would just give rise to a
simple drag term, linear in the velocity. Thus, in an indirect way, this
model sheds light on the role of the cooperative, dynamic nature of
brittle fracture: at high speeds, the atoms near the crack tip are steered
towards clean cleavage.

We perform experimental studies of the low-crack-speed regime
using a technique for applying very small but steady and well-con-
trolled tensile loads. A silicon specimen is loaded by taking advantage
of the thermal expansivity mismatch between the sample and the
aluminium loading frame (Fig. 2b). Micrographs of the resulting
(111) fracture surface are shown in Fig. 2a, c. Triangular ridges, all
deviating in the same direction from the fracture surface, form at a
range of low crack speeds below about 800 m s21. At higher crack
speeds, of about 2,000 m s21, the surface is mirror smooth and no
ridges are present. The crystallographic direction of the deviation
(identical in over 40 independent samples) is the same as the recon-
struction-induced steps in the atomistic simulation, and the shape of
the ridges is qualitatively in agreement with the mesoscopic model
(Fig. 2c, d). Similar features have recently been reported23 under
more complicated loading conditions at a speed of about
1,000 m s21 (see Supplementary Information).

We next considered the (110) crack plane. Experiments have
shown that (110)½1!110" cracks propagating along the [001] direction
deflect out of the plane at very low velocity6,18, whereas (110)[001]
cracks propagating in the ½1!110" direction stay on the (110) plane up to
very high velocity (about 2,900 m s21) before also faceting onto (111)
planes6,7. Recent studies25 have assigned critical velocities for this
instability for various propagation directions and have shown that
in all cases the deflection is not immediate but only occurs after some
initial propagation on the (110) plane. We simulated the (110)½1!110"
crack propagation and observed the onset of this deflection. This
crack propagates by breaking a series of bonds, labelled A in Fig. 3a.
The system also contains type-B bonds, which are oriented at the
same angle with respect to the tension axis as A bonds. Resolving the
elastic stresses on the atomic scale reveals that B bonds located imme-
diately above and below the crack plane are almost as highly stressed
as A bonds. However, strong neighbour bonds connecting under-
coordinated atoms left exposed by the advancing crack make the A
bonds weaker than B bonds, so the former are expected to break
selectively during quasi-static (110) cleavage, consistent with the
low-speed experimental observations.

In the simulations we initially observe each newly exposed under-
coordinated surface atom snap back towards the subsurface region.
This induces significant local atomic motion and the excess energy
diffuses into the bulk crystal, but no immediate rebonding occurs as
long as the speed of propagation is sufficiently low. However, bond-
breaking events become more frequent with increasing crack speed,
and the local relaxations overlap in time. As more kinetic energy is
locally available, the fast crack front ‘stumbles’. Local reconstructions
involving the removal of under-coordinated atoms begin to occur on
the open surfaces. This removes the reason for selective A-bond
breaking and in our simulation we indeed observe B-bond breaking
events that deflect the crack front onto a (111) plane. Further simula-
tions reveal that under these conditions any slight disturbance away
from pure tension (for example a small extra shear strain component
as in Fig. 3b) can systematically reverse the initial relative stability of

A and B bonds. This results in multiple coherent breaking of B bonds,
effectively exposing (111) surfaces, consistent with the crack motion
observed experimentally (Fig. 3c–e).

No near degeneracy of crack-tip bonds exists in the orthogonal
½1!110" direction, consistent with the observation of instabilities only
at much higher speeds6. The deflection mechanism is thus only
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Figure 3 | The (110)[1 ·10] crack system. a, Geometry of the crack tip
propagating straight at low speeds by sequential breaking of type A bonds
(blue). Red atoms are described using quantum mechanics, yellow atoms
using an interatomic potential. At each propagation step, the A bond is
weaker than the corresponding B bond because of a neighbouring under-
coordinated atom (indicated by an arrow for the A1–B1 pair). b, At higher
speed an instability occurs. At this point any slight shear disturbance in the
stress field reverses the relative stability of A and B bonds, and the crack is
deflected onto a (111) plane. The energy release rate for this system is
G 5 6.7 J m22. In addition to the main tensile load, this includes a small
G 5 0.24 J m22 shear contribution to break the symmetry in the y direction.
Both exposed (111) crack surfaces undergo a 2 3 1 reconstruction.
c–e, Photographs from three-point bending experiments6 (reprinted with
permission): (110) fracture surface for low-speed cleavage (grey; c); fracture
surface of a specimen with the crack deflected from the (110) plane (white) to
the (111) plane (black) for intermediate-speed cleavage (d); (111) fracture
surface obtained for high-speed cleavage (e).
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Dynamical instabilities in Si
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• Si(111), sub-critical 
loading G = 2.70 J/m2 
< Gc = 2.88 J/m2!

• QM (DFT) region: 
~200 atoms !

• Crack is lattice 
trapped at 300 K

• Add O2:  dissociates, 
providing enough heat 
to break one Si–Si 
bond!

• Diffusion limited 
regime: oxygen supply 
controls crack speed

Stress corrosion cracking – silicon (111) surface

A Glazier, G Peralta, JR Kermode, A De Vita and D Sherman, Phys. Rev. Lett,  112 115501 (2014).



Stress corrosion cracking – simulations

A Glazier, G Peralta, JR Kermode, A De Vita and D Sherman, Phys. Rev. Lett,  112 115501 (2014).



Stress corrosion cracking – simulations

A Glazier, G Peralta, JR Kermode, A De Vita and D Sherman, Phys. Rev. Lett,  112 115501 (2014).



Stress corrosion cracking – experiments
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same conditions, as this is the result with the closest to perfect 
correspondence in the position and direction of the water-
quenched pre-crack and the propagating crack. In the (110)[1
0] crack system, misaligned or tilted cracks give rise to 
increased values of the cleavage energy. Here, we see a smooth 
transition in the cleavage energy as a function of the extent of 
misalignment, which we can measure directly from the height 
of the step, visible in confocal optical and atomic force 
microscope images of the fracture surfaces (Figs. 1b and 1c). 

Plotting the cleavage energy as a function of the step height 
(Fig. 2, blue circles) for specimens with parallel and straight 
precracks only, we find a remarkably low result for the 
minimally offset pre-crack of ~10 nm (Fig. 1d): the cleavage 
energy at initiation for this crack system is Γ0 = 2.7±0.3 J/m2, 
which is the lowest value reported to date,  actually low enough 
to lie distinctively below the range of experimental and 
calculated surface energies, indicating that sub-critical crack 
initiation must be taking place. An example poorly aligned 
precrack (Γ0 = 4±0.3 J/m2) is shown in Fig. 1e.  

 
Fig. 2. The cleavage energy, Γ0, vs. parallel and straight misalignment 
step height for (110)[1 1 0] (blue marks) and (111)[11 2 ] (red marks) 
crack systems of silicon under room conditions (full circles, labeled R) 
and atmospheric pressure of Ar (full squares, Ar). The error of Γ0 was 
defined by the error in temp. measurements of ±0.1ºC during cleavage, 
which was used by ABAQUS the to evaluate the range of the Γ0 . 

Evaluating the cleavage energy of the (111)[11 ] system 
is more complex due to the strong tendency of these cracks to 
continue propagating on the original plane if the water 
quenched pre-crack is offset with respect to the center line of 
the specimen (i.e. the plane of maximum KI), consuming 
additional energy. For this system we therefore report only 
fracture energies of the best aligned cracks with smooth 
fracture surfaces after initiation (Fig. 1f). The cleavage energy 
at initiation for a precrack misaligned by 100 µm is 
3.9±0.2 J/m2 (Fig. 1g) and becomes even higher for larger 
misalignment, while for very well aligned precracks we 
measured Γ0 = 2.2±0.2 J/m2 (Fig. 1f, and Fig. 2, full red 
circles). This is again the lowest cleavage energy ever obtained 
for this crack system. 

The experiments were carried out at humidities of 20% and 
55%, with no systematic dependence of the measured Γ0 on 
humidity, suggesting that atmospheric oxygen rather than water 
is responsible for any chemically activated fracture processes. 
To investigate this, we measured the cleavage energy at 
initiation in a reduced oxygen environment by placing the 

assembly in a vacuum chamber. At a vacuum of  
10-3 Pa, the chamber was filled with 99.994% argon, and again 
the pressure was reduced to 10-3 Pa. This procedure was 
repeated five times. When the experiments were conducted at 
atmospheric pressure in an inert gas environment, the cleavage 
energies for the (110)[1 0] and (111)[11 ] systems increased 
to Γ0 = 3.5±0.2 and 2.9±0.2 J/m2, respectively (blue and red full 
squares in Fig. 2). These larger values are in good agreement 
with DFT calculations of 2γ of 3.46 and 2.88 J/m2, 
respectively [24].  

To explain the difference between the cleavage energies in 
standard and reduced oxygen conditions, we turn to molecular 
dynamics calculations of the dissociative chemisorption of 
oxygen molecules at crack tips. We performed hybrid QM/MM 
fracture simulations using the 'Learn on the Fly’ (LOTF) 
scheme [28], first for the (110)[1 0] cleavage system. A large 
model system (1200 x 400 x 5.43 Å3, with 129,794 atoms, 
Fig. 3a) is needed to capture the effects of long-range elastic 
relaxation [29]. To describe crack tip chemistry correctly, 
around 200 atoms near to the crack tip were selected for 
quantum mechanical treatment at the DFT level [30], using the 
generalized gradient approximation to the exchange correlation 
potential  [31] as implemented in the VASP [32] and 
CASTEP [33] codes. A subcritical tensile load equivalent to an 
energy release rate of G = 2.7 J/m2 was applied by rigidly 
clamping the top and bottom edges  [34].  

To identify the starting point for dynamical simulations, we 
performed a hybrid QM/MM relaxation of the full crack 
system  [35], leading to a novel tip structure with a slightly 
blunted tip, formed from the sharp tip by two bond rotations 
(Figs. 3b and c, cf. 5–7 tip reconstruction in [28]). We find that 
the local chemical cost of the bond rotations is compensated by 
a reduction in elastic energy: the bluntened tip system is lower 
in energy by 0.12 eV per unit crack front, suggesting it is the 
preferred equilibrium crack tip structure.  

LOTF molecular dynamics simulations at a temperature of 
300 K confirm that at G = 2.7 J/m2 the crack neither advances 
nor closes up, remaining pinned by the lattice trapping 
barrier [36,37]. We then placed an oxygen molecule 1.5 Å 
behind the first unbroken Si-Si bond at the crack tip (Fig. 3d), 
and continued the dynamics. The chemisorption energy of an 
O2 molecule on a unstressed silicon surface is of the order of 
5 eV [38], with an activation barrier of 0.2–0.3 eV [39]. Here, 
we observe immediate spontaneous dissociation of the oxygen 
molecule (Fig. 3e-f), indicating that dissociation becomes 
barrierless under these conditions. The oxygen is adsorbed to 
form Si–O–Si bridges behind the crack tip (Fig. 3f), leading to 
crack advance via cleavage of Si–Si bond (1). The simulation 
was continued by adding a second O2 molecule, which 
undergoes a similar pattern of dissociative chemisorption, Si–
O–Si bridge formation and crack advance (Fig. 3g–i). 

Moving to the (111) cleavage plane, we carried out LOTF 
simulations in a Si(111)[11 ] model system (dimensions 
1200x400x3.84 Å3, with 90,730 atoms, Fig. 4). The crack 
surface behind the tip was saturated with hydrogen to reduce 
the number of possible O2 reaction sites, allowing the delivery 
to the crack tip of the molecules inserted in the course of the 
simulation, avoiding spurious chemisorption on the fracture 

surfaces, not likely in the earlier (110)[1 0] crack systems 
because of the more open geometry of its crack tip (cf. Fig. 3c; 
in the experimental system, the fracture surfaces are expected 
to be fully passivated). We again observe immediate 
dissociative chemisorption of oxygen (Fig. 4b) at the crack tip 
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A Glazier, G Peralta, JR Kermode, A De Vita and D Sherman, Phys. Rev. Lett,  112 115501 (2014).



Fig  1.  Snapshot  from  LOTF  dynamics  of  brittle  fracture  of  quartz.  The  color  code  is  as
follows:  grey:  classical  Si  atoms;;  red:  classical  O  atoms;;  dark  blue:  QM-represented  Si

atoms;;  light  blue:  QM  O  atoms.  The  observed  fracture  behaviour  is  perfectly  brittle,  with  an

estimated  fracture  toughness  in  good  agreement  with  experiment.

Stress  corrosion  cracking:  preliminary  results
In a new project aimed at simulating complex chemical phenomena occurring at the                                   

advancing crack tip in rock materials, we have carried out simulations of stress corrosion                                      

cracking. Bulk covalent Si has been chosen as a simple example of brittle materials, and                                         

the onset of cracks propagation under subcritical loads on both the (111) and (110)                                      

cleavage planes has been investigated. In this system, oxygen molecules located near the                                   

crack tip play the role of a corrosive agent, and our MD simulations reveal that barrierless                                            

dissociation occurs, followed by chemisorption, with adsorption occurring preferentially at                          

highly stressed bonds at the crack tip, and thereby catalysing bond rupture. We find, for the                                            

first time, that an oxygen environment can cause sub-critical crack advance in silicon, with                                      

the speed of the crack controlled by the supply of oxygen (i.e. a diffusion limited regime). In                                               

particular, our simulations suggest that the observed initiation of crack propagation in the                                   

standard conditions at which experiments are performed - i.e. in an atmosphere of                                   

potentially corrosive agents such as O
2
and water molecules - may be in fact entirely due                                            

to corrosion processes, contrary to common wisdom. This would imply that the observed                                   

crack motion initiation load would have to raise significantly in loading experiments carried                                   

out in a reduced O
2
(or dry Ar) atmosphere. This is an experimentally testable prediction,                                         

and  we  are  currently  working  with  experimental  collaborators  to  investigate  this  further  [2].

Fracture of quartz – polarisable potential and QM/MM

JR Kermode et al, J. Chem. Phys. 133 094102 (2010)

Starting point:  Tangney-Scandolo interatomic potential with self-consistent dipoles

pi = �iEi ({rj}, {pj})

Short range (Yukawa):



Stress response of amorphous silica to applied strain



Stress response of amorphous silica to applied strain



QM-based simulations of brittle fracture in quartz



Background�

Hydrogen embrittlement (HE) is the most devastating and unpredictable, yet least understood, mechanism of 
failure experienced by engineering components. Hydrogen can be introduced into a material from a variety of 
sources: eg from decomposition of water during processing, moisture in the environment, from electrochemical 
reactions in a corrosive (eg marine) environment or electrocoating (such as automotive “body-in-white”), 
decomposition of oil or grease, or direct exposure to H in storage vessels. The presence of hydrogen leads to a 
severe degradation in mechanical properties and consequently a loss in structural integrity of a vast range of 
metals and alloys. In particular, high-strength ferritic steels used for pipelines, pressure vessels, compressors, light 
weight vehicles, gears and in hydrogen storage are prone to hydrogen cracking. It is known that the higher the 
strength of the steel, the more prone it is to HE. Despite the considerable research effort that has been expended 
over the last 30 years the mechanisms responsible for the embrittling process are not understood and there is 
considerable disagreement in the scientific literature concerning the underlying processes that are responsible for 
hydrogen embrittlement, even in simple, nominally pure, material systems.  
 
With increasing demands for advanced and ultra high strength steels, the steel industry faces increasing 
senstitivity to hydrogen embrittlement (HE). The concerns over HE are preventing the automotive industry from 
using these materials more extensively, which is contributing to their failure to meet EU targets for 2015 in CO2 
emissions by up to 35 g/km. TWIP, TRIP and complex phase steels having UTS of 1000–1400 MPa have been 
designed but cannot be put into service because of the risks of HE during manufacture and in service, even under 
mild humid conditions. It is therefore of significant technological importance to develop a more comprehensive 
understanding of hydrogen embrittlement and to use this understanding to underpin design strategies for the next 
generation of ultra high strength steels, that are resistant to hydrogen embrittlement. 
 
The focus of this research programme will be on Hydrogen Embrittlement in Steels (hence the acronym HEmS).  
The presence of hydrogen in interstitial sites results in dilation of the material.  A consequence of this is that H 
wants to diffuse to regions of high tensile hydrostatic stress in a material, such as towards a crack tip, as illustrated 
in Fig 1.  The local high hydrogen concentration in the vicinity of the crack tip has a significant effect on local 

structure and properties. As noted 
above, in many material systems, 
this results in an embrittlement of 
the material (crack propagation at a 
much reduced stress intensity 
factor) 
 
A number of mechanisms of 
embrittlement have been proposed 
in the scientific literature, such as 
Hydrogen-enhanced decohesion 
(HEDE) or Hydrogen enhanced 
local plasticity (HELP), with 
Hydrogen-induced phase 
transformation (HIPT) or Hydrogen-
enhanced stress-induced 
vacancies (HESIV) contributing to 
the embrittling process. These 
mechanisms are described in detail 
in Technical Annex 4. The 
important point to note here is that 
there is significant controversy in 

the scientific literature concerning the conditions under which a given mechanism dominates (or whether it exists at 
all).  This uncertainty and lack of understanding is preventing the development of new steels that are resistant to 
hydrogen embrittlement.  The purpose of the programme of work described below is to develop an in-depth 
understanding of how hydrogen affects mechanical performance by integrating a wide range of computational 
modelling and experimental techniques and to use the new understanding derived from these studies to develop 
new procedures for the design of steel microstructures that are resistant to HE.  Finally we will design, manufacture 

Fig 1 Schematic, showing the diffusion of hydrogen towards a crack tip.  
Understanding the effect of hydrogen on crack propagation requires 
integration of a range of modelling techniques. 

Multiscale Modelling of “Chemomechanical” Materials Failure Processes
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Figure 1: (a) Convergence of QM forces near the core of a dislocation in the � phase at room temperature
(solid lines, for nearest neighbours, blue n.n., and next nearest neighbours, red n.n.n. of the dislocation
core). The dashed lines indicate the percentage error that the EAM potential makes with respect to DFT.
Quantum calculations are only strictly needed for the nearest neighbours of a dislocation core. (b) Atom-
istic model of a quadrupole of screw dislocations in a Ni-based superalloy. Inset: dissociation of one of
the screw dislocations into Shockley partials, which can be tracked by two separate mobile QM regions
(red circles).

2 Project Structure and Resource Management
Key Scientific Goals. The key targets of this project are to study the glide of screw dislocations
in the � phase (initially bulk, then closer to the �/�0 interface), to evaluate the relevant diffusion
mechanisms and barriers, and to study dislocation climb at the �/�0 interface, including the role
played by vacancies in this process. These overall targets can be decomposed into four work
packages:

• WP1 — Dissociation of a Screw Dislocation into Shockley partials. Studying the mod-
ification induced on the system by the usage of quantum precision for the core atoms.
Expected start date March 2014.

• WP2 — Glide of a dislocation in the � phase. Evaluating diffusion barriers for the
dislocation glide as a function of applied shear strain. Expected start date May 2014.

• WP3 — Glide of a dislocation towards the interface. Observing the modification of
these barriers as a function of the distance of dislocations from the �/�0 interface, and
investigating dislocation pinning. Expected start date June 2014.

• WP4 — Dislocation/vacancy interaction at the interface. Analysing the role played by
vacancies in the climb motion of dislocations at the interface. Expected start date October
2014.
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