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Fermion liquids in Equilibrium!
(a crash course)



Fermi Liquid Theory 

Non!
interacting Interacting

Adiabatic Continuity

6 Green’s Functions

Ultimately, we are interested in more than just free systems. We should like to understand what happens to
our system as we dial up the interaction strength from zero, to its full value. We also want to know response
of our complex system to external perturbations, such as an electromagnetic field. We have to recognize that
we can not, in general expect to diagonalize the problem of interest. We do not even need interactions to
make the problem complex: a case in interest is a disordered metal, where we our interest in averaging over
typically disordered configurations introduces effects reminiscent of interactions, and can even lead to new
kinds of physics, such as electron localization. We need some general way of examinining the change of the
system in response to these effects even though we can’t diagonalize the Hamiltonian.
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!Fig. 6.1 “Dialing up the interaction”. Motivating the need to be able to treat perturbations to a
non-interacting Hamiltonian by dialing up the strength of the perturbation.

In general then, we will be considering problems where we introduce new terms to a non-interaction
Hamiltonian, represented by V . The additional term might be due to

• External electromagnetic fields, which modify the Kinetic energy in the Hamiltonian as follows
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Quasi-particle occupation !

!

is a good quantum number

Quasi-particle scattering rate:
�QP ⇠ ✏2 + ⇡2T 2 n�(p)

Helium 3 Phase diagram Fermi Surface (FS)

Landau quasi-particles:!
form a dilute gas

What the 
Heck!?

Z

Momentum  distrib.



One Dimension: The Tomonaga-Luttinger Liquid
Luttinger ��Mattis

Power-law Momentum distribution

n(p) ⇠ sgn(p� pF )|p� pF |�
2
eq

p

Lieb Luther Emery Haldane

Collective modes exhaust !
the low-energy spectrum

q

! = vs|q|!(q)

Peschel

(There are more, but I simply couldn’t fit in every one…)



Out of Equilibrium !
Quantum (Fermi) Gases



Sudden Quantum Quenches

State prep Unitary evolution Measurement

e�iHt/~
�(t)⇢0

t = 0 t > 0



Does the system reach a steady state?

Some Important Questions

 If so, what are its properties? Does it thermalize?

Ō = Tr �steadyÔ,

�steady / e�H/Teff ?
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Fermions in 1D !
Out of Equilibrium



The Luttinger (Thirring) Model 

RL

Luttinger

“Infinite story hotel”

�kin(p) = vF p

��Mattis &  Lieb

[J. Math. Phys. (1965)]

‘Anomalous’ commutation relations

[⇢R(q), ⇢R(�q0)] =
qL

2⇡
�q,q0



Quantum Quench in the LM
Hkin =

�

q �=0

�vF |q| a†(q)a(q) HLM =
�

q �=0

�v|q| b†(q)b(q)

Non-interacting fermions (t ≤ 0)                   Interacting fermions (t > 0)

b(q) = cosh�(q) a(q) + sinh�(q) a†(�q)Equilibrium solution

C�r (x, t > 0) = �0|eiHLM t/��†
r(x)�r(0)e�iHLM t/�|0⇥Dirac

One-particle density matrix

a(q, t) = eiHLM t/�a(q)e�iHLM t/� = f(q, t)a(q) + g⇥(q, t)a†(�q),
f(q, t) = cos v|q|t� i sin v|q|t cosh 2�(q),
g(q, t) = i sin v|q|t sinh 2�(q)

Non-equilibrium (quench) solution:

MAC, PRL 97 (2006)



Hint = 0 Hint 6= 0

Momentum distribution at time t : 

Interaction Quenches:  Fermions in 1D

MAC Phys Rev Lett (2006)!
A Iucci & MAC Phys Rev A (2009)
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The decay of Z(t) is governed by a universal exponent
γst(K) that depends on the equilibrium LL parameter K
only; ekin(t) features an asymptotic power law with an
interaction-independent exponent but universal prefactor
ϵ(K, v) determined by K as well as by the renormalized
velocity v. In equilibrium, this is the characteristic K-
and v-dependence of correlation functions or of thermo-
dynamic quantities, which a posteriori motivates to con-
sider Z(t) and ekin(t) as representative examples. The
notion of LL universality can now be defined in anal-
ogy to equilibrium: The quench dynamics is universal if
Eqs. (1) describe the long-time relaxation for any model
falling into the equilibrium LL universality class if the
corresponding values for K and v are plugged in. To in-
vestigate this we compute Z(t) for a 1d lattice of spinless
fermions with nearest-neighbor hopping and interaction
∆ [24] as well as an extension of the latter including
a next-to-nearest-neighbor interaction ∆2. We use the
numerical time-dependent density-matrix RG (DMRG)
[25–27]. The model with ∆2 = 0 has many conserved
quantities, is Bethe ansatz integrable, and thus K as
well as v are known analytically [5, 28]. The ∆-∆2–
model, however, is believed to be not exactly solvable.
For ∆2 > 0 we extract K and v from equilibrium quanti-
ties (e.g. the small momentum density response function)
using DMRG [6, 29, 30]. Our data for the Z-factor agrees
with Eq. (1a) for any interaction strength, filling factor,
and irrespective of the integrability of the model. The
results for ekin(t) are consistent with Eq. (1b), but on
the time scales accessible by DMRG the asymptotic be-
havior is still masked by oscillatory terms of higher order
in t−1. To unambiguously determine the prefactor of the
t−3-decay of the energy we resort to a numerical trick. In-
stead of performing the time evolution with exp (−iHft)
we apply the imaginary time analogue exp (−Hfτ). In
this case the total energy per length e(τ) – which is no
longer conserved – is the natural observable. For the TL
model we show that the asymptotics is completely anal-
ogous to Eq. (1b) with t → τ and ϵ(K, v) replaced by
a different function ϵit(K, v). For the lattice model, the
τ−3-decay manifests over several orders of magnitude,
and the prefactor agrees with the TL prediction.

This altogether provides strong evidence that questions
(A) and (B) can be answered by ‘yes’. We conjecture
that the universality of the quench dynamics also holds
for other models falling into the equilibrium LL class.

The TL model — After bosonizing [1, 2] the density of
left and right moving fermions with a linear dispersion
the Hamiltonian of the TL model is quadratic in opera-

tors b(†)n which obey bosonic commutation relations:

H =
∑

n>0

[

kn

(

vF +
g4(kn)

2π

)

(

b†nbn + b†−nb−n

)

+kn
g2(kn)

2π

(

b†nb
†
−n + b−nbn

)

]

, (2)
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FIG. 1: (Color online) Time evolution of the Z-factor out of
the noninteracting ground state of a 1d metallic Fermi system
after switching on two-particle terms at time t = 0. Dashed
lines show the universal asymptotic power law t−γst(K) with
an exponent determined by the equilibrium LL parameter K.
(a) TL model. The plots displays box-like two-particle inter-
actions g(k) of strength g = g(0); the asymptotics are univer-
sal for any g(k). Time is given in units of (vFkc)

−1. (b, c,
Inset) Spinless lattice fermions of Eq. (6) at filling ν featuring
nearest (∆) and next-nearest (∆2) neighbor interactions.

where kn = 2πn/L, n ∈ Z, L denotes the chain length,
and vF is the Fermi velocity. The two coupling functions
(potentials) g2/4 determine the strength of the scatter-
ing of fermions on different branches (g2) and the same
branch (g4). Usually the k-dependence of g2/4 is ne-
glected and integrals are regularized in the ultraviolet
through an ad hoc procedure [1, 2]. As the momentum
dependence is RG irrelevant this is justified in equilib-
rium if all energy scales are sent to zero [3]. For the
quench dynamics – even at asymptotic times – it is, how-
ever, not clear if the same reasoning holds and we thus
keep the full k-dependence and consider coupling func-
tions. In fact, it was recently shown that the momen-
tum dependence indeed affects the long-time dynamics
of certain observables [22]. For the system to be a LL
in equilibrium we require that 0 < g2/4(0) < ∞ (re-
pulsive interactions) and that g2/4(k) decay on a scale
kc. The Hamiltonian of Eq. (2) can be diagonalized to
H =

∑

n̸=0 ω(kn)α
†
nαn +Egs by introducing new modes

αn = c(kn)bn + s(kn)b
†
−n with

s2(k) =
1

2

[

1 + ĝ4(k)

W (k)
− 1

]

= c2(k)− 1 , (3)

ω(k) = vF|k|W (k) = vF|k|
√

(1 + ĝ4(k))2 − ĝ22(k) ,

where ĝ2/4 = g2/4/(2πvF), and Egs denoting the ground

 C Karrasch et al PRL (2012)
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FIG. 2: (Color online) Time evolution of the kinetic energy per length dekin/dt. (a) TL model for different (Gaussian and
quartic) two-particle potentials g(k). For any continous g(k), dekin/dt asymptotically falls off as ϵ(K, v)/t3 with a universal
prefactor. ekin and t are given in units of vFk

2
c and (vFkc)

−1, respectively. (b) Spinless lattice fermions. Solid lines show DMRG
data; dashed lines display t−3 power laws where the ratio of prefactors is chosen according to the TL prediction. Inset: DMRG
data before taking the t-derivative.

state energy. The LL parameter and the renormalized
velocity read

K =

√

1 + ĝ4(0)− ĝ2(0)

1 + ĝ4(0) + ĝ2(0)
, v = vFW (0) . (4)

As our initial state we take the noninteracting ground
state

∣

∣E0
gs

〉

which is given by the vacuum |vac(b)⟩ with
respect to the bn. Expectation values of the time-
evolved state |Ψ(t)⟩ = exp(−iHt)

∣

∣E0
gs

〉

can be computed
straightforwardly using the simple time dependence of

the eigenmode operators α(†)
n and their linear dependence

on the b(†)n [22].
After bosonizing the fermionic field operator [1, 2] the

Z-factor Z(t) = limk↗kF
n(k, t)−limk↘kF

n(k, t) is easily
obtained (taking L → ∞) [19, 22, 31]:

Z(t) = exp

{

−

∫ ∞

0
dk

4s2(k)c2(k)

k
(1− cos [2ω(k)t])

}

.

Independent of the form of g2/4(k) (even for potentials
with a discontinous jump to zero at kc) the large-time be-
havior is given by Eq. (1a) with γst = (K2+K−2− 2)/4;
it manifests on the (nonuniversal) scale (vFkc)−1. Fig-
ure 1(a) shows Z(t) obtained by numerically performing
the integral for a simple box shaped potential ĝ2(k) =
ĝ4(k) = gΘ(kc − |k|)/2 of varying amplitude g. The
asymptotic power-law is modulated by oscillations which
decay faster than t−γst .
The kinetic energy per length ekin(t) reads (L → ∞)

ekin(t) =
vF
2π

∫ ∞

0
dkk4s2(k)c2(k) {1− cos [2ω(k)t]} . (5)

The steady-state value is obtained by dropping the os-
cillatory term which averages out for t → ∞. For con-
tinuous coupling functions g2/4(k) of range kc asymp-
totic analysis yields Eq. (1b) as the leading term in the

long-time limit;[33] the coefficient is given by ϵ(K, v) =
γst(K)vF/(4πv2). Figure 2(a) shows the derivative of
ekin for ĝ2(k) = ĝ4(k) = g(k), a Gaussian potential
g(k) = g exp(−[k/kc]2/2)/2 as well as a quartic poten-
tial g(k) = g/(1 + [k/kc]4)/2 and varying interaction
strengths. As either g(0) or the lowest nonvanishing Tay-
lor expansion order of g(k)−g(0) increases, the amplitude
of an oscillatory term which decays faster than the lead-
ing one becomes stronger. The (nonuniversal) scale on
which the asymptotic t−3-behavior dominates thus heav-
ily depends on the strength and type of potential at hand
[compare the inset and the main part of Figure 2(a)].
Microscopic lattice model — As a next step we provide

strong evidence that Eqs. (1) describe the long-time re-
laxation dynamics of any model which in equilibrium falls
into the LL universality class. To this end, we consider
spinless lattice fermions,

H=
∑

j

[

1

2
c†jcj+1 +H.c. +∆njnj+1 +∆2njnj+2

]

, (6)

with nj = c†jcj − 1/2. We study the quench dynamics
using an infinite-system DMRG algorithm [25, 32]. We
determine |E0

gs⟩ by applying an imaginary time evolution
exp(−τH |∆=∆2=0) to a random initial matrix product
state with a fixed matrix dimension χ until the energy
has converged to typically 8 − 10 relative digits. Oper-
ators exp(∼ H) are factorized by a second or fourth or-
der Trotter decomposition. Thereafter, we compute the
real time evolution |Ψ(t)⟩ = exp(−itH)|E0

gs⟩ in presence
of the two-particle terms ∆ and ∆2. χ is dynamically
increased in order to maintain a fixed discarded weight.
We carefully ensure that the latter is chosen small enough
(and that the initial χ is large enough) to obtain numer-
ically exact results.
The time evolution of the momentum distribution

Does this work for Tomonaga-Luttinger liquids?

Model: XXZ + NN int



Non-equilibrium exponent : � > �eq

The system does not thermalize! Why?

Where does the system go?

n(p) ⇥ |p� pF |�
2



The GGE Conjecture
M Rigol, B Dunjko, V Yurovsky, and M Olshanii PRL (2007)

Apply the  Maximum Entropy Principle !
[E.T. Jaynes, PR (1957)]

Why?But only O(N) integrals are needed!

[H, I(k)] = 0Need Integrals of Motion

Ō = lim
t!+1

h (t)|Ô| (t)i = Tr⇢GGE Ô,

⇢GGE =
e
P

k �kI(k)

ZGGE
, hI(k)iGGE = h (t = 0)|I(k)| (t = 0)i

Luttinger Model Integrals of Motion I(k) = b†(k)b(k)



!
Falikov-Kimball Model M Eckstein and M Kollar PRL 2008!
!
1/r Hubbard Model in 1D M Eckstein and M Kollar PRA 2008!
!
Sine-Gordon model A Iucci & MAC PRA 2009, NJP 2010!
!
Sine-Gordon model D Fioretto and G Mussardo, NJP 2010!
!
Quantum Ising Model P Calabrese, Fagotti, FHM Essler, PRL 2011!
!
+ Add your favorite paper here if not listed above …!

Other Evidence for the GGE

“All Science is either Physics or stamp collecting”!
                                                               Lord Kelvin



What principles behind the GGE?

�0 =
e�H0/T

Z0

Initial state

[H, f(k)] = �(k)f(k)System eigenmodes!
[O(L) bosons or fermions]

 Quantum Quench as a sudden change of Hamiltonian

H0 H

(T ) H =
X

k

�(k) f†(k)f(k)

H0 =
X

k,k0

[⇥0(k)�k,k0 + V0(k, k
⇥)] f†(k)f(k⇥)

+
X

k,k0

⇥
��

0(k, k)f(k)f(k
⇥) +�0(k, k

⇥)f†(k⇥)f†(k)
⇤



Uncorrelated Initial states 
(Clustering) Wick’s theorem 

Physically, the other 
modes  act as a bath T (k) = ⇥(k)/�(k)

Eigenmode dependent temperature

�f†(k1)f
†(k2)f(k3)f(k4)⇥ = �f†(k1)f

†(k2)⇥�f(k3)f(k4)⇥
± �f†(k1)f(k3)⇥�f†(k2)f(k4)⇥+ · · ·

Gaussian reduced density matrices

�(k) = Trk� 6=k�0 =
1

Z(k)
e��(k)f†(k)f(k)

�GGE =
O
k

�(k)

[M.C. Chung   and  I. Peschel  PRB (2001)]!
[S.-A. Cheong and C.~L. Henley, PRB (2004)]

For correlated (i.e. Chaotic) initial states thermalization occurs 

K He and M Rigol, PRA (2013)



Correlations of Local Operators

C(2)
O (xi, xj , t) = hO†(xi, t)O(xj , t)i

=
X

k,k0

�⇥
k(xi)�k0(xj)G0(k, k

⇤)e�i[�(k)��(k0)]t/~

O(x) =
X

k

�k(x)f(k)Local Operator
Normalized orbitals

�k ⇠ O(L�1/2)

= Tr �(k) f†(k)f(k) = Tr �GGE f†(k)f(k)

G0(k, k
�) = hf†(k)f(k�)i O(L2)

N0(k) = hf†(k)f(k)i

Dephasing  Only L numbers

�GGE =
O
k

�(k)

lim
t!+1

C0(xi, xj , t) =
X

k

�⇤
k(xi)�k(xj)N0(k)

L ! +1

MAC, A Iucci, MC Chung Phys. Rev. E (2012)



How about Nonlocal Operators?
S(k, t) =

1

L

X

i,j

h��
i

(t)�+
j

(t)i eik(xi�xj)Momentum distribution

�+
i =

Y

j<i

(1� 2f†
j fj)fi,Non-local operator

Using Wick’s theorem
lim

t!+1
���

i (t)�
+
j (t)⇥ =

1

2

���������

a0 a1 · · · a�n+1

a1 a0 · · · a�n+2
...

...
. . .

...
an�1 an�2 · · · a0

���������

Toeplitz determinant

ai�j+1 = �ij � 2
X

k

⇥⇤
k(xi)⇥k(xj)N0(k)

Depends only on diagonal  correlations N0(k) = hf†(k)f(k)i

Tricky points with Wick’s th.
MAC, A Iucci, MC Chung PRE (2012) 

S Ziraldo and GE Santoro PRB 2013



Pre-thermalization!
of Fermion fluids

J Berges et al Phys Rev Lett 2004

Prethermalization […] describes the very rapid establishment of [..] a 
kinetic temperature based on average kinetic energy […] the occupation 
numbers of individual momentum modes still show strong deviations 
from the late-time Bose-Einstein or Fermi-Dirac distribution.!
!



Prethermalization in the Hubbard Model
H =

�

k,�

�(k)c†kck +
U

V
⇥(t)

�

kpq

c†k+q⇥c
†
p�q⇤cp⇤ck⇥

M Moeckel & S Kehrein PRL (2006)

Z

damped to a nonthermal quasistationary value on the time
scale 1=V, while full thermalization can only happen on
much longer time scales.

We now show that this prethermalization regime is a
general feature of fermionic Hubbard-type models at
strong coupling and calculate the double occupation in
the quasistationary state. We use the standard unitary
transformation !A ¼ e"SAeS [30] for which the double
occupation !D ¼ P

i !ni" !ni# of the dressed fermions !ci! is
conserved, ½H; !D$ ¼ 0. After decomposing the hopping
term [31], K ¼ P

ij!ðVij!=VÞcþi!cj!, into parts Kp that

change the double occupation by p, i.e., Kþ ¼P
ij!ðVij!=VÞcþi!cj!ð1" nj !!Þni !! ¼ ðK"Þþ and K0 ¼ K "

Kþ " K", the leading order transformation is S ¼
ðV=UÞ !Kþ þ ðV=UÞ2½ !Kþ; !K0$ " H:c:þOðV3=U3Þ. For
the double occupation, dðtÞ ¼ heiHtDe"iHti0=L, we obtain

dðtÞ ¼ dstat "
2V

U
Re½eitURðtVÞ$ þO

!
V2

U2 ;
tV3

U2

"
; (4)

where RðtVÞ ¼ heitVK0Kþe
"itVK0i0=L and dstat ¼

dð0Þ þ ð2V=UÞRehKþ=Li0. The error OðtV3=U2Þ, which
is due to omitted terms in the exponentials e(iHt, is ir-
relevant in comparison to the leading terms if t ) U=V2.
Here we do not consider the dynamics for t * U=V2. In
fact, dðtÞ remains close to h !Di, which is constant on ex-

ponentially long time scales [18]. It remains to show that
(i) the envelope function RðtVÞ of the oscillating term
decays to zero for t * 1=V, and (ii) the quasistationary
value dstat differs from the thermal value dth. (i) Insert-
ing an eigenbasis K0jmi ¼ kmjmi yields RðtVÞ ¼P

m;nhjnihmji0eitVðkm"knÞhnjKþjmi. In this expression all
oscillating terms dephase in the long-time average
[13,15], so that only energy-diagonal terms contribute to
the sum. But from ½K0; D$ ¼ 0 it follows that D is a good
quantum number of jni so that hnjKþjni ¼ 0, and thus
RðtVÞ vanishes in the long time limit (if it exists and if
accidental degeneracies between sectors of different D are
irrelevant). From Eq. (4) we therefore conclude that dðtÞ
equals dstat for times 1=V ) t ) U=V2, up to corrections
of order OðV2=U2Þ. (ii) For the quasistationary value we
obtain dstat ¼ dð0Þ ""d,

"d ¼ "
X

ij!

Vij!

UL
hcþi!cj!ðni !! " nj !!Þ2i0; (5)

which applies to arbitrary initial states. For noninteracting
initial states the expectation value in this expression fac-
torizes; in DMFT Eq. (5) then evaluates to "d ¼ nð1"
n=2ÞðV=UÞhK=Li0; i.e., it is proportional to the kinetic
energy in the initial state. For the thermal value dth we
expand the free energy in V=T+, because the effective
temperature T+ is much larger than V after a quench to
U * V. At half-filling we obtain dth ¼ dð0Þ þ ðV=UÞ,
hK=Li0; for noninteracting initial states in DMFT we thus
find that "d ¼ dð0Þ " dstat ¼ ½dð0Þ " dth$=2, i.e., at times
1=V ) t ) U=V2 the double occupation has relaxed only
halfway towards dth.
The strong-coupling predictions for the prethermaliza-

tion regime agree with our numerical results, for which the
center of the first oscillation in dðtÞ approaches dstat for
large U [inset in Fig. 2(b)]. The scenario also applies to
interaction quenches in the half-filled Falicov-Kimball
model in DMFT [12] and the 1=r Hubbard chain [15],
although thermalization is inhibited in these models: in
both models the long-time limit of dðt ! 1Þ can be ob-
tained exactly and indeed agrees with dstat for U * V. For
quenches to large U in the free 1=r chain (with bandwidth
2"V) Eq. (5) yields "d ¼ ðV=UÞð1" 2n=3Þ". For the
Falicov-Kimball model in DMFT "d is half as big as for
the Hubbard model because only one spin species contrib-
utes to the kinetic energy in the initial state.
Fast thermalization, U - Udyn

c ¼ 3:2V.—The charac-
teristic collapse-and-revival oscillations of the strong-
coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
change in the short-time dynamics reflects a change in the
nature of single-particle excitations [Eq. (3)]. It occurs also
in equilibrium even at very high temperatures, because
jGret

#!ðt" t0Þj2 becomes oscillatory as a result of the transfer
of spectral weight to the Hubbard subbands at (U.
Additionally the prethermalization plateau at "nstat disap-
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FIG. 2 (color online). Fermi surface discontinuity "n and
double occupation dðtÞ after quenches to U . 3 (left panels)
and U / 3:3 (right panels). Horizontal dashed lines in the lower
left panel are at the quasistationary value "nstat ¼ 2Z" 1 pre-
dicted in Ref. [14], with the T ¼ 0 quasiparticle weight Z taken
from equilibrium DMFT data [33]. Horizontal arrows indicate
corresponding thermal values dth of the double occupation,
obtained from equilibrium DMFT. Inset: thermal value dth and
dmed, the average of the first maximum and the second minimum
of dðtÞ, which provides an estimate of the stationary value dstat;
black dashed lines are the respective results from the strong-
coupling expansion (see text).
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Prethermalization in the Hubbard Model!
(in infinite dimensions)

damped to a nonthermal quasistationary value on the time
scale 1=V, while full thermalization can only happen on
much longer time scales.

We now show that this prethermalization regime is a
general feature of fermionic Hubbard-type models at
strong coupling and calculate the double occupation in
the quasistationary state. We use the standard unitary
transformation !A ¼ e"SAeS [30] for which the double
occupation !D ¼ P

i !ni" !ni# of the dressed fermions !ci! is
conserved, ½H; !D$ ¼ 0. After decomposing the hopping
term [31], K ¼ P

ij!ðVij!=VÞcþi!cj!, into parts Kp that

change the double occupation by p, i.e., Kþ ¼P
ij!ðVij!=VÞcþi!cj!ð1" nj !!Þni !! ¼ ðK"Þþ and K0 ¼ K "

Kþ " K", the leading order transformation is S ¼
ðV=UÞ !Kþ þ ðV=UÞ2½ !Kþ; !K0$ " H:c:þOðV3=U3Þ. For
the double occupation, dðtÞ ¼ heiHtDe"iHti0=L, we obtain

dðtÞ ¼ dstat "
2V

U
Re½eitURðtVÞ$ þO

!
V2

U2 ;
tV3

U2

"
; (4)

where RðtVÞ ¼ heitVK0Kþe
"itVK0i0=L and dstat ¼

dð0Þ þ ð2V=UÞRehKþ=Li0. The error OðtV3=U2Þ, which
is due to omitted terms in the exponentials e(iHt, is ir-
relevant in comparison to the leading terms if t ) U=V2.
Here we do not consider the dynamics for t * U=V2. In
fact, dðtÞ remains close to h !Di, which is constant on ex-

ponentially long time scales [18]. It remains to show that
(i) the envelope function RðtVÞ of the oscillating term
decays to zero for t * 1=V, and (ii) the quasistationary
value dstat differs from the thermal value dth. (i) Insert-
ing an eigenbasis K0jmi ¼ kmjmi yields RðtVÞ ¼P

m;nhjnihmji0eitVðkm"knÞhnjKþjmi. In this expression all
oscillating terms dephase in the long-time average
[13,15], so that only energy-diagonal terms contribute to
the sum. But from ½K0; D$ ¼ 0 it follows that D is a good
quantum number of jni so that hnjKþjni ¼ 0, and thus
RðtVÞ vanishes in the long time limit (if it exists and if
accidental degeneracies between sectors of different D are
irrelevant). From Eq. (4) we therefore conclude that dðtÞ
equals dstat for times 1=V ) t ) U=V2, up to corrections
of order OðV2=U2Þ. (ii) For the quasistationary value we
obtain dstat ¼ dð0Þ ""d,

"d ¼ "
X

ij!

Vij!

UL
hcþi!cj!ðni !! " nj !!Þ2i0; (5)

which applies to arbitrary initial states. For noninteracting
initial states the expectation value in this expression fac-
torizes; in DMFT Eq. (5) then evaluates to "d ¼ nð1"
n=2ÞðV=UÞhK=Li0; i.e., it is proportional to the kinetic
energy in the initial state. For the thermal value dth we
expand the free energy in V=T+, because the effective
temperature T+ is much larger than V after a quench to
U * V. At half-filling we obtain dth ¼ dð0Þ þ ðV=UÞ,
hK=Li0; for noninteracting initial states in DMFT we thus
find that "d ¼ dð0Þ " dstat ¼ ½dð0Þ " dth$=2, i.e., at times
1=V ) t ) U=V2 the double occupation has relaxed only
halfway towards dth.
The strong-coupling predictions for the prethermaliza-

tion regime agree with our numerical results, for which the
center of the first oscillation in dðtÞ approaches dstat for
large U [inset in Fig. 2(b)]. The scenario also applies to
interaction quenches in the half-filled Falicov-Kimball
model in DMFT [12] and the 1=r Hubbard chain [15],
although thermalization is inhibited in these models: in
both models the long-time limit of dðt ! 1Þ can be ob-
tained exactly and indeed agrees with dstat for U * V. For
quenches to large U in the free 1=r chain (with bandwidth
2"V) Eq. (5) yields "d ¼ ðV=UÞð1" 2n=3Þ". For the
Falicov-Kimball model in DMFT "d is half as big as for
the Hubbard model because only one spin species contrib-
utes to the kinetic energy in the initial state.
Fast thermalization, U - Udyn

c ¼ 3:2V.—The charac-
teristic collapse-and-revival oscillations of the strong-
coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
change in the short-time dynamics reflects a change in the
nature of single-particle excitations [Eq. (3)]. It occurs also
in equilibrium even at very high temperatures, because
jGret

#!ðt" t0Þj2 becomes oscillatory as a result of the transfer
of spectral weight to the Hubbard subbands at (U.
Additionally the prethermalization plateau at "nstat disap-
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FIG. 2 (color online). Fermi surface discontinuity "n and
double occupation dðtÞ after quenches to U . 3 (left panels)
and U / 3:3 (right panels). Horizontal dashed lines in the lower
left panel are at the quasistationary value "nstat ¼ 2Z" 1 pre-
dicted in Ref. [14], with the T ¼ 0 quasiparticle weight Z taken
from equilibrium DMFT data [33]. Horizontal arrows indicate
corresponding thermal values dth of the double occupation,
obtained from equilibrium DMFT. Inset: thermal value dth and
dmed, the average of the first maximum and the second minimum
of dðtÞ, which provides an estimate of the stationary value dstat;
black dashed lines are the respective results from the strong-
coupling expansion (see text).
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damped to a nonthermal quasistationary value on the time
scale 1=V, while full thermalization can only happen on
much longer time scales.

We now show that this prethermalization regime is a
general feature of fermionic Hubbard-type models at
strong coupling and calculate the double occupation in
the quasistationary state. We use the standard unitary
transformation !A ¼ e"SAeS [30] for which the double
occupation !D ¼ P

i !ni" !ni# of the dressed fermions !ci! is
conserved, ½H; !D$ ¼ 0. After decomposing the hopping
term [31], K ¼ P

ij!ðVij!=VÞcþi!cj!, into parts Kp that

change the double occupation by p, i.e., Kþ ¼P
ij!ðVij!=VÞcþi!cj!ð1" nj !!Þni !! ¼ ðK"Þþ and K0 ¼ K "

Kþ " K", the leading order transformation is S ¼
ðV=UÞ !Kþ þ ðV=UÞ2½ !Kþ; !K0$ " H:c:þOðV3=U3Þ. For
the double occupation, dðtÞ ¼ heiHtDe"iHti0=L, we obtain

dðtÞ ¼ dstat "
2V

U
Re½eitURðtVÞ$ þO

!
V2

U2 ;
tV3

U2

"
; (4)

where RðtVÞ ¼ heitVK0Kþe
"itVK0i0=L and dstat ¼

dð0Þ þ ð2V=UÞRehKþ=Li0. The error OðtV3=U2Þ, which
is due to omitted terms in the exponentials e(iHt, is ir-
relevant in comparison to the leading terms if t ) U=V2.
Here we do not consider the dynamics for t * U=V2. In
fact, dðtÞ remains close to h !Di, which is constant on ex-

ponentially long time scales [18]. It remains to show that
(i) the envelope function RðtVÞ of the oscillating term
decays to zero for t * 1=V, and (ii) the quasistationary
value dstat differs from the thermal value dth. (i) Insert-
ing an eigenbasis K0jmi ¼ kmjmi yields RðtVÞ ¼P

m;nhjnihmji0eitVðkm"knÞhnjKþjmi. In this expression all
oscillating terms dephase in the long-time average
[13,15], so that only energy-diagonal terms contribute to
the sum. But from ½K0; D$ ¼ 0 it follows that D is a good
quantum number of jni so that hnjKþjni ¼ 0, and thus
RðtVÞ vanishes in the long time limit (if it exists and if
accidental degeneracies between sectors of different D are
irrelevant). From Eq. (4) we therefore conclude that dðtÞ
equals dstat for times 1=V ) t ) U=V2, up to corrections
of order OðV2=U2Þ. (ii) For the quasistationary value we
obtain dstat ¼ dð0Þ ""d,

"d ¼ "
X

ij!

Vij!

UL
hcþi!cj!ðni !! " nj !!Þ2i0; (5)

which applies to arbitrary initial states. For noninteracting
initial states the expectation value in this expression fac-
torizes; in DMFT Eq. (5) then evaluates to "d ¼ nð1"
n=2ÞðV=UÞhK=Li0; i.e., it is proportional to the kinetic
energy in the initial state. For the thermal value dth we
expand the free energy in V=T+, because the effective
temperature T+ is much larger than V after a quench to
U * V. At half-filling we obtain dth ¼ dð0Þ þ ðV=UÞ,
hK=Li0; for noninteracting initial states in DMFT we thus
find that "d ¼ dð0Þ " dstat ¼ ½dð0Þ " dth$=2, i.e., at times
1=V ) t ) U=V2 the double occupation has relaxed only
halfway towards dth.
The strong-coupling predictions for the prethermaliza-

tion regime agree with our numerical results, for which the
center of the first oscillation in dðtÞ approaches dstat for
large U [inset in Fig. 2(b)]. The scenario also applies to
interaction quenches in the half-filled Falicov-Kimball
model in DMFT [12] and the 1=r Hubbard chain [15],
although thermalization is inhibited in these models: in
both models the long-time limit of dðt ! 1Þ can be ob-
tained exactly and indeed agrees with dstat for U * V. For
quenches to large U in the free 1=r chain (with bandwidth
2"V) Eq. (5) yields "d ¼ ðV=UÞð1" 2n=3Þ". For the
Falicov-Kimball model in DMFT "d is half as big as for
the Hubbard model because only one spin species contrib-
utes to the kinetic energy in the initial state.
Fast thermalization, U - Udyn

c ¼ 3:2V.—The charac-
teristic collapse-and-revival oscillations of the strong-
coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
change in the short-time dynamics reflects a change in the
nature of single-particle excitations [Eq. (3)]. It occurs also
in equilibrium even at very high temperatures, because
jGret

#!ðt" t0Þj2 becomes oscillatory as a result of the transfer
of spectral weight to the Hubbard subbands at (U.
Additionally the prethermalization plateau at "nstat disap-
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FIG. 2 (color online). Fermi surface discontinuity "n and
double occupation dðtÞ after quenches to U . 3 (left panels)
and U / 3:3 (right panels). Horizontal dashed lines in the lower
left panel are at the quasistationary value "nstat ¼ 2Z" 1 pre-
dicted in Ref. [14], with the T ¼ 0 quasiparticle weight Z taken
from equilibrium DMFT data [33]. Horizontal arrows indicate
corresponding thermal values dth of the double occupation,
obtained from equilibrium DMFT. Inset: thermal value dth and
dmed, the average of the first maximum and the second minimum
of dðtÞ, which provides an estimate of the stationary value dstat;
black dashed lines are the respective results from the strong-
coupling expansion (see text).
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Discontinuity at kF

d(t) = Uni"(t)ni#(t)

E = hK(t)i+ UNd(t) = const.

Kinetic energy rapidly equilibrates



Two stage evolution to the Steady State

π0 kF

vFEF

– kF
(R)(L)

holes

electrons

 

Λ

Figure 1: Typical tight-binding dispersion in 1D, illustrating left and right Fermi points and the
linear dispersion in the vicinity of those points.

space, this procedure amounts to introducing slow fields ψ and ψ̄ such that the annihilation operator
at site n is2 cx√

a
= ψ(x) eikF x + ψ̄(x) e−ikF x (14)

The factor
√

a is there to give the fields the proper delta-function anticommutator, and reflects
their (engineering) dimension:

{ψ(x),ψ†(x′)} = δ(x − x′)
{ψ̄(x), ψ̄†(x′)} = δ(x − x′)
{ψ(x), ψ̄†(x′)} = 0 (15)

Left-right separation

The mode expansions of the continuum fields are

ψ(x) =

∫

k>0

dk

2π

[

eikxα(k) + e−ikxβ†(k)
]

ψ̄(x) =

∫

k<0

dk

2π

[

eikxα(k) + e−ikxβ†(k)
]

(16)

The time dependence of α(k) and β(k) is obtained through multiplying by the phase e−iv|k|t. In
terms of the complex coordinates (3), the mode expansions for the time-dependent fields are then

ψ(z) =

∫

k>0

dk

2π

[

e−kzα(k) + ekzβ†(k)
]

ψ̄(z̄) =

∫

k<0

dk

2π

[

ekz̄α(k) + e−kz̄β†(k)
]

(17)

Thus the right-moving field ψ depends solely on the right-moving coordinate z, whereas the left-
moving field ψ̄ depends solely on z̄.

The mode expansion (16) is misleading in one respect: it makes believe that the positive-
wavevector modes are contiguous to the negative-wavevector modes in k-space, which is not the case

2We will generally use a bar ( ¯ ) to denote left-moving operators, and the same symbol without the bar for right-
moving operators. A more common notation in condensed matter physics is the use of subscripts L and R. The
(lighter) notation used here stresses the analogy with complex coordinates.
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1D conductor Quench of the electric field
dj(t)

dt
+

j(t)

⌧
=

e2⇢0
m

E0✓(t)

j(t � 0) =
e2⇢0⌧

m
E(1� e�t/⌧ )

p

E

Fig. 13: Effect of the electric field.

the negative energy states of the v+ branch acquiring positive energy while the same number of
the empty positive energy states of the other branch v− will become empty negative energy states.
Physically this means that the external electric field E creates a number of particle-antiparticle pairs
out of the vacuum. Denoting by N ∼ eE the number of such pairs created by the electric field per
unit time, the final values of the charges QV and QA are

QA(τ0) = (N − 0) + (0−N) = 0,

QV (τ0) = (N − 0)− (0−N) = 2N. (7.24)

Therefore we conclude that the coupling to the electric field produces a violation in the conservation
of the axial charge per unit time given by ∆QA ∼ eE . This implies that

∂µJ
µ
A ∼ e!E , (7.25)

where we have restored ! to make clear that the violation in the conservation of the axial current is
a quantum effect. At the same time∆QV = 0 guarantees that the vector current remains conserved
also quantum mechanically, ∂µJµ

V = 0.
We have just studied a two-dimensional example of the Adler-Bell-Jackiw axial anomaly [29].

The heuristic analysis presented here can be made more precise by computing the quantity

Cµν = ⟨0|T [Jµ
A(x)J

ν
V (0)] |0⟩ =

Jµ
A

γ
(7.26)

71

Chiral Anomaly
[⇢R(q), ⇢R(�q0)] =

qL

2⇡
�q,q0

Short times (inertial)

j(t . ⌧) =
e2⇢0
m

Et

Long times  (collision dominated)

j(t & ⌧) =
e2⇢0
m

E⌧ = const.

j(t)

t



Pre-thermalization!
in a 2D Fermi gas!
with long range!

interactions



Quench in a 2D interacting Fermi Gas

H0 =
X

k

✏(k)c†kckHamiltonian for t ≤ 0  

Hint = 0

Hamiltonian for t > 0  

H = H0 +Hint =
X

k

✏(k)c†kck +
1

V

X

kpq

f(q)c†k+qc
†
p�qcpck

Hint 6= 0

Long-range (non-singular) interaction q�1
c � k�1

F

f(q) = f0F (q) F (q � qc) ⇠ e�q/qc F (q = 0) = const.

N Nessi, A Iucci & MAC,  arXiv:1401.1986 



Pre-thermalization, perturbative? YES!

PT tell us there is a pre-thermalization plateau, but WHY? 

Z(t)

t
0 2 4 6 8

0.2

0.4

0.6

0.8

1.0

1.2

M Moeckel & S Kehrein PRL (2006)!
M Eckstein, M Kollar &P Werner PRL (2009)!
M Stark & M Kollar, arxiv:1308161

Z(t) ⇡ 1� at2

�kF (E) = + = O(f2
0 )

(Off-shell)  scattering rate

Z(t) = 1� 4

Z
dE

2⇡

�kF (E)

E2
sin2

✓
Et

2

◆
Perturbation theory [n(k), ⇢0] = 0 ) O(f2

0 )

Fermi Liquid theory  (Luttinger, PR 1963)

�k(E) ⇠ E2

Z(t) ⇡ Zneq + bt�1

1� Zneq = 2(1� Zeq)

Perturbation theory  valid for 
t ⌧ ⌧

coll

⇠ [f3
0 (N(0))�2]�1



Making an Interacting Gas Exactly Solvable

(= Neglect inelastic processes at short times)

Forward Exchange BCS

S S

T
T

S

-S

T -T

Figure 5: The three marginally relevant scattering channels in D = 2 which are confined to
the narrow shell of width λ about the Fermi surface and which conserve momentum.

S T

T

T T -TS

S
S -S

(a) (b) (c)

TS

Figure 6: Feynman diagrams corresponding to the three marginally relevant scattering
channels. The interactions between fermions (solid lines) are mediated by gauge fields (dotted
line). (a) Forward scattering with amplitude fc(S,T)− 1

4 fs(S,T). (b) Exchange scattering
with amplitude 1

2 fs(S,T). (c) BCS Cooper pair scattering with amplitude VBCS(S− T).

13

Fermi-liquid-like truncation of the bare Hamiltonian 

2

A careful consideration of Eq. (4) reveals that there exist only two types of non-zero terms in the sum, S = S

0 and
T = T

0 (forward scattering) or S = T

0 and T = S

0 (exchange scattering). Introducing the coarse-grained densities

J
S

(q) =
X

k

⇥(S;k + q)⇥(S;k)J
k

(q), (5)

the forward scattering terms can be immediately written as

Hint =
X

S,T ,q

f(q)J
S

(q)J
T

(�q), (6)

where only vectors q that are small enough to fit into one patch are allowed. In general, the exchange terms cannot
be written in terms of the coarse-grained densities. However they can be absorbed into the forward scattering part if
we consider that the size ⇤ of the patch is much larger than the interaction cuto↵ qc. In such case, if the interaction is
not too strong, the exchange terms that transfer momentum from one patch to another will be accompanied by a tiny
matrix element f(q) and we can neglect them as well. The only exchange terms left are those with S = T = S

0 = T

0

which are indistinguishable of the diagonal terms of the forward scattering terms.
The main step of the bosonization procedure is to note that the in-patch densities obey the anomalous commutation

relations

[J
S

(q), J
T

(p)] = �
S,T �q+p

⌦ n̂

S

· q + Error. (7)

In general, the error term is small if ⇤ � � which determines a squat aspect ratio for the FS patches. If we neglect
the error term, it is possible to write the currents in terms of canonical bosonic operators {a

S

(q), a†
S

(q)}:

J
S

(q) =
p

⌦|n̂
S

· q|[a†
S

(q)✓(n̂
S

· q) + a
S

(�q)✓(�n̂

S

· q)], (8)

where ✓(x) is the Heaviside function. Then, the low-energy part of the interacting Hamiltonian Eq. (6) is already
bosonized. To bosonize the low-energy part of the kinetic Hamiltonian we have to made further approximations.
Starting from the kinetic energy

H0 =
X

S,q

✏(k
S

+ q)c†
k

S

+q

c
k

S

+q

+ H̃0, (9)

we again neglect H̃0. Moreover, we assume that the patch size ⇤ is small enough compared to the scale in which
the FS changes its shape. For the circular FS is enough to ask ⇤ ⌧ kF . In this approximation we can neglect the
variations of the vector normal to the FS inside each patch, making possible to linearize the dispersion relation inside
each patch [3]. Additionally, if we focus only on the low energy degrees of freedom, in virtue of the commutation
relations (7), we can write the low-energy kinetic part of the hamiltonian as [2]

vF
2⌦

X

S,q

J
S

(q)J
S

(�q), (10)

where vF = |r
k

✏(k)||k|=kF
is the Fermi velocity. The bosonized Hamiltonian can be finally written as

H =
1

2

X

S,T ,q

J
S

(q)

✓
vF
⌦

�
S,T +

f(q)

V

◆
J
T

(�q). (11)

One important thing to notice is that the interaction potential f(q) that appears in the bosonized interaction Hamilto-
nian above is the bare interaction between the fermions. In contrast, in the equilibrium case this interaction parameter
is the renormalized interaction between the quasiparticles that remain after the high-energy degrees of freedom had
been integrated out.

The collection of conditions over the cuto↵s is consistent and reads:

kF � ⇤ � � > qc. (12)

2

A careful consideration of Eq. (4) reveals that there exist only two types of non-zero terms in the sum, S = S

0 and
T = T

0 (forward scattering) or S = T

0 and T = S

0 (exchange scattering). Introducing the coarse-grained densities

J
S

(q) =
X

k

⇥(S;k + q)⇥(S;k)J
k

(q), (5)

the forward scattering terms can be immediately written as

Hint =
X

S,T ,q

f(q)J
S

(q)J
T

(�q), (6)

where only vectors q that are small enough to fit into one patch are allowed. In general, the exchange terms cannot
be written in terms of the coarse-grained densities. However they can be absorbed into the forward scattering part if
we consider that the size ⇤ of the patch is much larger than the interaction cuto↵ qc. In such case, if the interaction is
not too strong, the exchange terms that transfer momentum from one patch to another will be accompanied by a tiny
matrix element f(q) and we can neglect them as well. The only exchange terms left are those with S = T = S

0 = T

0

which are indistinguishable of the diagonal terms of the forward scattering terms.
The main step of the bosonization procedure is to note that the in-patch densities obey the anomalous commutation

relations

[J
S

(q), J
T

(p)] = �
S,T �q+p

⌦ n̂

S

· q + Error. (7)

In general, the error term is small if ⇤ � � which determines a squat aspect ratio for the FS patches. If we neglect
the error term, it is possible to write the currents in terms of canonical bosonic operators {a

S

(q), a†
S

(q)}:

J
S

(q) =
p

⌦|n̂
S

· q|[a†
S

(q)✓(n̂
S

· q) + a
S

(�q)✓(�n̂

S

· q)], (8)

where ✓(x) is the Heaviside function. Then, the low-energy part of the interacting Hamiltonian Eq. (6) is already
bosonized. To bosonize the low-energy part of the kinetic Hamiltonian we have to made further approximations.
Starting from the kinetic energy

H0 =
X

S,q

✏(k
S

+ q)c†
k

S

+q

c
k

S

+q

+ H̃0, (9)

we again neglect H̃0. Moreover, we assume that the patch size ⇤ is small enough compared to the scale in which
the FS changes its shape. For the circular FS is enough to ask ⇤ ⌧ kF . In this approximation we can neglect the
variations of the vector normal to the FS inside each patch, making possible to linearize the dispersion relation inside
each patch [3]. Additionally, if we focus only on the low energy degrees of freedom, in virtue of the commutation
relations (7), we can write the low-energy kinetic part of the hamiltonian as [2]

vF
2⌦

X

S,q

J
S

(q)J
S

(�q), (10)

where vF = |r
k

✏(k)||k|=kF
is the Fermi velocity. The bosonized Hamiltonian can be finally written as

H =
1

2

X

S,T ,q

J
S

(q)

✓
vF
⌦

�
S,T +

f(q)

V

◆
J
T

(�q). (11)

One important thing to notice is that the interaction potential f(q) that appears in the bosonized interaction Hamilto-
nian above is the bare interaction between the fermions. In contrast, in the equilibrium case this interaction parameter
is the renormalized interaction between the quasiparticles that remain after the high-energy degrees of freedom had
been integrated out.

The collection of conditions over the cuto↵s is consistent and reads:

kF � ⇤ � � > qc. (12)
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Momentum distribution

Interaction quench in a 2D Fermi Gas
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How do we describe the !
pre-thermalized state?

Generalized Gibbs Ensemble

4

Next, we relate the stationary state and the ground
state correlations. Thus, considering the correlation
function Geq(x) = h | †(x) (0)| i (| i is the ground
state of H), we define Zeq(x) = Geq(x)/G0(x). Fur-
thermore, due to dephasing, the oscillatory part of
G̃ret,eq

ST (q, t) drops out for t ! 1 [22]. We then find
that

lim
t!1

ln [Zneq(x, t)] = 2 ln [Zeq(x)] +O(f3

0

), (3)

where Zneq(x, t) = Gneq(x, t)/G0(x). Note that, owing to
rotation invariance, both Zeq and Zneq depend only on
x = |x|. Taking x ! 1, Eq. (3) leads to a relation be-
tween the discontinuity at kF in the momentum distribu-
tion of the stationary and ground states: Zneq ' (Zeq)2.

At this point, we make contact with previous work.
Exponentiating Eq. (3) and further developing in pow-
ers of the interaction strength, it is possible to ob-
tain a simple relation between the stationary state
(nst(k)) and ground state (neq(k)) momentum distri-
butions, 2 [neq(k)� neq

0

(k)] = nst(k) � neq

0

(k) + O(f3

0

),
where neq

0

(k) = ✓(kF � k). A similar result was ob-
tained in Ref. 9 for the Hubbard model under very dif-
ferent assumptions (a short range interaction between
spinful fermions). In particular, this relation implies
that, to the lowest order in the interaction strength,
all the energy injected into the system by the quench,
E

ex

= E
neq

� E
eq

, where E
neq

= h 
0

|H| 
0

i = 0 and
E

eq

= h |H| i, is transformed into kinetic energy in the
stationary (prethermalized) state [9]. As to the role of
higher order corrections to this picture, we find by di-
rect diagonalization of the bosonic Hamiltonian that the
quench also excites the collective mode of the fermionic
system and that the excitation energy is almost com-
pletely transferred for long times after the quench into
kinetic energy, i.e., K1 = K

GS

+ E
ex

� �U , where K1
(K

GS

= h |H
0

| i) is the kinetic energy in the steady
(ground) state and �U is a correction arising from the
collective mode that is of order f4

0

for weak interactions,
and therefore not seen in perturbative calculations at the
lowest orders.

Next, we discuss the statistical description of the sta-
tionary prethermalized state. To this end, we recall that
the truncated Hamiltonian is a (bosonic) bilinear and,
consequently, that dephasing implies that all correlations
in the steady state are described by a GGE [14]. If we
denote with {↵l(q),↵

†
l (q)} the bosonic basis that diago-

nalizes the Hamiltonian (1), the GGE density matrix can
be written as

⇢
GGE

=
1

Z
GGE

exp

2

4
X

l,q

�l(q)Il(q)

3

5 , (4)

where Il(q) = ↵†
l (q)↵l(q) are the conserved quantities,

Z
GGE

= Tr[⇢
GGE

] and the Lagrange multipliers �l(q)
are obtained from the initial conditions, hIl(q)it=0

=

h 
0

|Il(q)| 0

i = Tr [⇢
gG

Il(q)]. We also have explicitly
checked that the density matrix (4) reproduces all the
studied quantities in the prethermalized state. It is also
worth noting that the conserved quantities can be easily
refermionized, at least formally. Using the matrix trans-
formation that diagonalizes the Hamiltonian they can be
expressed as linear combination of products of two patch
densities.
We finally take up the dynamics at finite t. An

isotropic horizon e↵ect in the correlations [24] arises at
the lowest order in the expansion of ln[Zneq

S (x, t)] in
powers of the interaction strength. In fact, it can be
shown [22] that in the spatio-temporal region defined
by |x| � 2vF t we can approximately neglect the spa-
tial dependence of Zneq

S (x, t) and, with it, the patch in-
dex. Outside the light cone, |x| � 2vF t, the interac-
tion correction is therefore approximately the same for
all patches: Zneq

S (x, t) ⇡ Zneq(t) and the full correlation
function thus reads Gneq(x, t) ⇡ G0(x)Zneq(t), i.e., the
correlations retain the same spatial dependence as in the
initial state up to a time-dependent prefactor. This fac-
tor defines the time-dependent quasiparticle residue that
is analyzed below. In the opposite limit, |x| ⌧ 2vF t, we
can neglect the temporal dependence and the steady state
correlations dominate: Zneq(x, t) ⇡ limt!1 Zneq(x, t).
We next turn to the dynamics of the discuntinuity of

the momentum distribution at k = kF . For short times
vF t ⌧ q�1

c we find a Gaussian decay of Zneq(t) from its
initial value of one:

Zneq(t) = exp


�t2

4N(0)

(2⇡)3
C

Z 1

0

dq (f(q)q)2 +O(f3

0

)

�
,

(5)
where N(0) = kF

2⇡ is the density of states at the FS and
C is an O(1) constant that stems from the angular inte-
gration over the FS. The Gaussian decay at short times
is independent of the form of the interaction and it also
occurs in 1D [13]. For vF t � q�1

c , the form of the inter-
action is required, and upon choosing f(q) = f

0

qne�q/qc ,
we find:

Zneq(t) ⇡ Zst exp[f2

0

an(qct)
�(2n+1)], (6)

where Zst ' (Zeq)2 is the stationary-state quasiparti-
cle residue and an a positive constant. In Figure 2 we
illustrate the dynamics of the quasiparticle residue for
di↵erent interaction strengths and n = 0.
To conclude, we have studied the quench dynamics

of a Fermi gas with long-range interactions using FS
bosonization. We were able to obtain the full space-
time dependence of the non-equilibrium density-matrix
as well as the evolution of (the zero-temperature) dis-
continuity of the momentum distribution at k = kF af-
ter the quench. We have shown that prethermalization
can be understood as the result of dephasing between
the bosonic FS excitations. Furthermore, the statistical
description of the prethermalized state in terms of the
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2D Dipolar Fermi Gas (167Er?)!
M. Ueda: Beware of inhomogeneity (Einstein-de Haas effect)

B⇢(t) = B0
⇢(t) cos!t
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Interaction quench in a 2D Dipolar Gas
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  Conclusions!
• Fermions in 1D exhibit very slow relaxation dynamics following a 

quantum quench. At T = 0, the discontinuity at the Fermi energy 
vanishes as a power law.!

• Generally speaking, systems that can be described in terms of 
quadratic Hamiltonians of  Bosonic or Fermionic elementary 
excitations thermalize to a Generalized Gibbs Ensemble (GGE).!

• Dephasing is the key mechanism and erases information about off 
diagonal normal mode correlations and leads to an asymptotic 
state described by the GGE. !

• Even systems that eventually do thermalize can exhibit an 
intermediate regime known as pre-thermalization. The system 
dynamics may be describable for short times by a quadratic 
Hamiltonian, and therefore the pre-thermal state will be described 
by the GGE!

• A dipolar Fermi liquid subject to a weak to moderate interaction 
quench  should exhibit a pre-thermalized regime characterized by 
the kinetic energy rapidly reaching a constant value whilst the 
momentum distribution has not. 


