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\end{gathered}
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fundamental physics: waves near the singularities of ray optics (caustics)
the Airy function
the Airy function

$$
\mathrm{Ai}(\mathrm{z})=\frac{1}{2 \pi} \int^{0} \mathrm{~d} \operatorname{dexp}\left\{\left[\frac{1}{3} t^{3}+z t\right)\right\}
$$


the Airy function

$$
\mathrm{Ai}(z)=\frac{1}{2 \pi} \int^{0} d \operatorname{dexp}\left\{\left(\frac{1}{3} t^{3}+z t\right)\right\}
$$


the Airy function

$$
\operatorname{Ai}(z)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} t \exp \left\{\mathrm{i}\left(\frac{1}{3} t^{3}+z t\right)\right\}
$$
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\begin{aligned}
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\end{aligned}
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George Stokes (1847)
for $z \gg 1$, pre-invented WKB
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George Stokes (1847)
for $z \gg 1$, pre-invented WKB for $z \ll-1$, pre-invented stationary phase
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\begin{aligned}
& \operatorname{Ai}(z)=\frac{\exp \left(+\frac{1}{2} F\right)}{2 \sqrt{\pi} z^{1 / 4}} \sum_{n=0}^{\infty} \frac{a_{n}}{F^{n}}, \quad F=-\frac{4}{3} z^{3 / 2} \\
& a_{0}=1, \quad a_{n}=\frac{\left(n-\frac{1}{6}\right)!\left(n-\frac{5}{6}\right)!}{2 \pi n!} \underset{r \rightarrow \infty}{ } \frac{(n-1)!}{2 \pi}
\end{aligned}
$$

factorial divergence again

puzzle of the two exponentials

## puzzle of the two exponentials


two exponentials:
$e_{1}$ and $e_{2}$

## puzzle of the two exponentials

$$
\begin{aligned}
& e_{1}=\exp \left(\frac{1}{2} F\right)=\exp \left\{-\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\} \\
& e_{2}=\exp \left(-\frac{1}{2} F\right)=\exp \left\{+\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\}
\end{aligned}
$$


two exponentials:
$e_{1}$ and $e_{2}$

## puzzle of the two exponentials

$$
\begin{aligned}
& e_{1}=\exp \left(\frac{1}{2} F\right)=\exp \left\{-\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\} \\
& e_{2}=\exp \left(-\frac{1}{2} F\right)=\exp \left\{+\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\}
\end{aligned}
$$


two exponentials:
$e_{1}$ and $e_{2}$


## puzzle of the two exponentials

$$
\begin{aligned}
& e_{1}=\exp \left(\frac{1}{2} F\right)=\exp \left\{-\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\} \\
& e_{2}=\exp \left(-\frac{1}{2} F\right)=\exp \left\{+\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\}
\end{aligned}
$$


two exponentials:
$e_{1}$ and $e_{2}$


## puzzle of the two exponentials

$$
\begin{aligned}
& e_{1}=\exp \left(\frac{1}{2} F\right)=\exp \left\{-\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\} \\
& e_{2}=\exp \left(-\frac{1}{2} F\right)=\exp \left\{+\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\}
\end{aligned}
$$


two exponentials:
$e_{1}$ and $e_{2}$
two exponentials: $e_{1}$ and $e_{2}$

$120^{\circ}$
one exponential:
$e_{1}$


## puzzle of the two exponentials

$$
\begin{aligned}
& e_{1}=\exp \left(\frac{1}{2} F\right)=\exp \left\{-\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\} \\
& e_{2}=\exp \left(-\frac{1}{2} F\right)=\exp \left\{+\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\}
\end{aligned}
$$


two exponentials:
$e_{1}$ and $e_{2}$
$F$ positive real Stoke
two exponentials: $e_{1}$ and $e_{2}$

$120^{\circ}$
one exponential:
$e_{1}$

puzzle of the two exponentials

$$
\begin{aligned}
& e_{1}=\exp \left(\frac{1}{2} F\right)=\exp \left\{-\frac{2}{3} \mathrm{i}(-z)^{3 / 2}\right\} \\
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$F$ positive real Stoke
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$e_{2}$ is born where it is maximally dominated by $e_{1}$

## the quietly beating heart of asymptotics:

 Stokes's phenomenon: the sudden appearance of a small exponential while hidden behind a large one, going from dark to bright 'around the rainbow' without passing $z=0$
## the quietly beating heart of asymptotics:

 Stokes's phenomenon: the sudden appearance of a small exponential while hidden behind a large one, going from dark to bright 'around the rainbow' without passing $z=0$Stokes phenomenon occurs throughout asymptotics in integrals, differential equations, integral equations, difference equations, series, near more general types of caustics...
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wave pattern decorating a cusp caustic: Pearcey's integral

$$
\Psi_{\text {cusp }}(x, y)=\int_{-\infty}^{\infty} \mathrm{d} t \exp \left\{\mathrm{i}\left(\frac{1}{4} t^{4}+x t^{2}+y t\right)\right\}
$$
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wave pattern decorating a cusp caustic: Pearcey's integral
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for higher diffraction catastrophes, the Stokes phenomenon can occur for real parameters

cusp diffraction catastrophe (Wright 1980)
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## two contrasting general phenomena, with exponents $\mathrm{i} \Phi(t)$

bifurcation (caustic, catastrophe) set: real saddles collide

violent birth/death of real waves

$$
\begin{gathered}
\partial_{t} \Phi=0 \\
\partial_{t}{ }^{2} \Phi=0
\end{gathered}
$$

two contrasting general phenomena, with exponents $\mathrm{i} \Phi(t)$
bifurcation (caustic, catastrophe) set: real saddles collide
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\end{aligned}
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stokes set

gentle birth/death of evanescent waves
$\operatorname{Re}\left(\Phi_{1}-\Phi_{2}\right)=0$ nonlocal bifurcation
two contrasting general phenomena, with exponents $\mathrm{i} \Phi(t)$
bifurcation (caustic, catastrophe) set: real saddles collide

one evanescent wave (complex saddle)
violent birth/death of real waves

$$
\begin{aligned}
& \partial_{t} \Phi=0 \\
& \partial_{t}^{2} \Phi=0
\end{aligned}
$$

stokes set

```
evanescent wave + dominant wave
```


gentle birth/death of evanescent waves
$\operatorname{Re}\left(\Phi_{1}-\Phi_{2}\right)=0$ nonlocal bifurcation
(strictly, change of coefficient of subdominant exponential)
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natural (large) variable $F$ : difference between exponents
least term: order $n \sim|F|$
asymptotics: large $|F|$

$$
\sum_{n=0}^{\infty} \frac{a_{n}}{F^{n}}=\sum_{n=0}^{|F|-1} \frac{a_{n}}{F^{n}}+\sum_{n=F \mid}^{\infty} \frac{a_{n}}{F^{n}}
$$

Stokes's argument: the least term represents an irremovable vagueness in optimally-truncated asymptotic series, and the small exponential $e_{2}$ can enter only where it is smaller than this vagueness - which only happens very close to a Stokes line
modern understanding: the second exponential is born from the resummed tail of the divergent series, by a universal mechanism:
natural (large) variable $F$ : difference between exponents
least term: order $n \sim|F|$
asymptotics: large $|F|$

$$
\sum_{n=0}^{\infty} \frac{a_{n}}{F^{n}}=\begin{gathered}
\text { head } \\
\sum_{n=0}^{|F|-1} \frac{a_{n}}{F^{n}}+\sum_{n=|F|}^{\infty} \frac{a_{n}}{F^{n}}
\end{gathered}
$$
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because exact terms
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asymptotics of the asymptotics: large $n$
universality of factorial divergence of high orders (Dingle, based on Darboux)


Robert Dingle

$C_{20}(z)=\frac{332727711 C_{0}(z)}{274877906944 \pi^{10}}+\frac{117753804989 C_{0}^{(4)}(z)}{3298534883328 \pi^{12}}+\frac{13899745416281 C_{0}^{(8)}(z)}{69269232549880 \pi^{14}}+\frac{311274631265011 C_{0}^{(12)}(z)}{164583696538533888 \pi^{16}}+$ $\frac{2431103703048530417 C_{0}^{(16)}(z)}{44931349155019751424000 \pi^{18}}+\frac{232544268738862214941 C_{0}^{(20)}(z)}{373186948553264049684480000 \pi^{20}}+$
huge simplification because exact terms rapidly get complicated

$$
\begin{aligned}
& \text { tail }=\sum_{n=F \mid}^{\infty} \frac{a_{n}}{F^{n}} \\
& \approx C \sum_{n=F \mid}^{\infty} \frac{(n-\alpha)!}{F^{n}}
\end{aligned}
$$

$\frac{361888761444289010497 C_{0}^{(24)}(z)}{106489993378346112059965440000 \pi^{22}}+\frac{66540631045322715923177 C_{0}^{(28)}(z)}{6843046974492521160973379174400000 \pi^{24}}+$
$\frac{391261681973226653 C_{0}^{(32)}(z)}{25057539453517190072893440000000 \pi^{26}}+\frac{1259995823308801 C_{0}^{(36)}(z)}{85717193786692288213155840000000 \pi^{28}}+$
$\frac{713214794639 C_{0}^{(40)}(z)}{85717193786692288213155840000000 \pi^{30}}+\frac{50407933481 C_{0}^{(44)}(z)}{17650884544555675988853050572800000 \pi^{32}}+$
$\frac{1039499 C_{0}^{(48)}(z)}{1768363201124316332834999500800000 \pi^{34}}+\frac{22411 C_{0}^{(52)}(z)}{321391973789793928418521000181760000 \pi^{36}}+$
$1768363201124316332834999500800000 \pi^{34}$
$\frac{59 C_{0}^{(56)}(z)}{13636202316509828105757248150568960000 \pi^{38}}+\frac{C_{0}^{(60)}(z)}{9327162384492722424337957734989168640000 \pi^{40}}$
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## asymptotics of the asymptotics of the asymptotics

resumming the tail by Borel summation, giving an integral uniform approximation of the integral across a Stokes line

the small exponential is born not suddenly but smoothly, according to a universal scaling in terms of


Émile Borel an error function

## subtract the large exponential series

$$
\text { tail }=-\operatorname{iexp}\left(\frac{1}{2} F\right)\left(2 \sqrt{\pi} z^{1 / 4} \mathrm{Ai}(z)-\exp \left(\frac{1}{2} F\right) \sum_{n=0}^{\text {int }|F|} \frac{a_{n}}{F^{n}}\right)
$$
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| $2 \sqrt{\pi} z^{1 / 4} \mathrm{Ai}(z)-$ |
| $\left.-\exp \left(\frac{1}{2} F\right) \sum_{n=0}^{\text {in } \mid F /} \frac{a_{n}}{F^{n}}\right)$ |
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\left(F=-\frac{4}{3} z^{3 / 2}\right)
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subtract the large exponential series
tail $=\frac{\text { big }}{-\operatorname{iexp}\left(\frac{1}{2} F\right)}\left(\sqrt{\left.2 \sqrt{\pi} z^{1 / 4} \mathrm{Ai}(z)-\exp \left(\frac{1}{2} F\right) \sum_{n=0}^{\text {int }|F|} \frac{a_{n}}{F^{n}}\right)=\frac{1+\operatorname{erf} \sigma}{2}, ~}\right.$
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\left(F=-\frac{4}{3} z^{3 / 2}\right)
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difference small
subtract the large exponential series
big
tail $=\frac{\text { big }}{-\operatorname{iexp}\left(\frac{1}{2} F\right)( }\left(\begin{array}{l}\text { big } \\ \left.2 \sqrt{\pi} z^{1 / 4} \mathrm{Ai}(z)-\exp \left(\frac{1}{2} F\right) \sum_{n=0}^{\text {int }|F|} \frac{a_{n}}{F^{n}}\right)=\frac{1+\operatorname{erf} \sigma}{2}, ~\end{array}\right.$
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\left(F=-\frac{4}{3} z^{3 / 2}\right)
$$
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\text { tail }=-\operatorname{big}\left(\frac{\text { big }}{-\operatorname{iexp}\left(\frac{1}{2} F\right)}\left(\sqrt{\left.2 \sqrt{\pi} z^{1 / 4} \mathrm{Ai}(z)-\exp \left(\frac{1}{2} F\right) \sum_{n=0}^{\text {int }|F|} \frac{a_{n}}{F^{n}}\right)}\right)=\frac{1+\operatorname{erf\sigma }}{2}\right.
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$$
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$$

difference small

$$
\sigma=\frac{\operatorname{Im} F}{\sqrt{2 \operatorname{Re} F}}
$$
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$$
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\left(F=-\frac{4}{3} z^{3 / 2}\right)
$$

difference small


$$
\sigma=\frac{\operatorname{Im} F}{\sqrt{2 \operatorname{Re} F}}
$$

subtract the large exponential series tail $=-\frac{\text { big }}{-\mathrm{iexp}\left(\frac{1}{2} F\right)}\left(\frac{\text { big }}{\left.\left(2 \sqrt{\pi} z^{1 / 4} \mathrm{Ai}(z)-\exp \left(\frac{1}{2} F\right) \sum_{n=0}^{\operatorname{inn}|F|} \frac{a_{n}}{F^{n}}\right)\right)=\frac{1+\operatorname{erf\sigma }}{2}, ~}\right.$

$$
\left(F=-\frac{4}{3} z^{3 / 2}\right)
$$



$$
\sigma=\frac{\operatorname{Im} F}{\sqrt{2 \operatorname{Re} F}}
$$


subtract the large exponential series


$$
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$$
\sigma=\frac{\operatorname{Im} F}{\sqrt{2 \operatorname{Re} F}}
$$


subtract the large exponential series tail $=-\mathrm{iexp}\left(\frac{1}{2} F\right)\left(\sqrt{\text { big }}\left(\sqrt{2 \sqrt{\pi} z^{1 / 4} \mathrm{Ai}(z)}-\exp \left(\frac{1}{2} F\right) \sum_{n=0}^{\mathrm{inn}|F|} \frac{a_{n}}{F^{n}}\right)\right)=\frac{1+\operatorname{erf\sigma }}{2}$
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\left(F=-\frac{4}{3} z^{3 / 2}\right)
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$$
\sigma=\frac{\operatorname{Im} F}{\sqrt{2 \operatorname{Re} F}}
$$


disparity $\exp |F=10| \approx 22000$
subtract the large exponential series

many applications in mathematics, to the approximation of a variety of functions: the error function in

- Bessel
- hypergeometric
- gamma
- even the error function itself
- integrals with coalescing saddles
- Riemann zeta function
many applications in mathematics, to the approximation of a variety of functions: the error function in
- Bessel
- hypergeometric
- gamma
- even the error function itself
- integrals with coalescing saddles
- Riemann zeta function
in physics, applications to
- reflection of waves by refractive-index gradients
- histories of quantum jumps induced by slowlychanging external forces, and particle pair creation
- breakdown of slow manifold in slow-fast systems
histories of quantum transitions driven by slowly-changing hamiltonians
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$n$th order superadiabatic bases
final probability is
 exponentially small: $\exp (-c o n s t / \varepsilon)$
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final probability is exponentially small: $\exp (-c o n s t / \varepsilon)$
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time
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$n$th order superadiabatic bases
final probability is exponentially small: $\exp (-c o n s t / \varepsilon)$
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histories of quantum transitions driven by slowly-changing hamiltonians




## $n$th order
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## $n$th order

 superadiabatic bases



(0)
final probability is exponentially small: $\exp (-$ const $/ \varepsilon)$
transition probability
time
histories of quantum transitions driven by slowly-changing hamiltonians

histories of quantum transitions driven by slowly-changing hamiltonians

histories of quantum transitions driven by slowly-changing hamiltonians
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superasymptotics: summing to the least term $r \sim|F|$ :
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## Poincaré asymptotics: summing to a fixed order


cannot capture exponentially
small terms
does not distinguish divergent from from convergent series

Henri Poincaré
superasymptotics: summing to the least term $r \sim|F|$ :
Stokes and the smoothing of the Stokes discontinuity
capturing small exponentials: Kruskal,'asymptotics beyond all orders

## hyperasymptotics:
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## hyperasymptotics:

repeated resummation, based on the principle of resurgence (Dingle I960s, Écalle 1980s)



Jean Écalle
the series multiplying each exponential must diverge, in order to accommodate the other exponentials

Robert Dingle
the divergence of a series must reflect its cause moreover, each component series must contain, coded into its high orders, information about all the other exponentials, and all terms of the series multiplying them

## simplest case: only two exponentials $\exp \left( \pm \frac{1}{2} F\right)$

in $S=\sum_{n=0}^{\infty} \frac{a_{n}}{F^{n}}$

$$
a_{n} \rightarrow \frac{1}{n \rightarrow \infty}(n-1)!\left[a_{0}-\frac{a_{1}}{(n-1)}+\right.
$$

$$
\left.+\frac{a_{2}}{(n-1)(n-2)}-\frac{a_{3}}{(n-1)(n-2)(n-3)} \cdots\right]
$$

simplest case: only two exponentials $\exp \left( \pm \frac{1}{2} F\right)$
in $S=\sum_{n=0}^{\infty} \frac{a_{n}}{F^{n}}$

$$
a_{n} \rightarrow \frac{1}{n \rightarrow \infty}(n-1)!\left[a_{0}-\frac{a_{1}}{(n-1)}+\right.
$$

$$
\left.+\frac{a_{2}}{(n-1)(n-2)}-\frac{a_{3}}{(n-1)(n-2)(n-3)} \cdots\right]
$$

hyperasymptotic scheme for sum $S$ as a series of series:

- primitive asymptotics - only $a_{0}$
- sum series to least term $-S_{0}$ (superasymptotics)
- integral representation for remainder
- asymptotic series for remainder, summed to least term $\left(S_{1}\right)$
- asymptotic series for new remainder, truncated $\left(S_{2}\right)$...
hyperasymptotics for Ai for $F=-16$, i.e. $z=5.2414827884177932413$ total number of terms in hyperasymptotic series
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hyperasymptotics for Ai for $F=-16$, i.e. $z=5.2414827884177932413$ total number of terms in hyperasymptotic series
 optimally truncated hyperseries get shorter
with more than two exponentials, graph structure of higher approximants, e.g. multisaddle integrals:
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with more than two exponentials, graph structure of higher approximants, e.g. multisaddle integrals:


- basic saddle

〇adjacent saddles
reached on descent paths from as $\arg F$ varies

- non-adjacent saddles
with more than two exponentials, graph structure of higher approximants, e.g. multisaddle integrals:

- basic saddle
$\bigcirc$ adjacent saddles reached on descent paths from as $\arg F$ varies
- non-adjacent saddles
more adjacent saddles introduced at successive stages of hyperasymptotics
example: Pearcey integral

$$
P(x, y)=\int_{C} \mathrm{~d} t \exp \left\{\mathrm{i}\left(\frac{1}{4} t^{4}+\frac{1}{2} x t^{2}+y t\right)\right\} \quad x=7, \quad y=1+\mathrm{i}
$$

## example: Pearcey integral

$$
P(x, y)=\int_{C} \mathrm{~d} t \exp \left\{\mathrm{i}\left(\frac{1}{4} t^{4}+\frac{1}{2} x t^{2}+y t\right)\right\} \quad x=7, \quad y=1+\mathrm{i}
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three saddles
example: Pearcey integral

$$
P(x, y)=\int_{C} \mathrm{~d} t \exp \left\{\mathrm{i}\left(\frac{1}{4} t^{4}+\frac{1}{2} x t^{2}+y t\right)\right\} \quad x=7, \quad y=1+\mathrm{i}
$$


hyperasymptotics generates a sequence of series, from 'scatterings' between saddles






level
approximation to $\mathrm{P}(7,1+\mathrm{i}) \quad$ |approx./exact - 1|
lowest
super.
$0.779703507027512+\mathrm{i} 0.765551648542315$

```
1.496\times10-2
\(2.916 \times 10^{-6}\)
```

$1.535 \times 10^{-12}$
$0.788920520763900+\mathrm{i} 0.752101783262683$
ultimate hyper.
$0.788922837595360+\mathrm{i} 0.752103959759701$
exact
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