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Background

3D wave propagation simulations of ground motions are already playing a role in assessment 
of hazard and risk:!
» Prediction of ground motions from scenario earthquakes for planning of earthquake emergency 

response and public earthquake preparedness exercises!
» Physics-based seismic hazard assessment (e.g., Cybershake, Graves et al., 2011)!
» Complement empirical ground motion prediction equations in regions of poor sampling

 

Figure 3-13. Ground motions throughout southern California from the ShakeOut event are 
large, especially along the San Andreas Fault and in deep basins such as the Coachella 
Valley and Los Angeles Basin. Energy that is focused through the basin in San Bernardino 
passes into East Los Angeles and near the downtown Los Angeles area. Shown here is 
the spectral acceleration (SA) at a period of 3 seconds. 

Table 3-3. Onset Times and Durations of Strong and Very Strong Shaking. 

Location Seconds after start of 
earthquake that strong shaking 

begins at this location 

Seconds after start of 
earthquake that strong 

shaking ends at this location 

Duration of very 
strong shaking 

Palm Springs 25 60 35 sec 
San Bernardino 45 75 30 sec 
Los Angeles 
(downtown) 

70 125 55 sec 

Orange County 70 105 35 sec 
Santa Monica 85 150 65 sec 
Palmdale 75 90 15 sec 
Ventura 105 160 55 sec 

 
Rupture directivity occurs when energy is focused in the direction that a fault is 

rupturing, and it can greatly increase ground shaking. We examined the contribution of 
directivity on the ShakeOut ground motions and determined that rupture from the 
southeast to the northwest produces the strongest directivity effect within southern 
California. This finding correlates with SCEC Terashake (Olsen and others, 2006) 
simulation results. Unfortunately, then, the San Andreas Fault rupture that is most in 
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in the average San Andreas event. Publications which hypothesize that rupture might 
initiate on the southernmost San Andreas Fault have tended to select Bombay Beach as 
the nucleation point. The other likely nucleation point is Parkfield, in central California, 
based on evidence from 1857 foreshocks, for example, Sieh, 1978; Agnew and Sieh, 
1978; Meltzner and Wald, 1999). To the NW of Parkfield, the San Andreas Fault creeps. 
Southeast of Bombay Beach, the San Andreas also creeps, as it merges into the Brawley 
Seismic Zone. Hence, both Parkfield and Bombay Beach appear to be natural physical 
limits to seismic rupture. Both are also thought to be places where end-on loading of the 
San Andreas Fault occurs on an ongoing basis, and therefore they are likely places for 
events to nucleate (Stuart, 1986). It has been further hypothesized that a moderate 
earthquake on a cross-fault in the Brawley Seismic Zone could trigger a San Andreas 
rupture (Hudnut and others, 1989). Ultimately, Parkfield was ruled out as nucleation 
point for the ShakeOut Scenario earthquake because it lies at the northwestern terminus 
of the 1857 rupture; thus less strain has accumulated there.  

Deciding how far to the northwest the ShakeOut Scenario rupture should extend 
in turn determines the magnitude and the likelihood of the ShakeOut event—a longer 
fault rupture produces a larger but less common earthquake. The ShakeOut earthquake 
ruptures to the northwest and stops at Lake Hughes, slightly southeast of the Cow Springs 
paleoseismic site. Because of the ShakeOut earthquake’s size and relationship to urban 
areas, this event, should it occur, would have greater consequences than either a 
Coachella-only event (approx. M7.1, on only the southernmost section south of San 
Gorgonio Pass, fig. 3-2) or an event like the SCEC TeraShake scenario (M7.7).  

 

Figure 3-2. Map of California showing the extent of rupture—and thus size—of the last 
three earthquakes on the San Andreas Fault. 
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Background

ShakeOut scenario simulations!
» formed the basis of the ShakeOut Earthquake emergency response 

and preparedness exercise (Jones et al., 2008)!
» assumes a M 7.8 earthquake rupturing the southern San Andreas 

Fault (SAF) from Bombay Beach to Lake Hughes!
» slip distribution and rupture times defined through kinematic 

source model (Graves et al., 2008) based on expert opinion, 
empirical relationships and previous studies!

» wave propagation modeled for visco-elastic medium by 
three different groups (Bielak et al., 2010)

 
Simulated ground shaking was calculated for two versions of the kinematic 

rupture description. The difference between version 1.1 and version 1.2 was in the 
amount of slip heterogeneity (that is, random variability) at short length scales, which 
was increased in version 1.2. Fig. 3-7 shows a cross-sectional comparison of the two 
versions, and fig. 3-8 compares surficial slip along-strike for both versions. Where 
critical lifeline infrastructure crosses the fault, these seemingly minor differences in slip 
were significant in some cases. 

 

Figure 3-7. Cross-sectional view of the comparison between version 1.1 (bottom) and 
version 1.2 (top) of the ShakeOut kinematic rupture description. 
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ShakeOut 1.2 rupture description 

 
Simulated ground shaking was calculated for two versions of the kinematic 

rupture description. The difference between version 1.1 and version 1.2 was in the 
amount of slip heterogeneity (that is, random variability) at short length scales, which 
was increased in version 1.2. Fig. 3-7 shows a cross-sectional comparison of the two 
versions, and fig. 3-8 compares surficial slip along-strike for both versions. Where 
critical lifeline infrastructure crosses the fault, these seemingly minor differences in slip 
were significant in some cases. 

 

Figure 3-7. Cross-sectional view of the comparison between version 1.1 (bottom) and 
version 1.2 (top) of the ShakeOut kinematic rupture description. 
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Background

ShakeOut peak ground velocities for visco-elastic medium ( fmax = 0.5 Hz)

Sedimentary waveguide channeling surface waves from SAF into Los Angeles basin:!
coupling of source directivity and basin response



Background

Damage to pre-Northridge welded-steel moment-frame buildings (PNWSMF)!
» Brittle fractures in welded beam-to-column connections detected after 1994 Northridge earthquake!
» Response of PNWSMF buildings to ShakeOut ground motion analyzed through numerical 

modeling (Porter et al., 2011)!
» Collapse of some (1-8) pre-1994 welded steel moment frame buildings deemed credible (Jones et 

al., 2008)!
» 5 high-rise collapses assumed for ShakeOut scenario

SPECIAL STUDIES

HIGH-RISE BUILDINGS

First, note that steel-frame buildings are posited to perform much better than unrein-
forced masonry buildings, older concrete buildings, and some other types. The high-rise
study is summarized here primarily because readers may be interested in the sophisticated
modeling employed. A study by researchers at the California Institute of Technology
replaced the HAZUSVR MH loss estimates for these buildings. The Caltech researchers created
3-D nonlinear finite element models of three high-rise steel-frame buildings (Figure 4): an
18-story, roughly rectangular building designed to meet the 1982 UBC; the same building
designed to meet the 1997 UBC; and a 19-story, L-shaped building designed to meet the
1997 UBC. All three were analyzed using FRAME3D (Krishnan 2003), a finite element
analysis program created at Caltech that treats material and geometric (P-delta) nonlinear-
ities. The models were subjected to the three-component waveforms described above, at
each of 784 points on an approximately 2 km grid.

Each building was analyzed at each point, in two orientations, with and without brittle
(pre-Northridge) moment-frame connections, for a total of 9,408 nonlinear dynamic
analyses.

Maps were created showing peak transient interstory drift (PTD) at each gridpoint and
each model. Figure 5 shows the drift value averaged over the three buildings, two orienta-
tions, and two connection susceptibilities. In the figure, yellow means PTD of 2.5–5.0%,
red refers to 5.0–7.5%, and dark pink to drift in excess of 7.5%. Consistent with FEMA 356
(ASCE 2000), drift in excess of 5% is deemed likely to result in red tagging, and drift in
excess of 7.5% is associated with collapse. The existing stock of steel-frame buildings in
the study area was identified in part using the Emporis database (2007); Emporis is one of
the world’s leading providers of building-related information. Considering the locations of

Figure 4. Steeframe buildings modeled by Krishnan and Muto (2008).

SHAKEOUT SCENARIO: A HYPOTHETICAL MW7.8 EARTHQUAKE ON SOUTHERN SAN ANDREAS FAULT 247

Total fatalities 1779
Steel-Frame buildings 439
Other buildings 260
Fire 916
Transportation 164



Natural Period of Buildings

Southern California 
Earthquake Center 

Natural Frequency of Buildings"

Building 
Height 

Typical 
Natural 
Period 

2 story 0.2 seconds 

5 story 0.5 seconds 

10 story 1.0 second 

20 story 2.0 second 

30 story 3.0 second 

50 story 5.0 second 

Tall buildings tend to have a lower natural  
frequency than shorter buildings 

f = 1
2π

K
M

f − natural frequency in Hertz
K − the stiffness of the building with a specific mode
M − the mass of the building associated with the mode 

2011 Christchurch Earthquake 2011 Mw 6.1 Christchurch Earthquake 

f =
1

2⇡

r
K

M

f:  natural frequency (Hz) 
K:  the stiffness of the building with a specific mode 
M:  the mass of the building associated with the mode

# Floors Natural 
Period

2 0.2 s

5 0.5 s

10 1 s

20 2 s
30 3 s
50 5.0 s



SCEC Milestone Simulations w/ AWP-ODC

Name Year System 
Number of Cores Description f

TeraShake 1.x 2004 SDSC Datastar 
240 CPU cores

Mw
(SAF) 0.5 Hz

Pacific NW 
Megathrust 2006 SDSC BlueGene 

6,000 CPU cores
Long-Period ground motions for 

EQs in Cascadia subduction zone 0.5 Hz

ShakeOut 2.x 2008 TACC Ranger 
32k CPU cores

Mw
source description 1.0 Hz

M8 2010 ORNL Jaguar 
223k CPU cores

Mw
dynamic source 2.0 Hz

Chino Hills 2012 ORNL Titan 
952 GPUs

2008 
including small-scale heterogeneities 5.0 Hz

Rough faults 2014 ORNL Titan 
16.6k GPUs

Statistical model of small scale 
heterogeneities, 20 m spacing 10.0 Hz
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and 228 MB by the source after lowering the memory high 
water mark into 36 segments through temporal partition-
ing. 

C. Scientific Advances From M8 
Several important scientific advances have been gained 

from M8, primarily related to the increase of the largest 
frequencies included (2 Hz), the vast computational do-
main (810 km by 405 km), and complex spontaneous-
rupture source description. Animations of the simulation 
can be downloaded from [28]. Fig. 21 shows horizontal 
peak ground velocities (PGVHs) calculated from M8 (as 
the root sum of squares of the horizontal components), 
along with synthetic seismograms at selected sites. The 
PGVHs show patterns in agreement with results from the 
previous TeraShake and ShakeOut-D simulations, includ-
ing large near-fault values and strong directivity effects, 
and ‘sun-bursts’ radiating from the fault due to the com-
plexity of the spontaneous rupture propagation. Although 
experiencing significant PGVHs on the order of 0.4 m/s, 
downtown Los Angeles is not excited by the waveguide 
amplification to the same extent as earthquake simulations 
on the southern SAF with SE-NW rupture directions. The 
NW-SE rupture direction for M8 is largely transverse to 
the waveguides, avoiding the intense focusing effect ob-
served for NW-propagating TeraShake/ Shakeout ruptures. 

Large near-fault ground motions were expected by M8 
due to the strong directivity effects generally obtained 
from long strike-slip earthquakes. The largest near-fault 
peak velocities from M8 occurred immediately on top of 
the fault trace, in isolated locations exceeding 10 m/s 
(these most extreme velocities will be reduced when cor-
rected for nonlinear soil response, not yet incorporated into 
the results). Some of largest near-fault PGVHs occur in 

connection with patches of super-shear rupture for M8 
(e.g., at distances of about 30 km, 480 km, and 530 km 
from the northern end of the fault, Fig. 19). Previous 
analyses of super-shear rupture propagation and ground 
motions have focused on constant rupture velocities in 
simple homogeneous or layered media (e.g., [1][4][19]). 
These studies have shown that the Mach waves generated 
by supershear rupture (as obtained for M8 in Fig. 22) carry 
intense near-fault ground motions to much larger distances 
from the fault than is the case for sub-shear ruptures. Fur-
thermore, the fault-parallel component of ground motion 
tends to display similar or larger amplitude, as compared 
to the fault-perpendicular component, which usually con-
tains the largest peak velocities for subshear rupture 
propagation due to directivity. M8 shows similar wave-
field characteristics and extends the analysis to complex, 
heterogeneous rupture models in 3D media. In particular, 
some of the largest M8 PGVs along the fault tend to occur 
where the rupture speed increases rapidly from sub-
Rayleigh to super-shear rupture speeds. The rapid increase 
in rupture speed in these areas likely contribute to the ex-
ceptionally large ground motions. 

The velocity time histories associated with the large 
PGVHs on the fault are generally characterized by a sin-
gle, simple pulse, with a significant amount of energy be-
tween 1 and 2 Hz. In other cases, large near-fault shaking 
may occur associated with longer periods. An example of 
this is San Bernardino (see Fig. 21) where PGVHs reach 6 
m/s. A spectral analysis shows that these peaks correspond 
to periods of 2-4 s. San Bernardino, like Los Angeles and 
Ventura, is built on top of a relatively deep sedimentary 
basin (the San Bernardino Basin, SBB, is up to 2 km 
deep). The combination of a location within kilometers of 
the SAF, the SBB, and the strong directivity from the NW-
SE M8 rupture appears to be causing the large ground mo-
tions in San Bernardino. The Coachella Valley is another 
sedimentary basin located along the fault experiencing 
intense shaking from M8. Whether or not these large peak 
motions can prevail during real earthquakes requires stud-
ies on nonlinear soil response and alternative friction mod-
els for the rupture. Such studies are currently underway in 
SCEC. 

In order to rank the ground motion levels from M8 rela-
tive to their expected frequency of occurrence for a generic 
site and event (of the same magnitude), we have made 
comparisons of the simulated PGVHs to those predicted 
by recent Next Generation Attenuation (NGA) relations. 
Such attenuation relations (ARs) are empirical regression 
estimates attempting to quantify the statistical distribution 
of ground motion amplitudes over all scenarios. We in-
clude the ARs proposed by Campbell and Bozorgnia [8] 
and Boore and Atkinson [7]. Note that for these compari-
sons we use the geometric mean of the PGVHs, since this 
measure is used by [8] and [7]. The geometric mean gen-
erates PGVHs typically 1.5-2 times smaller than those 

 
Fig. 22.  N46E component velocity snapshot at 23 s from M8 illustrating 
super-shear wave propagation, with the Mach cone entering the ‘Big 
Bend’ section of the SAF. 

M8

Chino Hills



•  4437billion*elements,*using*16,640*Titan*
GPUs*

•  Small7scale*fault*geometry*and*media*
complexity*

•  Dynamic*rupture*propaga/on*along*a*
rough*fault*embedded*in*a*3D*velocity*
structure*
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Challenges in HF Wave Propagation Simulations

» Performance optimizations and the deployment of GPU-based supercomputers have pushed 
the frequency limit of deterministic ground motion prediction from ~1 to more than 5 Hz!

» In such high-frequency simulations, several aspects require special attention:!
• Generation of high frequencies at the source: dynamic rupture simulation of rough faults 

(Dunham et al., 2011; Shi et al., 2013) using SORD and AWP!
• Anelastic attenuation (frequency-dependent Q, e.g. Withers et al., 2014)!
• Random heterogeneities in velocity structure (scattering, generation of seismic coda;  e.g., 

Savran & Olsen, 2014)!
• Nonlinear material response in the fault damage zone (Andrews, 2005) and in near-surface 

sediments (e.g., Bonilla et al., 2012)

Shi et al. (2013)



Nonlinear Material Response

In the fault damage zone!
!

» Stresses at rupture front exceed strength of 
crustal rock, leading to permanent 
deformation near the fault!

» This effect may limit the peak velocity  in 
ground motion caused by the rupture 
(Andrews et al., 2007)

» Microcracks 
formed by plastic 
yielding lead to 
evolution of 
flower-like 
damage zone 
around the       
fault                
(Ma, 2008)

In shallow sedimentary deposits!
!

» Stress-strain relationship in soils becomes 
nonlinear and hysteretic at large strains!

» Increased damping leads to a reduction in 
amplification (defined as ground motion on 
soil  divided by bedrock ground motion) 
effects caused by soft soils 

Bonilla et al. (2011)



AWP-ODC Finite Difference Code

» Started as a personal research code (Olsen, 1994)!
» 3D velocity-stress wave equations !

!
!
!
!
solved by explicit staggered-grid 4th order FD!

» Memory variable formulation of inelastic relaxation 
using coarse-grained representation (Day, 1998)!

» Dynamic rupture by the staggered-grid split- node 
(SGSN) method (Dalguer and Day 2007)!

» Absorbing boundary conditions by perfectly matched 
layers (PML) (Marcinkovich & Olsen, 2003) and 
Cerjan et al. (1985)!

» Parallelized using MPI and optimized for large-scale 
(>100k cores) simulations (Cui et al. 2010)

@tv =
1

⇢
r · �

@t� = �(r · v)I + µ(rv +rvT )



Southern California 
Earthquake Center

AWP-ODC Weak Scaling
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(Cui et al., 2013)

» Hybrid MPI/CUDA version (w/o dynamic 
rupture and PMLs) developed by Zhou et al. 
(2013) !

» Communication reduction achieved by 
expanding ghost cells to 4 layers!

» Overlapping of communication and 
computation results in excellent scalability!

» Speedup of ~3.8x on a node-to-node level 
between XK7 and XE6 

(Cui et al., 2013)

AWP-ODC GPU Finite Difference Code
1258   Jun Zhou et al.  /  Procedia Computer Science   18  ( 2013 )  1255 – 1264 

 

Fig.2. Communication Reduction Process: extend ghost cell region with extra 2-layers and utilize computation instead of communication to 

update the ghost cell region before stress computation. Here the 2D XY plane represents the 3D sub-domain. Note that no communication 

in Z direction is required, due to our 2D decomposition for GPUs. 

Our enhanced communication reduction method extends the ghost cells region with an extra two-layers for 
velocity data (-3: nxt+4, -3: nyt+4, 1: NZ), though the target computation region is unchanged (1: nx, 1: ny, 1: 
NZ). The GPU to GPU communication for velocity of ghost cells, however, consists of data swapping of four 
layers instead of two, In this way the valid data region for velocity is (-3: nx+4, -3: ny+4, 1: NZ) after the 
communication. This means we now have sufficient velocity input (-3: nx+4, -3: ny+4, 1: NZ) to compute the 
stress for region (-1: nx+2, -1: ny+2, 1: NZ). This stress data region is computed and used for calculating the 
velocity for region (1: nx, 1: ny, 1: NZ) in the next iteration. In summary, only velocity data swapping is 
required in the new communication model, and the total number of GPU to GPU communications is thus 
reduced from eight to four per iteration. Adding to the fact that velocity has three components and stress has six, 
as illustrated in Table 1, the total size of GPU to GPU messages is now reduced by a factor of three. The 
significant reduction in communication costs using this new model helps leverage the GPU with minimal PCI-e 
overhead, allowing high scalability to large numbers of GPUs. 

Table 1. GPU to GPU communication pattern comparison per iteration: before and after communication reduction. 

Communication 

Velocity Stress 

Frequency Message Size Frequency Message Size 

Before Communication Reduction 4 6*(nx+ny)*NZ 4 12*(nx+ny)*NZ 

After Communication Reduction 4 12*(nx+ny+4)*NZ No Communication 

In addition to saving time with smaller total message size used in GPU to GPU data communication, this new 
communication reduction method also reduces the overhead time caused both by data transfers between GPU 
and CPU, and by MPI communication initialization. To illustrate the improvements in terms of timing, consider 
the following case. Suppose the overhead of MPI initialization takes t1, and data copying between CPU and 
GPU takes t2 amount of time, our communication reduction saves an additional 4*t1+8*t2 amount of time. 
This is because four of eight MPI communications are replaced, and as a result four instances of data copying 
from GPU to CPU and from CPU back to GPU are removed. Moreover, since there is no need for data 
communication for stress computation, more time is available for overlapping communication with 
computation. With the communication reduction method, we can overlap communications with both velocity 
and stress computation. The following section will discuss this aspect in more detail. 

(Zhou et al., 2013)
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Return map algorithm in AWP-ODC FD code

stress depends on the mean normal stress. The Drucker‐
Prager yield criterion is given as follows:

!v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5sijsij

p
;

! y
v ¼ "ð"kk=3Þ sin#þ c cos#;
!v & ! y

v ;
ð1Þ

where sij is the deviatoric stress, tv is the square root of the
second invariant of the deviatoric stress tensor (0.5sijsij) and
is regarded as a measure of the shear stress in the 3‐D stress
state, c is the cohesion, ’ is the internal frictional angle, tvy is
the yield stress, and the summation over repeated indices is
assumed. In the principal stress space the Drucker‐Prager
yield surface has the shape of a cone (Figure 4), representing
the pressure dependence of yielding.
[18] We use a versatile finite element code, MAFE, that is

being used in the Southern California Earthquake Center
Dynamic Earthquake‐Rupture Code Verification Exercise
[Harris et al., 2009] and has been used in simulations of
dynamic rupture [Ma et al., 2008a; Ma, 2008] and seismic
wave propagation in the presence of a nontrivial surface
topography and heterogeneous velocity structure [Ma et al.,
2007, 2008b]. The code uses eight‐node hexahedral elements
with a one‐point integration and hourglass control schemes to
suppress the instability associated with the reduced integra-
tion. The one‐point integration scheme combines the flexi-
bility of the finite element method with the efficiency of
the finite difference method and is very efficient in handling
material nonlinearities, such as the Drucker‐Prager yield
criterion used in this paper. The finite element scheme is
described in detail in the Appendicxes ofMa and Liu [2006].
We show the implementation of the Drucker‐Prager yield

criterion in Appendix A, which is a straightforward exten-
sion of the scheme of Andrews [2005] in 2‐D.
[19] In the simulations we allow the material to yield

whenever the yield criterion is met. We define a scalar
quantity h to evaluate the accumulated inelastic strain due to
yielding, which is given by

$ðtÞ ¼
Z t

0
d$;

d$ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5ðd"pij " d"pkk=3Þðd"

p
ij " d"pkk=3Þ

q ð2Þ

where d"ij
p is the inelastic strain increment at one time step.

The quantity h is identical to the scalar magnitude of in-

elastic strain, "p =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5ð"pij " "pkk=3Þð"

p
ij " "pkk=3Þ

q
if inelastic

strain components have constant ratios as they change with
time, which is not the case in these calculations near the Earth’s
surface. The quantity h is a better measure of the inelastic
deformation due to yielding because it cannot decrease with
time. The quantity "p can decrease with time near the surface.
In our implementation we assume no irrecoverable volumetric
strain (see Appendix A), so d"kk

p = 0 in equation (2).
[20] We use three rock cohesion values (0, 5, and

10 MPa), spanning the range from soil to weak rock, to
examine the effect of cohesion on off‐fault yielding. We
also carry out an elastic simulation that corresponds to infinite
rock cohesion. For simplicity, the cohesion is assumed to be
homogeneous in the medium. We assume tan’ = 0.75, which
is larger than the static frictional coefficient (0.6), so that the
fault represents a plane of weakness.
[21] The computation domain is 50 km (perpendicular to

strike) × 60 km (along strike) × 25 km (along depth). We
discretize it with a uniform mesh of 50 m eight‐node cubic
elements, resulting in 600 million elements. The element
size is small enough to resolve the dynamic rupture on the
fault in our calculation. An absorbing boundary condition
[Lysmer and Kuhlemeyer, 1969] is applied on all the
boundaries except the free surface, to minimize spurious
wave reflections. The time step is 0.008 s. We calculate the
rupture and wave propagation for 6 s. The calculation
parameters are summarized in Table 1.

4. Results

4.1. Results for Cohesionless Material
[22] For cohesionless material (c = 0) the yield stress

depends on the confining pressure only (see equation (1)).

Figure 4. Yield surface of the Drucker‐Prager yield crite-
rion. The yield surface shrinks as the mean normal stress
decreases, representing pressure‐dependent yielding, simi-
lar to the Mohr‐Coulomb yield surface. In the cross section
perpendicular to the space diagonal the Druker‐Prager yield
surface is a circle, while the Mohr‐Coulomb yield surface
is an irregular hexagon. The smoothness of the Drucker‐
Prager yield surface allows easy numerical implementations.

Table 1. Calculation Parameters

Parameter Value

Density r = 2670 kg/m3

P wave velocity a = 6000 m/s
S wave velocity b = 3464 m/s
Static frictional coefficient ms = 0.6
Dynamic frictional coefficient md = 0.3
Slip‐weakening distance Dc = 0.4 m
S parameter 2.0
Cohesion c = 0, 5, and 10 MPa and ∞
Internal friction tan’ = 0.75
Element size 50 m
Time step 0.008 s

MA AND ANDREWS: INELASTICITY AND RUPTURE DYNAMICS B04304B04304

4 of 16

Barall (2014)

Mean stress:

⌧m =

1

3

(�11 + �22 + �33) =
I1
3

Stress deviator:

sij = ⌧ij � ⌧m�ij

Second invariant of stress deviator:

J2 =

1

2

X

i,j

sijsji

Drucker-Prager yield stress:

Y (⌧) = max

�
0, c cos'� (⌧m + Pf ) sin'

�

Drucker-Prager yield function:

F (⌧) =
p
J2(⌧)� Y (⌧)



Return map algorithm in AWP-ODC FD code

Yield factor r:

r =

Y (⌧ trial)p
J2(⌧ trial)

Adjusted stress:

⌧ij = ⌧ trialm �ij + rstrialij

Yield factor r with viscoelastic relaxation time Tv:

r =

Y (⌧ trial)p
J2(⌧ trial)

+

 
1� Y (⌧ trial)p

J2(⌧ trial)

!
exp

��t

Tv

stress depends on the mean normal stress. The Drucker‐
Prager yield criterion is given as follows:

!v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5sijsij

p
;

! y
v ¼ "ð"kk=3Þ sin#þ c cos#;
!v & ! y

v ;
ð1Þ

where sij is the deviatoric stress, tv is the square root of the
second invariant of the deviatoric stress tensor (0.5sijsij) and
is regarded as a measure of the shear stress in the 3‐D stress
state, c is the cohesion, ’ is the internal frictional angle, tvy is
the yield stress, and the summation over repeated indices is
assumed. In the principal stress space the Drucker‐Prager
yield surface has the shape of a cone (Figure 4), representing
the pressure dependence of yielding.
[18] We use a versatile finite element code, MAFE, that is

being used in the Southern California Earthquake Center
Dynamic Earthquake‐Rupture Code Verification Exercise
[Harris et al., 2009] and has been used in simulations of
dynamic rupture [Ma et al., 2008a; Ma, 2008] and seismic
wave propagation in the presence of a nontrivial surface
topography and heterogeneous velocity structure [Ma et al.,
2007, 2008b]. The code uses eight‐node hexahedral elements
with a one‐point integration and hourglass control schemes to
suppress the instability associated with the reduced integra-
tion. The one‐point integration scheme combines the flexi-
bility of the finite element method with the efficiency of
the finite difference method and is very efficient in handling
material nonlinearities, such as the Drucker‐Prager yield
criterion used in this paper. The finite element scheme is
described in detail in the Appendicxes ofMa and Liu [2006].
We show the implementation of the Drucker‐Prager yield

criterion in Appendix A, which is a straightforward exten-
sion of the scheme of Andrews [2005] in 2‐D.
[19] In the simulations we allow the material to yield

whenever the yield criterion is met. We define a scalar
quantity h to evaluate the accumulated inelastic strain due to
yielding, which is given by

$ðtÞ ¼
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0
d$;
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where d"ij
p is the inelastic strain increment at one time step.

The quantity h is identical to the scalar magnitude of in-

elastic strain, "p =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5ð"pij " "pkk=3Þð"

p
ij " "pkk=3Þ

q
if inelastic

strain components have constant ratios as they change with
time, which is not the case in these calculations near the Earth’s
surface. The quantity h is a better measure of the inelastic
deformation due to yielding because it cannot decrease with
time. The quantity "p can decrease with time near the surface.
In our implementation we assume no irrecoverable volumetric
strain (see Appendix A), so d"kk

p = 0 in equation (2).
[20] We use three rock cohesion values (0, 5, and

10 MPa), spanning the range from soil to weak rock, to
examine the effect of cohesion on off‐fault yielding. We
also carry out an elastic simulation that corresponds to infinite
rock cohesion. For simplicity, the cohesion is assumed to be
homogeneous in the medium. We assume tan’ = 0.75, which
is larger than the static frictional coefficient (0.6), so that the
fault represents a plane of weakness.
[21] The computation domain is 50 km (perpendicular to

strike) × 60 km (along strike) × 25 km (along depth). We
discretize it with a uniform mesh of 50 m eight‐node cubic
elements, resulting in 600 million elements. The element
size is small enough to resolve the dynamic rupture on the
fault in our calculation. An absorbing boundary condition
[Lysmer and Kuhlemeyer, 1969] is applied on all the
boundaries except the free surface, to minimize spurious
wave reflections. The time step is 0.008 s. We calculate the
rupture and wave propagation for 6 s. The calculation
parameters are summarized in Table 1.

4. Results

4.1. Results for Cohesionless Material
[22] For cohesionless material (c = 0) the yield stress

depends on the confining pressure only (see equation (1)).

Figure 4. Yield surface of the Drucker‐Prager yield crite-
rion. The yield surface shrinks as the mean normal stress
decreases, representing pressure‐dependent yielding, simi-
lar to the Mohr‐Coulomb yield surface. In the cross section
perpendicular to the space diagonal the Druker‐Prager yield
surface is a circle, while the Mohr‐Coulomb yield surface
is an irregular hexagon. The smoothness of the Drucker‐
Prager yield surface allows easy numerical implementations.

Table 1. Calculation Parameters

Parameter Value

Density r = 2670 kg/m3

P wave velocity a = 6000 m/s
S wave velocity b = 3464 m/s
Static frictional coefficient ms = 0.6
Dynamic frictional coefficient md = 0.3
Slip‐weakening distance Dc = 0.4 m
S parameter 2.0
Cohesion c = 0, 5, and 10 MPa and ∞
Internal friction tan’ = 0.75
Element size 50 m
Time step 0.008 s
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the pressure dependence of yielding.
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wave propagation in the presence of a nontrivial surface
topography and heterogeneous velocity structure [Ma et al.,
2007, 2008b]. The code uses eight‐node hexahedral elements
with a one‐point integration and hourglass control schemes to
suppress the instability associated with the reduced integra-
tion. The one‐point integration scheme combines the flexi-
bility of the finite element method with the efficiency of
the finite difference method and is very efficient in handling
material nonlinearities, such as the Drucker‐Prager yield
criterion used in this paper. The finite element scheme is
described in detail in the Appendicxes ofMa and Liu [2006].
We show the implementation of the Drucker‐Prager yield

criterion in Appendix A, which is a straightforward exten-
sion of the scheme of Andrews [2005] in 2‐D.
[19] In the simulations we allow the material to yield

whenever the yield criterion is met. We define a scalar
quantity h to evaluate the accumulated inelastic strain due to
yielding, which is given by
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strain components have constant ratios as they change with
time, which is not the case in these calculations near the Earth’s
surface. The quantity h is a better measure of the inelastic
deformation due to yielding because it cannot decrease with
time. The quantity "p can decrease with time near the surface.
In our implementation we assume no irrecoverable volumetric
strain (see Appendix A), so d"kk

p = 0 in equation (2).
[20] We use three rock cohesion values (0, 5, and

10 MPa), spanning the range from soil to weak rock, to
examine the effect of cohesion on off‐fault yielding. We
also carry out an elastic simulation that corresponds to infinite
rock cohesion. For simplicity, the cohesion is assumed to be
homogeneous in the medium. We assume tan’ = 0.75, which
is larger than the static frictional coefficient (0.6), so that the
fault represents a plane of weakness.
[21] The computation domain is 50 km (perpendicular to

strike) × 60 km (along strike) × 25 km (along depth). We
discretize it with a uniform mesh of 50 m eight‐node cubic
elements, resulting in 600 million elements. The element
size is small enough to resolve the dynamic rupture on the
fault in our calculation. An absorbing boundary condition
[Lysmer and Kuhlemeyer, 1969] is applied on all the
boundaries except the free surface, to minimize spurious
wave reflections. The time step is 0.008 s. We calculate the
rupture and wave propagation for 6 s. The calculation
parameters are summarized in Table 1.

4. Results

4.1. Results for Cohesionless Material
[22] For cohesionless material (c = 0) the yield stress

depends on the confining pressure only (see equation (1)).

Figure 4. Yield surface of the Drucker‐Prager yield crite-
rion. The yield surface shrinks as the mean normal stress
decreases, representing pressure‐dependent yielding, simi-
lar to the Mohr‐Coulomb yield surface. In the cross section
perpendicular to the space diagonal the Druker‐Prager yield
surface is a circle, while the Mohr‐Coulomb yield surface
is an irregular hexagon. The smoothness of the Drucker‐
Prager yield surface allows easy numerical implementations.

Table 1. Calculation Parameters

Parameter Value

Density r = 2670 kg/m3

P wave velocity a = 6000 m/s
S wave velocity b = 3464 m/s
Static frictional coefficient ms = 0.6
Dynamic frictional coefficient md = 0.3
Slip‐weakening distance Dc = 0.4 m
S parameter 2.0
Cohesion c = 0, 5, and 10 MPa and ∞
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Element size 50 m
Time step 0.008 s
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Extra parameters for elasto-plastic simulation: 
» initial stress field 𝜏 
» fluid pressure Pf 
» friction angle φ 
» cohesion c



Return map algorithm in AWP-ODC FD code

» Drucker-Prager (DP) plasticity implemented in wave propagation 
and dynamic rupture mode!

» verified using SCEC/USGS rupture code verification project!
» plastic yielding requires extra communication (swapping of shear 

stresses before and after invoking DP subroutines)!
» DP-plasticity adds ~25% extra CPU hours (compared to 

viscoelastic run)!
» scalability tested on 4,000 CPU cores

AWP-ODC CPU

Current development status of plasticity in AWP-ODC code



Return map algorithm in AWP-ODC FD code

» Drucker-Prager (DP) plasticity implemented in wave propagation 
and dynamic rupture mode!

» verified using SCEC/USGS rupture code verification project!
» plastic yielding requires extra communication (swapping of shear 

stresses before and after invoking DP subroutines)!
» DP-plasticity adds ~25% extra CPU hours (compared to 

viscoelastic run)!
» scalability tested on 4,000 CPU cores

AWP-ODC CPU

AWP-ODC GPU

Current development status of plasticity in AWP-ODC code

» Drucker-Prager (DP) plasticity implemented (only wave 
propagation available)!

» verified against AWP-ODC CPU!
» ghost cells increased from 4 to 8 layers (no extra communication 

required)!
» computational cost of DP-plasticity depends on dimensions of 

subdomain (+10% for ShakeOut-D) !
» scalability unaffected by DP computations (10,000+ GPUs)
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Motivation!
» Waveguide amplification could cause damaging long-period ground motion in LAB!
» Evidence for waveguide from both numerical simulations and virtual earthquakes derived from 

ambient noise (Denolle et al., 2014)!
» Previous simulations assumed a linear stress-strain relationship in crustal and sedimentary rocks!
» Amplifications predicted from ambient noise are also inherently linear !
» However, nonlinear material behavior may occur near the source (off-fault plasticity), along the path 

and at the site !
» We study effect of nonlinearity by simulating ShakeOut earthquake scenarios for a medium governed 

by Drucker-Prager elastoplasticity 

the 5-m-slip (upper-right panel in Fig. 21) is significantly
reduced by the LVFZ. The previously described difference
in the effect of the LVFZ on ground velocity at the site in
the 15-m-slip and 5-m-slip cases may be related to difference
in efficiency of seismic radiation to the site with the presence
of the LVFZ. In the 15-m-slip case, rupture is supershear and
seismic radiation to the site is very efficient, thus the LVFZ
essentially has no effect. On the other hand, rupture is
sub-Rayleigh in the 5-m-slip case, and the LVFZ traps some
seismic energy, resulting in a lower efficiency in seismic
radiation to the site and reduced earlier peaks in ground
velocity.

When both the 100-m wide LVFZ and the kink of the
SCF at !1 km depth are present in the model KNWFZ,
increase in PGV due to the shallower dip found earlier
(see Non-Planar Fault Geometry: Shallower Dip(s) at Depth
section) only manifests in the horizontal component of the
elastic calculation in the 15-m-slip case. Therefore, the
PGV increases that were due to the shallower dip we saw

in the section Non-Planar Fault Geometry: Shallower Dip
(s) at Depth appear to be moderated by the presence of the
LVFZ. In particular, in the 5-m-slip case (with sub-Rayleigh
rupture), ground motion at the site is essentially dominated
by the LVFZ effect, as evidenced by similarity in ground
motion between PLWFZ and KNWFZ (Fig. 21).

Discussion

In this section, we first summarize PGV and physical
limit estimates from our simulations. Then we discuss appli-
cation of our results to capping the ground motion at the
repository site. Finally, we more generally discuss the inelas-
tic strain distribution due to normal faulting within an inho-
mogeneous medium.

PGV at the Site and Physical Limits

Taking the work of AN07 as the point of departure, we
have explored the sensitivity of ground motion at the Yucca
Mountain site to uncertainties in pore-pressure behavior, the
seismogenic depth, fault geometry (i.e., dip at depth), rock
strength, and fault zone structure. Because our goal was to
assess physical limits (as opposed to predicting likely ground-
motion levels), this explorationwas done for scenarios that are
extreme in two different senses—15-m-slip scenarios that
represent near-total stress release, and 5-m-slip scenarios that
represent maximum single-event observed surface slip in the
Basin and Range Province. We found that, in large-slip sce-
narios, PGVs are sensitive to fault geometry at depth and
cohesive strength of shallow units, while they are relatively
insensitive to time-dependent pore-pressure changes (repre-
sented through a nonzero Skempton’s poroelastic coefficient),
the seismogenic depth, and fault zone structure.

Values of PGV from various simulations, as a function of
surface fault slip, are summarized in Figure 22, where dashed
lines represent the envelopes of PGV estimates with off-fault
yielding. With the cohesion values in Table 2, a bounding
PGVof about 4:78 m=s exists for near-total stress-drop events
(the 15-m-slip case), and the bounding PGV is about
3:48 m=s for the events with reduced stress drop (the
5-m-slip case). The former are supershear rupture-velocity
events (which here tend to maximize vertical PGV), while
the latter set includes sub-Rayleigh rupture-velocity events
(which tend to maximize horizontal PGV). With doubled
cohesion values for shallow units (points labeled DC), the
PGV bound for near-total stress-drop events increases with
surface slip (though with a slope much reduced relative to
corresponding elastic calculations).

Corresponding results for spectral acceleration, SA (the
pseudoacceleration response spectrum), are shown in
Figure 23. The effect of finite material strength is clearly
period-dependent; the 3-s SA limits are not reduced by plas-
tic yielding (relative to the elastic estimates), nor are longer
period values (not shown), whereas shorter-period SA values
are reduced by an amount that depends upon cohesive

Figure 17. Plastic strain distribution from the model KNWOFZ
in the cases of (a) 5-m-slip and (b) 15-m-slip, and (c) final fault slip
from PLWOFZ, KNWOFZ, and KN2WOFZ with elastic off-fault
response in the 5-m-slipcase. Given the same depth profile of initial
stress distribution, shallower dips of the SCF at depth result in long-
er ruptured fault lengths and thus larger fault slips. Shallower dips
also result in more extensive plastic yielding.

Sensitivity Study of Physical Limits on Ground Motion at Yucca Mountain 3013

Duan & Day (2010)

Off-fault plasticity Nonlinear soil behavior Nonlinear attenuation of!
surface waves

Sleep & Erickson (2014)

ShakeOut Scenario w/ Plasticity



Initial stress model A

self-organized manner. The corresponding orientation is
essentially the same (63 ± 10!) if only those data within
5 km of the fault trace are considered (34 data points). Such
high b angles are not compatible with Andersonian faulting
theory based on Byerlee friction and hydrostatic fluid
pressures; rather, they support the contention that the
SAF is subject to a significant component of fault-normal
compression and therefore slips at low shear/normal stress
ratios. The average shear and effective normal tractions on
planes parallel to the SAF in southern California are
estimated to be !50 MPa and 150 MPa, and !30 MPa
and 170 MPa, for angles of 61! and 75!, respectively: these
correspond to effective friction coefficients of !0.2–0.3.

4. Discussion and Summary

[9] The stress data reveal that strike-slip displacement
along the SAF and subsidiary structures occurs at an angle
of approximately 68! to the axis of maximum horizontal
compression in southern California, and as high as 85! in
central California. In situ stress data and dynamical model-
ing results from southern and central California exhibit
very good agreement in terms of principal tectonic stress
directions.
[10] In modeling the contributions of lithospheric buoy-

ancy and internal plate deformation to the horizontal devia-

toric stress field, Flesch et al. [2000] made no attempt to
match in situ stress data, but the agreement between their
computational results and the observed stress directions at
regional scales is very good throughout most of California.
At distances greater than 10 km from the SAF fault trace,
the average discrepancy between the SHmax directions
determined from borehole or earthquake data and Flesch
et al.’s results is 8!, with the latter being rotated slightly
clockwise with respect to the observed stress directions.
Nevertheless, it should be noted that there are several areas
where the discrepancy is particularly marked. The majority
of the locations with high discrepancies are located in one of
three distinct clusters: the Big Bend region near (241.0!E,
34.8!N), north of the Garlock fault at (241.5!E, 35.4!N),
and near San Bernadino at (242.3!E, 34.2!N). The Big
Bend and San Bernadino ‘‘knots’’ both coincide with
appreciable, localized bends in the strike of the SAF’s
surface trace; the San Bernadino cluster also corresponds
to the southernmost rupture of the 1857 Fort Tejon earth-
quake [Jones, 1988]. The Garlock cluster is at the east end
of the source region of the 1952 Kern County earthquake
(M7.8), which has been previously interpreted to have
substantially affected the local stress field [Castillo and
Zoback, 1995].
[11] The fact that the angle between SHmax and the SAF

remains approximately constant over a 400 km distance in

Figure 2. Orientation of the axis of maximum horizontal compression (SHmax) in southern California. Plain lines indicate
SHmax data from earthquake focal mechanism inversions; all other symbols are the same as in Figure 1. The inset
summarizes the angle between SHmax and the local fault strike at points within 10 km of the SAF. EMSZ—Eastern Mojave
Shear Zone.
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holes at various distances from the San Andreas in the Mojave block north-

west of Cajon Pass (McGarr et al., 1982). Those measurements, to a depth

of 0.85 km, show stresses increasing linearly with depth at a rate consistent

with a friction coefficient of µ = 0.45 or higher. This stress gradient is thus

consistent with a gouge-filled fault (Morrow et al., 1992), but if extrapolated

would predict a crustal-average shear stress of 56 MPa, several times larger

than allowed by the heat-flow argument. Hickman et al. (1988) and Stock

and Healy (1988), citing conflicting stress orientations between most bore-

holes in the Mojave and one measurement at the Black Butte borehole and

those at Cajon Pass, argued that stress orientations in the Mojave were too

variable to justify the extrapolation of McGarr et al. (1982). Because the Ca-

jon Pass stress orientations have subsequently been shown to be a local ef-

fect (Scholz and Saucier, 1993), they should not be compared with the other

Mojave measurements, which considerably weakens this latter argument.

Thus the magnitudes of stresses obtained from borehole measurements

are either inconclusive regarding San Andreas strength (Cajon Pass) or indi-

cate a high-strength San Andreas (Mojave), or are also inconclusive there.

Stress Orientations

The often-cited result that σ
1 

is nearly normal to the San Andreas is

from Mount and Suppe (1987; also cited in Zoback et al., 1987). They

pointed out that near the San Andreas in central California, a series of active

anticlines have fold axes that are nearly parallel to the San Andreas fault.

Breakouts in boreholes within these folds indicate σ
1

directions normal to

the fold axes and hence about 85° from the San Andreas fault. Earthquakes

occur on blind thrusts within these folds with slip vectors normal to the fold

axes (Ekstrom et al., 1992). Mount and Suppe assumed that these folds were

formed in their present orientations and thus that the fold axes, breakouts,

and earthquake mechanisms were indicators of the regional σ
1 
direction, im-

plying that Ψ = 85°, which would indicate that not only is the San Andreas

fault very weak, but that it also must possess a very low friction coefficient,

µ = 0.1 (Lachenbruch and Sass, 1992). This is the stress evidence that most

conclusively supports the weak-fault hypothesis.

Miller (1998) has now shown that the Mount and Suppe (1987) as-

sumption is incorrect. From paleomagnetic and other data he showed that

since these folds first formed, they have rotated, by distributed shear,

25°–30° in a clockwise direction. They thus were initiated in a wrench tec-

tonics configuration consistent with the Anderson-Byerlee framework. The

folds, as structures, are weaker than the surrounding rock and they continue

to be active even after rotating away from their optimum orientation in the

stress field that initiated them. The stresses within the folds, i.e., compres-

sion normal to the fold axes, are thus likely to be stresses induced by the

folding, and not indicators of the regional stress direction. This conclusion

is confirmed by stress directions from inversions of earthquake focal mech-

anisms in the same area (Hardebeck and Hauksson, 1999). Hardebeck and

Hauksson found that only within the folds is σ
1

near fault normal: farther

from the fault than the folds,Ψ ≈ 60°; and closer in,Ψ ≈ 50°.

This entire area of central California is typified by strain partitioning, in

which the fault-normal component of plate motion is taken up by thrusting,

uplift, and folding in close proximity to the San Andreas, which accommo-

dates the transverse component (Page et al.,1998). In such a region, stress di-

rections are likely to be spacially quite variable. For example, Oppenheimer

et al. (1988) showed that active thrusting occurs within 5 km of the strike-slip

Calaveras fault in the southern San Francisco Bay area. Inverting focal-

mechanism data from both sources, as well as from other nearby strike-slip

faults of other orientations, Oppenheimer et al. concluded that Ψwas in the

range 63°–80°. This spread is too wide to be diagnostic for the purposes of

this paper, but points out the possibility that the stress directions may vary

within their sampling area, which would violate the underlying premise of

their inversion. In the next example, such rapid variations of stress direction

will be demonstrated.

Hardebeck and Hauksson (1999) systematically inverted focal-mecha-

nism data over much of southern California. They found variable σ
1

direc-

tions that commonly fluctuate over short distances. They had one systematic

finding: everywhere within 20 km of the San Andreas or one of its major

strands,σ
1

was observed to rotate to a smaller angle with the fault. Just adja-

cent to the fault,Ψwas always in the range 30°–60°. The example in Figure 1

is their Fort Tejon profile, which crosses the fault from southwest to north-

east in the “big bend” section of the San Andreas. In the southwestern part of

this profile, Ψ ≈ 90° and is associated with thrust faulting such as the 1971

San Fernando and 1994 Northridge earthquakes. However, within 20 km of

the San Andreas, theσ
1

direction rotates towards the fault, with Ψ ≈ 40° in its

immediate vicinity.

This stress rotation is exactly as predicted by the strong-fault hypoth-

esis and just the opposite of what would be expected from the weak-fault

hypothesis. For σ
1

to rotate toward the fault in this manner means that the

shear stress on the San Andreas must be of a magnitude comparable to all

other horizontal stresses in the system, i.e., the San Andreas cannot be weak.

ESTIMATE OF THE SHEAR STRESS ON THE SAN ANDREAS

FAULT

Hardebeck and Hauksson (1999) made an attempt to interpret their data

in accord with the weak-fault hypothesis. Rice (1992) proposed a weak-fault

model in which the fault contains a narrow Coulomb plastic core that is very

impermeable, hence can support pore pressures significantly exceeding litho-

static and thus be weak while preventing hydrofracture in the adjacent rock.

Within such a Coulomb plastic core, stress will be rotated, owing to its rheol-

ogy, to 45° to the fault strike (cf. Byerlee and Savage, 1992). Hardebeck and

Hauksson proposed that this is the mechanism of the stress rotation that they

observed, which requires that the weak fault core be 30 km wide.

The observed cataclasite fault core, however, has a width of the order of

10–100 m (Chester et al., 1993). This model is also repudiated by the Cajon

Pass stress measurements, which showed that the crust is strong just 4 km

from the San Andreas fault (Zoback and Healy,1992). Furthermore, the Rice

model cannot apply to a wide weak zone. As was explicitly stated by Rice

(1992), the weak zone must be very narrow with respect to any deforming re-

gion. This requirement exists because it is only in that case that the weak

zone can still be prescribed to deform only in the right-lateral, fault-parallel

sense. In a case such as that shown in Figure 1, where there is thrust faulting

in the adjacent crust, there must be very large normal stresses applied to the

fault. If the fault contained a 30-km-wide weak core, it would simply col-

lapse by thrusting.

There must be very high pressures within the weak fault core to bal-

ance those high imposed normal stresses. To maintain this pressure (and

prevent the fault core from being extruded), it must be in equilibrium with

opposed vertical shear stresses (J. R. Rice, 1999, written commun.). These

shears can only be small if the weak zone is narrow. Rice’s (1999, written

commun.) estimate of their magnitude indicates that for a “weak” zone

10 km wide, there must be a vertical shear with a magnitude of 150 Mpa—

which contradicts the notion of the core being weak.

This mechanism for the stress rotation may thus be confidently re-

jected. Here I adopt a more conventional model. For the profile shown in

Figure 1, the San Andreas is highly oblique to the plate motion direction. A

simple model for such a transpressional plate boundary is shown in Fig-
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Figure 1. Angle Ψ between maximum horizontal stress and San Andreas
fault on profile extending from southwest to northeast across western
part of “big bend” section of San Andreas fault. Data from Hardebeck
and Hauksson (1999; with permission).

 on March 3, 2010geology.gsapubs.orgDownloaded from 

Scholz (2000)

ShakeOut Scenario w/ Plasticity
Definition of initial stress field
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ShakeOut-D w/ plasticity (source g3d7, cohesion model 3, initial stress model A)
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Viscoelastic

ShakeOut Scenario w/ Plasticity
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Sensitivity to Initial Stress Field
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Conclusions
» We have implemented damage rheology based on the Drucker-Prager yield condition into the 

highly scalable 3D finite difference code AWP-ODC!
» The method has been verified against independent finite element / finite difference codes in the 

framework of the SCEC/USGS Spontaneous Rupture Code Verification Project!
» Computational cost of modeling plasticity varies between +10% (GPU version) to +25% (CPU 

version)!
» We employ the AWP-ODC code to simulate the ShakeOut earthquake scenario for a medium 

governed by DP-plasticity!
» Nonlinear material behavior could reduce the earlier predictions of large long-period ground 

motions in the Los Angeles basin (LAB) by 20 - 60% as compared to viscoelastic solutions. !
» These reductions are primarily due to yielding near the fault, although yielding may also occur in 

the shallow low-velocity deposits of the LAB if cohesions are close to zero.!
» While the amount of reduction is sensitive to the choice of initial stress field and rock strength, the 

reductions are significant even for conservative estimates.!
» Current simulations assuming a linear response of rocks may overpredict ground motions during 

future large earthquakes on the southern San Andreas Fault.!
» Future simulations should explore effect of near-surface nonlinearity at higher frequencies


