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Collaborative Workbench (CWB)

to Accelerate Science Algorithm Development:

Sharing Knowledge is at the heart of science, yet it is challenging for

researchers to effectively share information and tools
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Significance of Collaborative
Workbench (CWB)

= Earth Science is a science for “system of systems.”

= Earth scientists are required to collaborate outside of their
traditional focus areas.
= Collaborations are increasingly geographically distributed
across nations and time zones.

= GPM (and TRMM) is a prime example.

= We need to accommodate various modes of collaboration, in
order for it to be effective.

= Collaboration needs to be made easy so scientists can focus
on science, rather than learning collaboration tools.
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Outline

= CWB core components

= Logging on to CWB infrastructure.

= Creating experiments and workflows.

= Collaborating asynchronously.

= Collaborating synchronously.

= AES Integration

= NEOSS3 Integration — Creating NEOSS3 jobs

= NEOSS3 Integration — Obtaining NEOS? input and output
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Logging On

= CWB seamlessly integrates your local compute resources with
those in Cloud.

= A CWB server keeps track of collaboration group membership and Cloud
resources, so an account (and logging on) is required.

= An experiment is composed of one or more workflows.
= A workflow is a sequence of one or more programs (applications),
which are executed in order to accomplish a specific task.
= Three (3) “workspaces”
= Shared Experiments: Experiments shared by others
= My Experiments: My personal workspace

= Other Experiments: Experiments created by others but no workflow has
been shared.
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Logging On

FAVORITES

=L All My Files

’f;‘ AirDrop artifacts.xml
» [ configuration
#\ Applications
[..) Desktop & p2
[} Documents » [ plugins

%3 Dropbox

© Downloads
£3 uRil
=1 Movies

J7 Music

(&) Pictures
TAGS
© Red
Orange
Yellow 21 Macintosh HD » (] Users » 4 mmaskey » (i Desktop » (] userl » (] cwb » C cwb
1 of 6 selected, 240.7 GB available
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Creating Experiments and
Workflows

= Code and data can be dragged and dropped into CWB
personal workspace.

= Code may be executed either locally or in Cloud.

= Users can choose different Cloud instances (different
software configurations, e.g. different IDL versions).
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Creating Experiments and
orkflows

Collaborative Workbench - /Users/mmaskey/Desktop/userl/cwb/cwb.app/Contents/MacOS/workspace - userl [userl@abc.com]

#h Search 82 =0

Search

hared Experiments 83 & =0

» ¥ neosl

8 My Experiments 82

» & neos1

R New
Copy

Add Experiment

Program Uist %\ Contacts | .| EC2 AMI View | () EC2 Instance View | & Console 2

No consoles to display at this time.

Other Experiment:
Workflow

a0gs-demo
myexpl
shree-experiment
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Collaborating Asynchronously

= Members of the same group can execute shared
experiments and workflows at their own convenience.
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Collaborating Asynchronously

/Users/mmaskey/Desktop/userl/cwb/cwb.app/Contents/MacOS/workspace - userl [userl@abc.com)]

Experiment mar_bells_surface.pro &2

PRO mar_bells_surface
Search

; FYI
PRINT, 'Inside PRO MarBellsSurface'
s =
> Shared Experiments 23 L 8 ; Define the elevation data to use.
- RESTORE, 'marbells.dat'
neos1

; Display the elevation surface in a buffer instead of a window.
s = SURFACE(C elev, /BUFFER §

, TITLE = 'Maroon Bells Elevation Data' )

; Overlay the contour data on the elevation surface.
c = CONTOUR( elev §$
, N_LEVELS = 15 §
, /ZVALUE $
, PLANAR -~ @ §
, /BUFFER §
8 My Experiments 2 , /OVERPLOT )
v @ a0gs-kuo - persona ; Save an image.
¥ & myjgos s.Save, 'marbells.jpg', BORDER=10, RESOLUTION-300, /TRANSPARENT
[E) mar_bells_surface.pro
marbells.dat
& marbells.jpg
» & neos1

END

== Program List %\ Contacts EC2 AMI View EC2 Instance View | & Console &3
No consoles to display at this time.

9 Other Experiments 23
9 a0gs-demo
0 myexpl
9 shree-experiment
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Collaborating Synchronously

= Often asynchronous collaboration is inadequate and
synchronous collaboration is required.

= Users need to sign into CWB and connect with an XMPP
server (provided by CWB infrastructure).

= XMPP: eXtensive Messaging and Presence Protocol

= Once connected, multiple users in the same group can chat
and share in real time.

= Two (2) members at a time can engage in collaborative
programming.
= In the upcoming clip, user1 is on the left and user2 on the right.
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1/cwb/cwb.z

i Search &2 Experiment mar_bells_surface.pro &2

F— PRO mar_bells_surface

Search |

; FYI
PRINT, 'Inside PRO MarBellsSurface' -
S Shared Experiments &3

; Define the elevation data to use. =
vim RESTORE, 'marbells.dat’
a0gs-kuo

; Display the elevation surface in a buffer instead of a wi
s = SURFACE( elev, /BUFFER $ Q
, TITLE = 'Maroon Bells Elevation Data' )

; Overlay the contour data on the elevation surface. user2
¢ = CONTOURC elev $
, N_LEVELS = 15 §
, /ZVALUE $
, PLANAR -~ @ §
, /BUFFER §
8 My Experiments 52 , /OVERPLOT ) i
v & a0gs-kuo - Personal s ; Save an image.
V(& myaogs s.Save, 'marbells.jpg', BORDER-10, RESOLUTION-300, /TRANSPA
[2 mar_bells_surface.pro
marbells.dat END
& marbells.jpg
» & neos1 - pe Sandbox

|| Progra... %\ Contacts EC2 AM... EC2 Inst... | & Console &3

- =0
Other Experiments 23 No consoles to display at this time.

9 a0gs-demo
9 myexpl
0 shree-experiment

:l
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Starting CWB

Authentication and
authorization handled
by CWB

Username RxR

I
UAH SciDB Server

SciDB

Password

Server
SciDB 2

N Point to the
Ml appropriate HPC End

Copyright: ITSC, University of Alabama in Huntsville P =
oint

Login Cancel
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e O 0O Collaborative Workbench - /Users/rramacha/cwb.workspace - RxR [rahul.ramachandran@nasa.gov] %
Q Quick Access
£8 Search &3 = B8 Experiment [F] AES_Client 2 | [P] AES_OnsetDate g
Search Workflows Search |
N ) ks = H
¢ Shared Experiments &3 - U import os
» ¥ a0gs-kuo import httplib
» il giovanni-experiment from AES_Parameters import AES_Parameters
» 8 Ivnnestrial from AES_GeoArray import AES_GeoArray
- ynnestr from AES_WebClient import AES_WebClient
P-neosl ) from AES_Contour import AES_Contour
> 0 shree-experiment from AES_PlotLayout import AES_PlotLayout
glTypeface = "/Library/Fonts/Courier New Bold.ttf"
) s Y= 0O
a My Experiments 23 = =
v n somali-jet - Personal Sa cbwy
¥ (= somalijetdetection
» (= Somali_F8_1990
[F) AES_Client.py glSomaliParams = AES_Parameters()
E]AES-OnsetDate glSomaliParams.mDataSet = "nil”
) - Y glSomaliParams.mStartYear = 1996
glSomaliParams.mStartMonth = 5
glSomaliParams.mStartDay = 1
glSomaliParams.mEndYear = 1996
glSomaliParams.mEndMonth = S
glSomaliParams.mEndDay = 1
=g Q Program List ‘.'"fw Contacts | . | EC2 AMI View | EC2 Instance View E Console &2 il g

" Other Experiments &3

7 ajinkya-experimentl
" ak-experimentl

7 akulkarni-ex2

7" aogs-demo

" aogs-kuo

7 erwalter-trial

7 giovanni-experiment
" lynnestrial

T myexpl

" neosl

"% rahul-cmac

0 items selected

No consoles to display at this time.



4. Never

) Experiment [F) AES_Client 52 | [F] AES_OnsetDate X
— get trai
5. Be Pe
client = AES_WebClient() Undo 7 not a sg
emt o Revert File 6. '—‘:“{'
client.Connec . input. Le
Save ##S 7. Focus
. things d
subsetld = GenerateSubset(client, sat, year, month, day) Open With > 8. Don't
if (subsetId is None): Show In XEW » herd is
return False 9. Deal |
Cut FEX person i
jectId lient.ProjectQ (subsetld, “wind") Copy . f;hesres.H
projec = client.ProjectQuery(subse , "Win - ) L
if (projectld is None): 5= Copy Context Qualified Name otherwi
return False Paste Y
print "SomalilJet - Generated Project Array " + projectld
Quick Fix #1
: ; : Shift Right
npArray = client.GetSlice(projectld, 9) Shift Left
if (npArray is None): ) e
print "Error: Could not get data for " + projectld
return False DebuQ As >
Run As > 1 Python Run
Team > it—
dataArray = AES_GeoArray() Compare With > e\’ 2 Python LIRS test
dataA InitF N A A -
ataArray.InitFromNumpyArray(npArray) Replace With > Run Conﬁguratlons...
PyDev >

e ) Add Experiment
if (month == 6): p

mstr = “June”

Properties

* Execute optimized data parallel Run my script from CWB
queries on a remote HPC

* Integrate local data processing
and analysis seamlessly




a My Experiments &3

v n somali-jet - Personal Sandbox
¥ (= somalijetdetection
¥ (= Somali_F8_1990

# onset_1990_05_01.png S aved N
# onset_1990_05_02.png .

# onset_1990_05_03.png erime nt”
# onset_1990_05_04.png

# onset_1990_05_05.png ce
# onset_1990_05_06.png

# onset_1990_05_07.png

# nnser 19490 05 0R.nna
e 00 Collaborative Workbench - /Users/rramacha/cwb.workspace - RxR [rahul.ramachandran@nasa.gov]
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£8 Search &3 = 08 | Experiment [P] AES_Client [F) AES_OnsetDate # onset_1990_05_01.png # onset_1990_05_30.png &2

= =

Search V 0 (Searen ] || 2. =

™ Shared Experiments 23

> % aogs-kuo

b 7 giovanni-experiment
P % lynnestrial

P neosl

b % shree-experiment

B My Experiments 23

# onset_1990_05_22.png
# onset_1990_05_23.png
# onset_1990_05_24.png
# onset_1990_05_25.png
# onset_1990_05_26.png
# onset_1990_05_27.png
# onset_1990_05_28.png
# onset_1990_05_29.png
# onset_1990_05_30.png
[] Statistics.txt

# wind 1990 05 01.nna

Size (kb): 36.975 Depth: 32 1330 x 860 Name: onset_1990_05_30.png

[=) Program List | % Contacts | .| EC2 AMI View | () EC2 Instance View | = Console 82

- ) B
Other Experiments 83 No consoles to display at this time.

7 ajinkya-experimentl
7 ak-experimentl

% akulkarni-ex2

" aogs-demo

" aogs-kuo

% erwalter-trial

"% giovanni-experiment
"% lynnestrial

T myexpl

" neosl

B9 rahul-cmac



800 ive Workbench - /U: - RxR [rahul.

QQuick Access
#8 Search 52 = B experiment | ) AEs_Client 32 | [7) AES_OnsetDate

Search Workflows “Search

3 Shared Experiments 5 0O ot os

» 9 a0gs-kuo import_httplib

» 89 giovanni-experiment fron AES_Paraneters inport AES_Parameters

e ‘ From AES_GeoArray import AES_GeoArray
fynnestrial from AES_WebClient import AES_WebClient

> Sneost fron AES_Contour Snport AES_Contoar HPC Symposium’ Trieste, Italy

» 9 shree-experiment from AES_PlotLayout import AES_PlotLayout

glTypeface = "/Library/Fonts/Courier New Bold.ttf"
& My Experiments 53

v @ somali-jet - Personal Sandbox
¥ (= somalijerdetection
» (> Somali_F8_1990
EAB,C\-}"CW glSomaliParams = AES_| Paramcters()
glSomaliParams.mDataSet =
glSomaliParams.mStartYear = JQQS
glSomaliParams.mStartMonth =
g15omaliParans . mStartbay - 1

7] AES_OnsetDate.py

glSomaliParams.mEndYear = 1996
glSomaliParams.mEndMonth = 5
g1SomaliParams.mEndDay = 1
[2) Program List | 4} Contac £C2 AMI View | EC2 Inflance Villw | & Console 53

- xperi g
Other Experiments 3¢ No consoles to display at thil L.
9 ajinkya-experiment

9 ak-experiment1
9 akulkarni-ex2
% a0gs-demo

9 aogs-kuo

ng the script

Iynnestrial

o myexpl
% neos1 N
9 rahul-emac

0 items selected

>

Q Program List i Contacts | .| EC2 AMI Vi EC2 Instance View | £l Console 2

PyDev Console [0]
help(AES_WebClient)
Help on class AES_WebClient in mo ebClient:

class AES_WebClient
| Methods defined here:

AddLastError(self, msg)
ArithmeticQuery(self, expr, result)
AttributeQuery(self, aname)
CatalogQuery(self)
CheckConnection(self)

Connect(self)

Createloin(self, alist)
CreateQuery(self, name, xsize, ysize)
DeleteQuery(self, dataset)
ExecuteQuery(self, query)
GetArrayNames(self, expr)

GetBounds(self, aname, minval, maxval)

CAalNalaCal a1 0N
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NEOS? Integration
Creating NEOS? Jobs

= NEOS3: NASA Earth Observing System Simulation Suite
= A project PI'ed by Simone Tanelli of JPL and funded by NASA Advanced
Information System Technology (AIST) program.
= Web-based integrated simulator for Earth remote sensing applications.
= Equipped with start-of-the-art modules to enable the realistic simulation of
satellite observables.

= Providing an advanced, sophisticated, and user-friendly simulator package to
be used by both scientists for research-oriented applications and by system
engineers for an instrument design purpose.

= Accessible via a web interface and capable of distributing computationally
intensive tasks to remote servers such as those at the NASA Advanced
Supercomputing (NAS) Division.
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NEOS? Integration
Creating NEOS? Jobs

Collaborative Workbench - /Users/mmaskey/Desktop/userl/cwb/cwb.app/Contents/MacOS/workspace - userl [userl@abc.com]

=0

 Shared Experiments &3

» 0 neos1

8 My Experiments 2

» @ neost

Program List |\ Contacts | . | EC2 AMI View ) EC2 Instance View [ Console 82
No consoles to display at this time.
Other Experiments &3
a0gs-demo

myexpl
shree-experiment
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NEOSS Integration
Obtaining NEOS? Input/Output

= ANEOSS3 job may take hours.

= NEOS3 module polls the server using Job ID until job is
complete.

= Job output can then be retrieved using a function provided in
NEOS? module.
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NEOS? Integration
Obtaining NEOS? Input/Output

8 00 Collaborative Workbench - /Users/mmaskey/Desktop/userl/cwb/cwb.app/Contents/MacOS/workspace - userl [userl@abc.col

8 Search &

marbells Search

> Shared Experiments &3 =

¥ 9 a0gs-kuo
» L userl
» M neos1

8 My Experiments 2
» & 20gs-kuo - Pe
> & myexpl - P
> & neos1 - P

|==) Program List EC2 AMI View EC2 Instance View & Console &3

9 Other Experiments 53

9 a0gs-demo
0 shree-experiment
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Epilogue

= CWB implements automatic versioning (in the background)
by integrating GitHub.

= Similar to GoogleDoc, you can always go back to a previous
version.

= CWB has integrated
= Automated Event Service.

= NASA Earth Observing System Simulator Suite, NEOS3.
= NASA GES DISC Giovanni service.

= CWB is currently in alpha test.
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Experiment(s) of Others
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