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Introduction



Hepatitis C virus (HCV)

Swiss Med Wkly. (2012) 
S.L. Tan editor. Hepatitis C Viruses: Genomes and Molecular Biology. Norfolk (UK): Horizon Bioscience (2006)

Hepatitis C Virus: 
• Flaviviridae virus, cause of hepatitis C in humans. 

• Its (+)-ssRNA encodes for structural and nonstructural (NS) proteins. 

• One of the NS proteins is NS3 Helicase(h)/serine protease.



NS3 HCV
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NS3h HCV: Motor protein member of 
Helicase superfamily II. Important for the 

replication of Hepatitis C Virus.

aAppleby et al. JMB (2011) 
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Overview of the mechanism
Open snapshot

Closed snapshot 
ATP ground state

Closed snapshot 
ATP transition state

PDB

PDB
NS3h

ssRNA



•X-ray snapshots. 

•Single molecule experiments (kinetics). 

•Hydrolysis reaction: ATP, ADP.
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•X-ray snapshots. 

•Single molecule experiments (kinetics). 

•Hydrolysis reaction: ATP, ADP.

Molecular dynamics 
simulations

•Atomistic details of the mechanism?
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Outline

• Computational details. 

• Equilibrium properties (Long Plain MD). 

• Performance issue on bias sampling. 

• Summary.



Computational details

•FF: amber99sb-*ildn-parmbsc0-χOL corrections + 
ATP/ADP + Mga + explicit water(TIP3P). 

•Velocity Rescaling Thermostat, Tref: 300 K. 

•Berendsen Barostat, Pref: 1.0 bar. 

•Protease domain not included. 

•Simulation time: 1 µs x 6 systems

aBest and Hummer. J. Phys. Chem. B. (2009); Lindorff-Larsen et al. Proteins (2010); Banas et al. JCTC (2010); Meagher, 
Redman and Carlson. J. Comp. Chem. (2003); Allnér, Nilsson and Villa. JCTC (2012)

Plain MD set-up



awww.gromacs.org 
bwww.plumed-code.org

Plumed2.0 
pluginb

•Hybrid acceleration, 

•GPU accelerated: Non bonded force calculations. 

•CPU: Bonded and PME electrostatics. 

•Cut-off scheme: Verlet.

GROMACS-4.6.x 
Softwarea

•CPU code. 

•Analysis and enhanced 
sampling (e.g. metadynamics).

http://www.gromacs.org


•Higher parallelization (at > 16 processes): 1/4 of the 
nodes do PME, 3/4 of the nodes do non-bonded (with 
domain decomposition). 

•Lower parallelization (at < 16 processes). 

•With GPU+CPU: 1 GPU per domain. Non-bonded on 
GPU, bonded + PME on CPU. 

•Load balancing: cutoff of non-bonded is adapted on 
relative CPU/GPU load.

Load balancing and PME



Load balancing and PME

PME Coulomb cut-off



•OpenMP multithreading: Exploit multicore machines! 

•Multi-core parallelization, 

•Each domain runs on a separate node 

•Intra-domain particle decomposition with OpenMP 

•OpenMP multithreading faster than MPI-based 
parallelization.

OpenMP



Computational details

System Peptide ssRNA Ligand Mg Na Cl Water Total 
atoms

Apo 6528 179 - - - - - - 70 62 93174 100012

ADP·Mg 6528 179 39 1 70 61 93174 100051

ATP·Mg 6528 179 43 1 70 60 93174 100054

Keeping same protonation 
for all peptides. Total water molecules: 

31058 
Solute far 20 Å from border



Performance and bias sampling



Sampling rare events

• Very long MD simulations (Brute force!) 

• Simulations based on annealing. 

• Simulations based on a priori physical 

knowledge (biased sampling): e.g. 

Metadynamics, Umbrella Sampling, 

etc… 

★ Use of collective variables (CVs)

CV

F

(PLUMED is a plugin implemented to perform bias sampling) 
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Performance and bias sampling

★ Biased sampling: Allows a significant speedup analyzing 
rare events and need good CVs. 

Sometimes CVs are expensive: 

• Steinhardt order parametersa 
• Path/Property mapsb 
• Secondary structure CVsc 
• SPRINTd 
• Sketch mapse 
• DH Energyf

aSteinhardt, Nelson, and Ronchetti, PRB (1983); Trudu, Donadio, and Parrinello, PRL (2006); 
bBranduardi, Gervasio, and Parrinello, JCP (2007); Spiwok and Králová, JCP(2011); 
cPietrucci and Laio, JCTC (2009); dPietrucci and Andreoni, PRL (2011);  
eTribello, Ceriotti, and Parrinello, PNAS (2012); fDo, Carloni, Varani, and Bussi JCTC (2013)



Performance and bias sampling

★ Biased sampling: Allows a significant speedup analyzing 
rare events and need good CVs. 

Sometimes CVs are expensive: 

• Steinhardt order parametersa 
• Path/Property mapsb 
• Secondary structure CVsc 
• SPRINTd 
• Sketch mapse 
• DH Energyf

We need a strategy to speedup!

aSteinhardt, Nelson, and Ronchetti, PRB (1983); Trudu, Donadio, and Parrinello, PRL (2006); 
bBranduardi, Gervasio, and Parrinello, JCP (2007); Spiwok and Králová, JCP(2011); 
cPietrucci and Laio, JCTC (2009); dPietrucci and Andreoni, PRL (2011);  
eTribello, Ceriotti, and Parrinello, PNAS (2012); fDo, Carloni, Varani, and Bussi JCTC (2013)



Multiple time step



Multiple time step
Compute PLUMED forces every n steps:

ttot=tMD+tPL/n

•Forces from PLUMED scaled up by a factor na 

!
•Reversible trajectories

PLMDMD

eA+B ⇡ e
A
2 eBe

A
2

aTuckerman, Berne, and Martyna, JCP (1992); Sexton and Weingarten, Nucl. Phys. B (1992)



Multiple time step

n = 3 we obtain a clear systematic error in the computed landscape. Remarkably, the

calculation with n = 6 leads again to a relatively small error. The particularly bad case of

n = 3 could be related to resonance effects between the biased CV and the internal degrees

of freedom of the system.

Also in this case one can compute the bias effective energy drift for different choices of n.

It is worth noting that two extra contributions have to be included here in order to compute

the effective energy properly, one to take into account the out of equilibrium nature of

metadynamics (see Appendix A) and another one to take into account the change in the cell

volume due to the barostat at every time step (see Appendix B). As it can be appreciated in

Fig. 7, the drift is clearly increasing with n. Moreover, it is clear that simulation with n = 3

and n = 6 exhibit a clear systematic drift. This suggest that effective energy conservation is

a sufficient criterion to assess the integration with our MTS scheme.

This application can be considered as an example of a realistic system. Performance

that can be obtained with this setup are shown in Figure 8. As it can be seen for a highly

expensive CV the performance gain can be large. Notably, the contribution to the total

calculation time of the calculation of the CVs scales inversely with the MTS order n. Even

for n = 2 the gain is significant.
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Figure 6: Free-energy profile as a function of the GDH collective variable (see Eq. 7) as ob-
tained from a well-tempered metadynamics performed on the protein/RNA complex. Results
from different values of the MTS order n are shown.
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the free-energy profile of the NS3 helicase complexed with a single stranded RNA, performing

a short well-tempered metadynamics. We use here as a collective variable the Debye-Huckel

approximation to the electrostatic component of protein/RNA interaction defined as in Ref.23

GDH =
1

kBT ϵw

∑

i∈prot

∑

j∈RNA

qiqj
e−κ|rij|

|rij|
(7)

where ϵw = 80 is water dielectric constant, qi is the charge of atom i, rij is the vector

connecting atoms i and j and 1/κ is the screening length. Here atom indexes i and j

run over the protein and RNA respectively. Although we do not characterize protein/RNA

binding in this application, this is a prototype setup for the study of complexes of charged

molecules (e.g. nucleic acids, charged ligands, etc). All the simulation parameters were

the same as for alanine dipeptide, but simulations were performed in the NPT ensemble

using a Parrinello-Rahman barostat with an isotropic pressure coupling of 1 bar51 and the

AMBER99sb-ILDN*-parmbsc0-χOL corrections force field.52–55 The system was prepared

starting from the crystal structure of the complex between the protein and an ssRNA of 6

nucleotides by Appleby et al.56 (PDB: 3O8C). The simulation box contains 100012 atoms,

and includes 31058 water molecules and NaCl 0.1 M (70 Na+ and 62 Cl- ions).

The biased CV (GDH) was computed using a nominal ionic strength of 0.1M. Protein

and RNA here contain respectively ≈ 6500 and ≈ 180 atoms, so that the cost of evaluating

the CV is relevant. Bias was deposited with a Gaussian width of 0.25 kJ/mol, a bias factor

of 2, an initial Gaussian height of 0.1 kJ/mol and a deposition pace of 0.12 ps. The low value

of the bias factor was chosen to avoid the complex to dissociate resulting in a difficult-to-

converge landscape. We performed well-tempered metadynamics simulations of 3 ns length

testing different values for the multiple time step order (n =1,2,3,6). We notice that it is

very difficult to obtain a converged free-energy landscape with these very short simulations.

However, as it can be seen in Fig. 6, the free-energy landscape obtained after 3 ns is very

consistent across simulations performed with values of n=1 and 2. On the contrary, with
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Metadyn RNA/NS3h 
interaction:

DH Energy as introduced in Do, Carloni, Varani, and Bussi JCTC (2013) 
Ferrarotti, Bottaro, Pérez-Villa, and Bussi, JCTC (2015)



Speed up

Ferrarotti, Bottaro, Pérez-Villa, and Bussi, JCTC (2015)

GROMACS-only speed

PLUMED overhead can be decreased by a factor n 
Even n=2 can be interesting!
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Figure 7: Bias effective energy as a function of time as obtained from a well-tempered
metadynamics simulation biasing the GDH collective variable performed on the protein/RNA
complex. Results for different values of the MTS order n are shown as indicated. Energies
are in kJ/mol.
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Figure 8: Performance measured on the metadynamics calculation on a protein/RNA com-
plex for different multiple time step orders n (squares), estimated on a GPU-based Linux
workstation (CPU: 12 cores Intel E5-2620; GPU: 1 GeForce GTX TITAN). A linear fit is also
shown (dashed line). Both force-field calculation and CV calculation were parallelized on
12 threads using OpenMP. Performance without metadynamics is indicated as a horizontal
dotted line .
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Conclusions II

• Bias enhanced-sampling useful to tackle rare events. 

• When CVs are expensive → Bottleneck in enhanced 

simulations ☹ 

• Multiple time step algorithm: A way to speedup 

simulations when CVs are expensive☺ 

• Splitting integration of biasing forces and physical 
forces.



Summary

•Translocation of NS3 helicase along RNA: Mechanism still not 
very clear (A way to tackle: MD simulations☻) 

•1µs Plain MD, 6 systems. No significant conformational change. 

•Analysis of HB network and contacts between RNA, peptide 
and ligand. 

•GROMACS hybrid parallelization: faster simulations. 

• GPU accelerated non-bonded force calculations!! 

•Multiple time step scheme: Strategy to speedup bias enhanced-
sampling when selected CVs are expensive.
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