Adaptation: Universal Feature common to
biological systems

* Two facets in adaptation

(1)adaptation --- ‘essential variables’ return to the
original values (or within a range around them()
independent of environmental conditions

Cannon’s Homeostasis

( eg. Body temperatures remains within a certain
range) -- (wisdom of the body’) =2 Wiener's feedback,

Keep ‘micro-macro’ consistency—Le Chatelier

(2) Change to a fitter state (higher survivability,
growth) (here focus on the scale <<evolution)



 (1)(2) seemingly contradictory,,, but,,,somehow
both are achieved

» For different time scales
» For different variables
Actually the two are studied rather independently

Dynamical systems view:

(1)Some variables respond and come back to the
original

(2)Some variables change ( switch to a different

attractor, or by bifurcation) so that the ‘fithess’
IS Increased



Model for adaptation
(cf) perfect vs partial adaptation
Koshland,Oosawa ; Asakura-Honda model
‘Homeostasis’ after external change, most
variables return to the original. Just few absorb the
external change
Minimum model (1-degree of freedom)
du/dt=f(u,v;S). dv/dt=g(u,v:S) if u*=indep’t of S
f=S-h(u,v) g= (uv-v) /1 : (eg. h=uv+u)> u*=1
f=S-(u+v). g= (S-v)/t u*=
f=S(1-u)-uv, g=(S-v)/1 u*=1/2
u shows perfect adaptation
- (more realistic models with gene expression,
epigenetic modification, metabolic reaction)
Difference in time scale: fast response, slow
relaxation to come back to the original



A simple example with catalytic reaction

PRL 107, 048301 (2011) PHYSICAL REVIEW LETTERS 22 JULY 2011

Weber’s Law for Biological Responses in Autocatalytic Networks of Chemical Reactions

.y e oy
Masayo Inoue' and Kunihiko Kaneko”

introduced 1n [d]: X + X; — 2X;; the model also includes
(a) the synthesis of X, from an external resource chemical
S as § — X, and (b) the degradation of X, and X,. By
representing the concentrations of the two chemicals as x
and x,; and suitably scaling the time and concentration
variables, we get the rate equation as

dxo/dt = S — xox1; — xg, dxy/dt = (xox; — x1)/7. (1)

on the steady state x, = I, x; =8 — 1 [12]. Accordingto a
linear stability analysis, this state 1s stable when § > 1,
1.e., as long as x7 > 0. It should be noted that x; is inde-
pendent of §. The chemical concentration responds to the



Fast variable changes
initially while slow variable
Is insensitive. Later slow
variable changes , and

I fast variable returns to te
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FIG. 1 (color online). Plot of ratio of maximum response
amplitude A,/A, (ordinate axis) versus 7(abscissa axis). A; =

H
peaki & . o N N _ - -
Xq xo, with the change S — pS;. A2/A; = 1 implies the

independence of the response amplitude from the Sj, value, or

peakl peak2 "y . . B
(xo xo )i X,) obtained by multiplying S p

= - 9 . ” . o

fold from S or S3, respectively, as a function of 7. The
ratio 1s close to unity; 1t 1s independent of the initial S as
long as 7/ ~ 7S, = 100. In a previous study, we

Weber Law: change in Log --basic



Change S from S _0 to pS_0, peak change in x_0
We assume 7 >> 1, which i1s required to ensure a fast
response and slow adaptation. Under the adiabatic limit,

x; changes more slowly than x;, does. During the fast
response of x, to the change in §, x; can be assumed to
remain at the steady-state value under the condition of
S = §y. Then, the peak value of x, i1s obtained from
(dx,/ (If).ro:.‘_gcak = () by fixing the value of x; to S, — 1.

. ~ . . ICAK
A straightforward calculation gives us xj

= p. In a

If timescale T is

Separated the similar way, the peak tlmci freen 1S estimated  trom
n ((1-Y{)/(l’) —~ S - S().\'() ‘dlld [pcn‘ 1\ .(.Ziven by "‘"l/S() [13]

response Is N

= The direct solution of (dxy/dt) = S — Syx is monotonic,

Independent Of the but with inclusion of higher-order term in 1/(7Sy). xq

abSOIUte Value S shows a peak at rPeak,
Fast change is absorbed by slow change (LeChatelier)
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FIG. 2 (color online). Behaviors of an adaptive variable (x;) in
the N = 3 case. Responses corresponding to S = 100 — 200 at
t =0 and § = 200 — 400 at 1 = 40 are shown, respectively.
(Left) 7 = 0.01, 7y = 1, 7, = 10 and (Right) 7y =2, 7y = 1,
7, = |, zoomed in the inset.



* EXp: microarray analysis (gene expression
dynamics) by measuring temporal changes
after change in environmental condition

* Many expressions show perfect or partial
adaptation; timescales to return are distributed

» ‘conservative tendency in a biological system’:
to keep many components at the original level
(probably ‘good’state for survival is rare, so that
the life system tries to keep it)

* |f sow variables regarded as parameters, the
parameters have tendency for adaptation (cf
Ashby’s ultrastability)

 ‘excitable system in a high-dimension?
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Thousands of gene
expression levels
show partial
adaptation

logs (glu_transient)

Figure 7 Steady-state transcriptional pattern is well predicted from the
transient response. The steady-state expression level (average of the two
measurement points in glucose steady state) versus the transient expression
level (4th time point in Figure 1B) for the experiment with 40mM 3AT. The

Pearson correlation between the transient response and steady state is 0.76. The F u rth e r th e re is

slope dewviation from the reference dashed black line represents the avershoot or
common

undershoot in transient expression levels compared to the steady state.
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Microscopic Model > Adaptation to Criticality

Transport of resources is
usually facilitated by
‘transporter’ molecule
(active transport) instead
of passive diffusion

- self-tune the balance
of concentrations of
nutrient and catalytic
chemicals P
adaptive to environment /

(Furusawa,KK, PRL,2012) TRANSPORTER

g ")OO (lf\f’m,’m/j

Mutual Dependency leads to maintenance of reproduc



As long as external resource
concentration is sufficient,
cellular system adapts to a

‘critical’ state
Growth speed (e<resource conc.)
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Layer-mean-field M paths, N components

Layer 0 (resource) 2> L1 2L2-> ...2Lk
catalyst : mean field

dmg/dt = Smji — (M/N)(1 — mg)me — Smimg

dm;/dt = (M/N)((1 —mg)m;—1 — (1 — mg)m;) — Smpm,,
j=1,--- .k, and M = pN indicates the mean number of reaction paths

By setting dmg/dt = 0, we obtain Fy = Sm$ = pmo, Growth rate

dm;/dt = 0, we get m; = m;_;(1 —myg). Thus, we get my = mg(1 — my)F.

S is large, my oc (1 — -mg)k follows:

FD ~ f, 1

- - -— P LY Fo— P - -

at k-th layer obeys mi = mo(1l — m0)*. On the other hand, at each k-th layer, there are
~ (pN)* chemical species. Hence, the ranking of the chemical at k-th layer, denoted by
ri, in the order of abundances increases as 7. ~ (p/N)* when p/N is enough large, and thus
k = log(rr)/log(pN). From these equations, we obtain m(rr) = mo(1 — mg)les7x)/ leelpN)

where m(7r;.) represents the chemical concentration of r,.-th ranked chemical. Thus,

log m;. = log mg — o log(ry.) (S1;



Adaptation dynamics

(Fold Change Detection )

Change in environment (Resource )
Adaptive dynamics (growth speed first changes

and returns to the original
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Fold-change detection:
The adaptive dynamics
depends only on the
ratio of resources before
and after. e.qg., after
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Common High-dimensional Adaptation dynamics
all chemicals show ‘partial’ adaptation
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 |deal-Cell-Model of this version

(1)Optimal growth is achieved

(2)Power Law in abundances (Zipf's law)
(3)Adaptation dynamics of growth rate with FCD
(4)General trend of partial adaptation

just by catalytic reaction network +feedback from
transporter(=enzyme).

Interestingly, (1)-(4) agree well with the observations in
the present cells

(1)-(3) is explained by layer-mean-field theory
Change in enzyme abundances -2 change in

reaction rate > autonomous regulation in time
ccale? (> Next)



* Robustness of Circadian rhythm (period)
(T.S.Hatakeyama and KK, PNAS, 2012)

Circadian rhythm: generated in vitro by just a few
proteins (KAl ABC experiments by Kondo)

A. ~24 hour rhythm (Slow from protein timesclaed
2. Period is insensitive to temperature change

3. But, synchronize with external periodic chang
\ (eg. 24-hr temperature change) j

Response to external change + homeostasis =
Basic problem in biology, common to adaptation



In-vitro reconstruction of circadian
rhythm ( Takao Kondo's group)
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(Ilustrated by David Goodsell)



Temperature Compensation

B-Z reaction
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(Dutt and Muller. J.Phys.Chem. 1993 Nakajima et al,. Science 2005)



Question: reaction rate typically changes with
exp(-E/KT). How can the period be insensitive
to temperature?

Temperature affect to amplitude ( entrainment)
- E #O0

Since the period is ‘long’, large E  would be
expected for some reactions

- Slowness is not explained by smallness of
exp(- E/KT)

System-level compensation?



Core ldea — enzyme limited competition

The reaction rate by enzymatic reaction is given by
r=A exp(-E/kT) A: concentration of free enzyme

(i)rhythm consists of forming a
circuit where abundances circulate

(i) Same enzyme is used by substrates in the circuit
(i) These enzymatic reactions rate-limit the cycle

(iv) increasing T, substrates that bind enzyme
increase with exp(-E/kT), so that

available free enzyme A decreases with exp(E/KT)
Total reactionrate ris independent of temperature



Reaction process
(phosphorylation/dephosphorylation)

Active form
6-mer
k k k

Inactive form

kp = Ap exp(—BEp) kap = Adp eXp(—BEdP)

(Ep > Edp)
Adapted from (van Zon Lubensky, ten Wolde., PNAS 2007)



Model equation ¢ 4= {¢— ¢4
Fast— —equilibrium
= B =, Kap =
Cs—Cs. Co—Cy, Ci—Ci

dCi] _ kplA]
dt K, 1+ [A]

Cint] = 22O + i0biCi] — 8o SO

= kdp([éz—l—l] [O ]) 1, Obz’ [éz] = 5i,Nfz[O

— k 4#;&4“

K; = K”ﬁr m > 1.0).

Al — 14 | | Total enzyme (const)
[Alr = [A] + Z K; + [A] | = Free+ Bound

k, = Ay, exp(—BE),) kap = Agpexp(—BEqg)



Below certain Tc, the period is insensitive to
temperature, but the amplitude is lowered with

lowering temperature
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Below Tc, C. is accumulated, which
leads to shortage of free Kai A enzyme
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At the temperature-compensation region,
phosphorylation is rate-limited < Ep>Edp

At the critical temperature (Tc)

KalA £

OO

@ ©C5 accumulates

<€
O G Below Tc
CaiC Relatively
dephsophorylatmn \ ‘/ / \ slow

Q0 ¢ <—c



Enzyme-limited competition (ELC)

By lowering (increasing) temperature->

Abundances of reacting substrates at the
phosphorylation circuit decrease (increase) -

Abundances of free enzyme (that is not bound
with substrates) increase (decrease)

A\ =
T@Ekp | ' % Af'r'eev




(details)Enzyme-limited competition (ELC)

(1)Flow at phosphorylation

process change with exp(-BER). ... Dlateau
2C o exp(—B(Ep — Eap)) ,, @PBED_ -~
C,,; et ]CdPZé X exp(—ﬁEp) |

(2)When A, Is not sufficient]

due to ELC, available free

enzyme decreases with

exp(BEp) against T/

le-04l " |
Phosphorylation process slows 0 B 4
down at phosphorylation level A A, K |
m ~2, while C5 is accumulated |4 = {7~ =—F — xexp(fE,).

Afree ~ exp(SEp) kpAfree ~ exp(—BE,)exp(BE,) ~ 1



KaiA =
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Generality:The ELC mechanism is confirmed
for much simpler cyclic reaction to lead to
temperature compensation
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Summary of this part
Temperature compensation is achieved by
autonomous change in free enzyme

->No need for balance mechanism by fine
tuning (through evolution)

Enzyme-limited competition (ELC)

-2 0Other robust behavior Enzyme 4R
(e.g., to the change in ATP P\ Qﬂpeﬁtion

concentration) ‘
Substrate 0 °

homeostasis In N\ H

biological system? @



Robustness vs plasticity in
biological clocks

PRL 115, 218101 (2015) PHYSICAL REVIEW LETTERS 20 NOVEMBER 2015

Reciprocity Between Robustness of Period and Plasticity of Phase in Biological Clocks

Tetsuhiro S. Hatakeyama and Kunihiko Kaneko

~

e Robustness WS PhySTcs -

~— 1 T ~A NAAA

Synopsis: Robust Yet Flexible Clocks

November 19, 2015

— Temperature compensation

Atheoretical analysis explains why circadian clocks can be robust but also able to

— Nutrient compensation
* Plasticity

— Temperature-entrainability

— Food-entrainability
— Light/dark-entrainability



Phase Diagram

» Temperature compensated e« No oscillation
* Transition
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As the condition is
relaxed, period
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worse



Entrainability=inverse of time needed
to entrain

0.0 c 1.0

ap

Well temperature-compensated clock shows
high temperature-entrainability



Entrainability=inverse of Reciprocity relationship
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Reciprocity relationship — general. —
compensation needs time

Environmental
changes

/ Free enzyme abundances
Environmental |l———( Compensation
dependent period > factor
compensation needs time (delay),
during which phase is shifted,
Strong compensation

- Low environmental dependence
and large phase shift :
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FIG. 3 (color online). Schemes of the reciprocity between the
robustness of period and plasticity of phase. (a) Schematic
networks of a generic (bio)chemical oscillator exhibiting homeo-
stasis of period. Pointed and flat arrowheads indicate positive and
negative regulation, respectively. Correspondences with a simple
feedforward adaptation motif are represented by green characters
in parentheses. (b) Scheme of limit-cycle orbits with compensa-
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Summary of this part

* Robustness & Plasticity: Two important features in
biological systems

* But they seem to be in opposite direction
(consider a process deepening the potential valley)

e Possible answer:

1) Conjugate variable (eg phase and period),
robustness to one variable ~ plasticity to the
other (reciprocity)

2) Buffer process for adaptation (robustness)
provides the basis for reciprocity

- Generalized?



Q

Consider a model that shows the adaptation in the
sense of robustness (homeostasis), in which most
variables have tendency to return to the original.
Then, examine if there is a ‘plastic’ variable.
Discuss, if possible, relationship between
robustness and plasticity



