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Who am I?

• Dr Japie Greeff
• Deputy Director: School of Computer 

Science & Information Systems NWU
• Optentia Research Unit Program Lead: 

Technology, Capability and Functioning
• Associate of the National Institute of 

Theoretical and Computational Science
• I am a technologist, not a clinician!



Where are we?

• Therapy by Chatbot?
• At this point it is not so much 

about when this shift in 
paradigm is going to happen, 
but rather how big the impact is 
going to be…
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• Cost-effectiveness
• Overcoming barriers 
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Worldwide prevalence 
of disorders

• Data from the WEF from 2019
• Research has shown that the first 

year of Covid-19 brought about a 
25% increase in the number of cases 
of anxiety and depression alone
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History of chatbots in the therapy context



Current levels of 
language model 
capability
• Current state of the art is GPT-4

• Scores 85.5% on MMLU
• 14k problems spanning 57 areas

• Excellent on human tests

• Can process visual information
• Personality steerability (in dev)



Technological advancements 
in other areas

• Although the advancements in language models is huge, other 
advancements in technology also bring new potential

• Physiological data can be automatically obtained through wearables

• Mood tracking can be done in app
• Sleep patterns and food diaries can be integrated

• Chatbots can integrate with existing healthcare infrastructure

• Data science brings a whole new world of possibilities for 
individualized care approaches
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Accessibility of 
chatbot therapy

• Current incarnations offer a high level of personalisation 

• Can integrate and switch between therapy styles easily

• Available 24/7

• Multilingual support for a variety of languages (SA context?)

• Available in areas where social services may not be available easily

• Can integrate with existing healthcare systems as 1st line support

• No need to physically travel to meet with therapist

• Note that online video and text therapy with traditional therapists 
has gained traction and can assist a large number of people when 
combined!
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Cost-effectiveness

• Traditional therapy offers many benefits but the cost can be high

• Chatbot based therapy can in some cases be obtained for free
• Applications that incorporate AI scale well when taken on from an organizational 

perspective when combined with wellness programs
• No need to travel, and with text-based chat minimal data costs
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Overcoming barriers

• When talking to an AI many people experience it as 
a more “anonymous” experience. People may share 
things in this context more easily than in the therapy 
context.

• Interacting with a chatbot does not carry with it the 
same stigma as seeing a therapist (in some cases)

• Chatbots tend to be written in such a way as to not 
judge, making them attractive alternative options to 
human interaction for some people



Which techniques 
seem to work?

• Cognitive Behavioural Therapy

• Dialectical Behaviour Therapy

• Mindfulness

• Acceptance and Commitment Therapy

• Motivational Interviewing

• Supportive Therapy with a supportive, non-
judgmental environment

• Role play

• Self help exercises for immediate 
intervention (Anxiety, anger etc.)

• Etc.



But what are the risks?

• Although there is great potential, at this point in 
time chatbots are not a true replacement for 
professional mental health care just yet.

• There are not sufficient clinical trials that show 
the long term effectiveness and risks, however 
this is an active area of research

• Bias in large language models can be problematic
• Ethics and safety are being explored, but there 

are no standard frameworks (they are being 
developed)

• Ensuring safety and ethical performance of 
models can make discussing some subjects very 
difficult for a chatbot – for example discussing 
sexual assault



End of part 1!

After this point I will dive into some of the technical 
details of these systems

At this point though, are there any questions?

Thank you for your attention so far!



Mental health 
and technology

• Although therapy by chatbot is 
becoming more prevalent, it is by no 
means the only technique that is used to 
support mental health

• In this section we will dive a little deeper 
into the specific technologies that have 
been used and what literature says 
about it



Technologies that 
can assist

• Decision support systems
• Data analysis – post hoc
• AI and ML (various)
• Refining diagnosis with 

categorization
• Data collection
• mHealth and eHealth



Decision 
support systems

• Due to its very 
prescriptive nature, the 
DSM-V is very friendly to 
being translated into a 
DSS. 



Decision support systems

• Due to its very prescriptive nature, 
the DSM-V is very friendly to being 
translated into a DSS. 

• MD+CALC contains a number of 
calculators for many common 
disorders and is available on the 
web and in app form



Data analysis – post hoc

• Koppe, Meyer-Lindenberg and Durstewitz indicate 
in 2021 that the rise of big data, as opposed to 
clinical trials with statistically significant but small 
sample sizes could allow for a new a approach to 
person specific treatment in psychiatry. 

• This concept has lead to some tools that seek to 
detect psychiatric disorders from sources of big 
data, like the study from 2020 by Wang et al. that 
aimed to detect depression from publicly available 
microblogs in China.

• This however raises all sorts of ethical questions –
should we be analysing public data for diagnosis? 
What responsibility for treatment do you create 
when finding potential hits? 



Data analysis – post hoc
• Researchers like Ewbank et al. (2020) have worked on relating the language that patients 

use in therapy (CBT) to try and predict clinical outcomes based on textual analysis



Data analysis – post hoc

• Projects like this highlight the opportunities that 
exist to transform data that is collected from 
existing health and wellness platforms and 
transform it into predictive tools

• The ethical ramifications of this however need to be 
considered very carefully, while considering the 
tradeoff between group models and personal 
models

• For large population wide models data can be 
anonymized while analysing it and building the 
model making it more secure and less risky

• Personalised models however have more risk as 
data about the patient is stored in one place and 
traceable, but have the potential to allow for 
personalised treatment and much more 
descriptive models



AI and ML 
(various)

• A systematic lit review by Shatte et al. from 2019 gave an 
overview of the disorders that were being explored with 
ML techniques.
• Showed progress being made in the areas of diagnosis, 

treatment and support, research and clinical 
administration of 23 different aspects of mental health 
(disorders and problems) over 300 articles.
• Techniques considered included:

•K- Nearest Neighbours
•Hidden Markov Model
•Bayesian Network
•Association Rule Mining
•Principal Component Analysis

•Random Forest
•Support Vector Machines
•Naïve Bayes
•Neural Networks*
•Latent Dirichlet Allocation



AI and ML 
(various)

• In 2021 Chekroud et al. explored the promise of ML in 
predicting Psychiatric treatment outcomes and found 
that there are challenges to using these techniques in 
practice.

• They found that very few studies included external 
validation of their results, and even fewer tested the 
clinical feasibility of the proposed solution. 

• They additionally cite the ethical challenges that studies 
face in going from concept stage to implementation. 

• That said, they found that ML is an important approach 
to improving mental health care and that some clinical 
studies show it is working already. 



Refining diagnoses 
with categorisation

• In an overview of AI for Mental Health and 
Mental Illness from 2019 Graham et al. 
highlight the progress that has been made by 
a number of projects in the literature and 
explore sources of data that can be used. 

• They highlight the fact that using a more 
data intensive approach can lead to a much 
more nuanced approach to classifying 
disorders than what is currently contained in 
the DSM-V criteria. 

• An example of this can be found in Siegel et 
al. from 2021 where they use random forests 
to identify subtypes of PTSD in military 
veterans 6 to 10 years post-trauma.



Refining 
diagnoses with 
categorisation
• Another example is found in 

Catarino et al. from 2020 where 
they used a small questionnaire 
regarding the past two weeks of 
a patient’s life (N =  9891), and 
through latent Markov Modelling 
were able to define 7 different 
depressive states and transition 
probabilities



Refining diagnoses with categorisation



Data collection

• Although big data shows promise in the 
form of extracting large amounts of data 
from the internet, there is also the potential 
to gather large amounts of data from the 
individual.

• As indicated by Checkroud et al. there is the 
potential to gather:
• text ,
• electronic health records,
• smart phone usage,
• social media data,
• Genetics data,
• Electrophysiology data,
• neuroimaging data and
• cognitive testing.



But how to present it? 
mHealth!



But how to present it? 
mHealth!
• The WHO highlighted in 2018 the benefits of 

mHealth as a tool to reach the Sustainable 
Development Goals regarding access to 
healthcare. They go on to highlight:
• The ease of use, broad reach and acceptance 

of mobile phones
• The potential to revolutionize how people 

interact with services
• The increasing proportion of the population 

accessing health services using mobile 
devices

• The increase in the availability of apps that 
support health

• The advent of wearables as data collection 
tools



But how to present it? 
mHealth!
• They do go on to highlights some challenges as 

well:
• There are lots of pilots, but no clear plan for 

success
• There is a lack of integration between 

different apps
• An absence of standards and tools for 

comparison
• A lack of a multisectoral approach that links 

together government agencies, donors, 
developers and researchers



mHealth and effectiveness in Mental 
Health

• In 2021 Wu et al. in did a systematic lit review of 
smartphone applications used for the treatment of 
Depression and Anxiety and found that although 
mental health apps can be effective in reducing 
symptoms of depression and anxiety, their usage is 
not generally sustained over time. They further 
explored characteristics of Persuasive System 
Design (PSD).

• Engagement in e-health and m-health 
interventions is an entire field of study, with 
instruments like the TWEETS that can be used to 
track engagement in a population over time.



The problem 
of insight

• In therapy situations, there are tools that are 
used to detect specific disorders and 
episodes that have been validated over a 
long time
• Some of these have been translated into 

mHealth tools, but there are limitations to 
what can be achieved due to the problem of 
insight



Detecting episodes 
and anomalies

• Detecting a Manic, Hypomanic or 
Major Depressive episode is normally 
done by a clinician in a controlled 
environment.

• For depression they use the Hamilton 
Depression Rating Scale (HDRS) which 
is administered with a semi-structured 
interview and the clinician marking 17 
categories with a scale

• The Young Mania Rating scale (YMRS) 
is used for the detection of Mania and 
follows the same style of evaluation 
used in the HDRS.



Detecting episodes - HDRS



Detecting episodes - YMRS



The problem 
of insight

•Particularly the last question on both rating scales show 
the problem of subjectivity and patient insight on using 
these rating scales outside of the clinical setting.
• In many cases, even if the 
patient clearly has all the 
characteristics of an 
episode, they may still 
deny it or not have insight 
into their state of mind.
•Can a patient use such an 
instrument in a self-
reporting way effectively? 



Anomaly detection -
physiological

• Lots of data sources can be useful in 
detecting potential events
• Sleep score
• Sleep duration
• Blood pressure
• Pulse
• Stress levels
• Exercise levels
• Mood recording
• Sentiment classification
• Medication tracking
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Anomaly detection – Isolation Forest



Anomaly detection - text

• This is a little bit harder to collect than integrating 
with wearables as this needs to either be taken from 
other sources (social media?), or be added manually 
(diary)

• The format is largely text or voice though leading to 
opportunities for evaluation by LLM (also sentiment 
classification), or TF-IDF to detect if there are trigger 
words that identify state change or correlations with 
mood (correlated word clouds)

• Voice has been identified as a possible source of state 
detection as cadence (among other features) seems 
to be a potential predictor



The new world of ALPACA?



Conclusions

• There is a large amount of research that has been 
done regarding the use of AI and related technologies 
in the mental health space

• Some techniques are quite established, but need 
sufficient (clean) data which is not always easy to 
obtain

• The emergence of accessible large language models is 
bound to have a huge impact on this field – watch this 
space!



End of part 2!

At this point, are there any 
questions?

Thank you for your attention!
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