e B

Brain- |nsp|r v efficient

solutions to rd optm:'ization Eroblem S
’
=

abriel Andres Fonseca Guerra
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Agenda

p—

Application relevance and motivation.

Brain-inspired computing: Loihi architecture and systems.
Lava open-source development framework

Graph algorithms are well suited for neuromorphic computing.
Lava-optimization architecture

Optimization problems taxonomy.

How does the search for solutions work?

Increased performance efficiency for solving hard optimization problems

Vo o Noo o bk W N

INRC community

NCL Neuromorphic Computing Lab intel. |a bS



NCL

Hard constraint optimization problems are ubiquitous in real world

Example applications In_he_renft constraint
optimization problems

Neuromorphic Computing Lab

Trajectory optimization

Coordinating mobile assembly robots
Model predictive control for robots
Decision optimization

Scientific

computing

Drug discovery
Prototype design

Material design
Particle jet reconstruction

7

Route optimization
Supply chain design
Inventory management
Flight gate assignment
Train scheduling

- Perceive andinfer state of the
environment

- Objective: Find shortest path around
obstacles, ...

- Constraints: No collisions, comfortable
acceleration, ...

- Objective: Largest number train route
assignments
- Constraints: Railroad network capacity

intel labs

3



Brain-inspired computing | Brains remain unrivaled computing devices

AUTONOMOUS DRONE

Pre-trained to fly

between known

gates at walking
pace

CPU/GPU controller
Power: 18,000 mW
Mass: ~40 grams

Can't learn anything
online

N[@BN Neuromorphic Computing Lab

COCKATIEL PARROT

Brain
Power: 50 mW
Mass: 2.2 grams

Canlearnto speak
English words

e
@
()
(U
e
(]
()
(U
()

Navigates and learns
unknown environments
at 35km/h

Canlearnto
manipulate cups
for drinking

Architecture All Access: Neuromorphic Computing Part 1: https://www.youtube.com/watch?v=6Dcs6fQgIRA intel Iabs
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Pioneering a new class of computer architecture

Loihi_ SW Products github.com/lava-nc Diverse Neuromorphic
architecture - . .

and systems

Research Community

Applications, Products, Services ; Y = Growing

r— community
* Asynchronous lava-optim library < IS s e GINUS

* Massively parallel |i o = Accessto

* Event-driven computation & i _ o \ T B B neuromorphic
communication - Algorithm libraries v systems

o T e T T = Community-
HVANVZAN — il 8 driven
Software Framework workshops
. - 20+
U UL machine | : publications/
API e year
Compiler ca:mwmjib‘lii
Runtime A p—

A review of non-cognitive applications
P for neuromorphic computing

Proceedings |EEE machine intelligenc L

Heterogenous hardware interface

A Long Short-Term Memory for Al Applications
in Spike-based Neuromorphic Hardware

= Scalable wm | >~ = i S

N@EN Neuromorphic Computing Lab intelm |abS




Motivates a fundamentally different kind of computing

Parallel Computing Vector-valued Functions Batched + Vectorized Processing

f (x) learned with backprop

iaEEm
TAERE
I AEEEEN
SEEEEERE
EEEEENS
EEEEEE
EEERE

e Y e g S Y Y e

0
1
1
1
0
1
0
0
1
(¢}
0
1
0
0

Neuromorphic Computing Event-Driven Dynamical Systems Unbatched + Sparse Processing

Function self-organizes

N[@BN Neuromorphic Computing Lab
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Exploiting dynamics at the neuron level

Maximize computation by minimizing data movement

Programable spiking dynamical systems

Spiking Neuron (Nonlinear Filter) )

CUBA LIF (LOihi D —— current
—— vol
L /o . ke
\/
| "‘-;"'
| Ll Ll -
| |
| | | | Adaptive LIF — current
——— voltage
. - - i * spikeg
Input Spikes Network |  Output Spikes
Output spikes
State Resonate-and-Fire — irrenaalg
. * spike g 8‘
Avrtificial Neuron (Stateless) | e
Sigma-Delta ReLU — sigma a
—— activait
spik

N@EN Neuromorphic Computing Lab intelw |abS 7




Realized in Loihi

improved in Loihi 2

Compute and memory integrated
to spatially embody programmed
networks

Temporal neuron models (LIF)
to exploit temporal correlation

Spike-based communication
to exploit temporal sparsity

Sparse connectivity
for efficient dataflow and scalability

On-chip learning
without weight movement or data storage

Digital asynchronous

implementation
for power efficiency, scalability, and fast

prototyping

No floating-point numbers
No multiply-accumulators
No off-chip DRAM

NCL

Neuromorphic Computing Lab

Up to 10x faster processing
capability™

Up to 60x more inter-chip
bandwidth*

Up to I million neurons with 15x
greater resource density”*

Programmable neurons
Graded spikes
3-Factor learning

10G Ethernet I/F to host

Loihi 2

Neuromorphic cores (128)
Fully redesigned with up to 8192
neurons

Parallel IO

Parallel IO

o

Parallel 1O

INE==NE==18 A== =28 === | .
Neuromorphic Mesh
L5 (L ) [EEB ) ) (e, ) JEE
e | EE

' @Pﬁ

| JE8] 8]

AN S .,

Parallel IO

Parallel off-chip interfaces (6)
Async wave pipelined at 10 Gb/s
with multicast compression

Microprocessor cores (6)
Asynchronous x86 and RISC-V

* specs and configuration details can be found at  intel.com/neuromorphic

10G Ethernet

Accelerated host
message + spike |/O

Davies et al, “Loihi: A Neuromorphic Manycore Processor with On-Chip Learning.” IEEE Micro, Jan/Feb 2018.

intel. |abs



Loihi Systems

Kapoho Point Kapoho Point System o

Key Properties Ethernc® il csiiliin > 4 Cigabit
& ‘ . y Ethernet

Number of chips 8

Aux
Max neurons 81M connector
Max synapses 960 M DVS & Z
connectors o _
Interfaces GbE via host board x° Raspberry Pi
10 GbE direct to Loihi Header
MIPI, GPIO, AER, SHS
viainterface board
Dimensions 79 mmx 69 mm x 15 mm POhOIkl Sprlngs
Weight 108g R
Power supply 12V
Typical Power 2.4 -3.6W at Ims timesteps”

N@EN Neuromorphic Computing Lab intelw |abS




Lava open-source development framework

= Seeded by Intel but open-source and increasingly = Brain-inspired programming model for heterogeneous
community-driven HW
= Full SW stack from runtime, to compiler, to powerful = Parallel & Asynchronous
algorithm/application libraries = Event-based computation/communication
Algo/App libraries BSD Future Third Part

| Optimization | ]
| P

LN\

Event-based communication
Process/Channel API

Visualizer
BSD

Multi-Paradigm

Compiler

BSD/LGPL/Proprietary Float2Fixed
BSD

Utilities

Multi-Abstraction

Runtime :
LGPL/Proprietary Va|ldat0éSD

Heterogeneous
hardware backend

Multi-Platform

10

N&® Neuromorphic Computing Lab * specs and configuration details can be found at  intel.com/neuromorphic intel labs




N

Mission

= Converge neuromorphic SW development
towards open standard

= Make exotic neuromorphic systems
accessible to non-expert developers

= Accelerate adoption of neuromorphic
technologies

= Enable orders of magmtude galnsm .
compute efficiency T el

J’e

. Neurgh‘brehii: Comé}utih’é Lab intel Iabs




VAN VAN application libraries

Optimization Neural Attractors Deep Learning Vector Symbolic
lava-optimization lava-dnf lava-dl lava-vsa
[ JE e e = I
a - |
B N
- R - T |y
e I 1 I A A A
S 5
nen 4
e s = e o & -
AaREEaNn <
Family of constraint optimization solvers Design models with attractor dynamics Direct & HW-aware training of APl for algebraic model
Today: QP, QUBO Stabilize temporal data event-based DNNs @escription for VSAs
Future: MPC, LCA, ILP, ... Selective data processing Rich neuron model library (feed- Library of data types and
Standalone use or as part of Al applications Dynamic working memories forward & recurrent) operations (composition,

binding, factorization, ...)

Future directions

lava-io (sensor/actuator interfaces) =  Signal processing

lava-robotics (control, planning, physical simulator interfaces) »  Off-the-shelf apps (segmentation, tracking, keyword detection, ...)

lava-evolve (evolutionary training methods) »  Neural simulators (Brian2Lava, ...)

lava-ui (graphical network creation, visualization, debugging)

NCL Neuromorphic Computing Lab

intel [abs



For the right workloads, orders of magnitude gains in latency and energy efficiency

Reference architecture 1000 ¢
@ CPU ntel Core/Xeon)
‘ GPU (Nvidia) 100
A Movidius (NCS) ;:‘
Q
B TrueNorth - 10
=
L=,
I
o
wu 1
£
=
o
e
E 0.1
o
w1
0.01
0.001

01

Energy Ratio (vs Loihi)

are achievable
LASSO @
Graph search i
E = . CSP
. ® o o
2 - s * LSNN
L Adaptive control
I " I * .SLAM ®
b ] ‘0‘\‘“ 4 * po (Better on Loihi)
L ]
E L ] \\‘
¢ e ./,
E t.\\‘ @/7((
L / &
(Worse on Loihi) N”n\
1 10 100 1000 10000 100000

M. Davies et al, “Advancing Neuromorphic Computing With Loihi: A Survey of Results and Outlook,” Proc. IEEE, 2021, Results may vary.

NCL

Neuromorphic Computing Lab

Directly trained  Converted with rate coding

Novel

Novel recurrent networks give
the best gains

®  [Task 1] Keyword Spotter DNN

®  [Task 1] Keyword spotting (batch size » 1)

®  [Task 2] Image retrieval (batch size 1)
[Task 2] Image retrieval (batch size = 1)

®  [Task 3] Image Segmentation

®  [Task 4] CIFAR-10 classification

B [Task5] DVS gesture recognition vs TrueNorth
®  [Task 6] Visual-tactile sensing (SLAYER)
[Task 7] Seq MNIST (batch size 1)

[Task 7] Seq MINIST (batch size 64)

#  [Task 8] Adaptive arm controller (PES)
[Task 9] LASSO

® [Task 10] 1D SLAM

®  [Task11] k-NN GIST 1M

®  [Task 12] Graph search

@ [Task 13] Constraint Satisfaction

----- Unit energy delay product (EDP) rafio

intel labs
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Lava-optimization, from application to hardware

Break apps/tasks into generic

- Map problems into specific
mathematical problem statements

algorithms/implementations on Loihi

2
Relevant/Challenging o N . .
Application »|  Set of Optimization Problems Process Graph Representation » Mapping to Hardware
ol User Lava API Compiler
Functional Behavior Objective Functions || Network Topology : :: :
Performance Measure Minimize/Maximize Event-driven Network | e | e ()| [
Satisfy Dynamics " I I
State variables
Variables uCode Programmed
States of the world Computing Units | — —— ¢
_ Domains
Relatlons” + State variables (z = e p e e
Boundary conditions Constraints * Packetized Messages W S K How d ith oth
@ @ @ @ @ @ OwW do we compare with other
[ £ ‘ | highly parallel systems should
I S tic C fivit \ ‘ , \ , guide design decisions for
ynaptc Lonnectvity WC— 3C K next iterations of the chi
Population size P
Clear distinction between problems and algorithms Intrinsic bias B E | = = [
Existing algorithms are less relevant than L
problems 1

LMT | LMT
User decision boundary Is my problem —— 4+—— Isthere a NH algorithm for solving the required optimization problem ?

supported?

Design boundary, are process implementable?—» ¢+—— Are current HW features
enough?

N@EN Neuromorphic Computing Lab intelm |abS 14




Taxonomy of optimization problems we envision to support

w Convex

Consider arbitrary functions f: X » R™, g:Y » R™and h: Z » R1.

Optimization: mxin{ f(x)}

Constrained Optimization: min{f (x)| g;(x) < b, h;(X) = ¢} «—— Include equality and inequality constraints:
X

Linear (LP) : Combinatorial Optimization: Nonlinear Programming
fx)=cx+b f(x) #c'™x+b

QCOQP: quadratically constrained quadratic program
min{xTQx + cTx| xTAx + Bx < b, Cx = d}
X

ILP: Integer Linear Programming i
X € Z" |
1

QP: Quadratic Programming
min{xTQx + ¢"x| Ax < b, Bx = ¢}
X

= f: cost function of the state

MILP : Mixed-Integer Linear
of a system.

Programming
fG) = cix; + 3%,
gi(x) = Azxq + Asx,
X, € Z"
X, € R"

QUBO : Quadraticc Unconstrained Binary
Optimization min{xTQx|x € {0,1}"}
X

=handg: Combinatorial

of state variables and
mutual values of state
variables

Mixed-Integer Quadratic Programming (MIQP)
min{xTQx + ¢Tx| Ax < b,Bx = ¢,x € Z"}
X

Energy

1
1
1
1
1
1
1
1
1
1
I = constraint both the values
1
1
1
1
1
1
1
1
1
1

K — Constant; ¢ — First order coefficients vector; Q — second order coefficients matrix _ _
configuration space

N[@M Neuromorphic Computing Lab intel IabS 15




The Loihi 2 QUBO solver

Accelerated by asynchronous parallelism

Neural dynamics descend the gradient

Local minimum
escaped by stochastic
spiking dynamics

Energy/ #violations

Efficient descent due to massively
parallel, asynchronous neuromorphic
computing architecture

Neuron configuration space

N[@BN Neuromorphic Computing Lab
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xamples: map coloring and sudoku

Lyl
-y -y -

MI_H__H__H__H__H_I_H_H_

1Y
0
2
)
w
o
E
=
S
)
v}
-1
©
=
k-]
=
2
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Loihi outperforms standard optimization solvers by orders of magnitude
CSP Quadratic Programming

(Latin Square) (Convolutional Sparse Coding)

Neuron group A

Workload: 4 Solvinga 20x20 Latin Square problem: Workload:
EaCh number {113} g gzz‘g:::Zéziezrfbii:'nslateLatins uareToCsp(size-size) Flnd Sparse : " Icr::‘l::;z'(y
occurs exactly once E e e sae e ettt mmta representation of data A ¥ !
5 #Instantiate a solver for the optimization workload. B
per COIUmn/rOW & csp_solver  CspSolver(problen-1atin_squares) g|Ven OveI’COmp|ete
3 R s e features dictionary Dictionary

Relevance: Lo

. . . nputimage
= Proof-of-principle Relevance: - and

: convolutiona

= NP complete Compression of patches < ]

information required to

One neuron per

' Energy Delay Product ' store a dataset feature/atom
1012 { s cBCICPU
w— | 0ihi 1012 Energy-Dt_aIay Product_
— 10°9; —e— Loihi/LCA oo™
‘é’ 10°| —o— CPUIFISTA
5 108 2 e 1019 x
= £ 10°) I 11 ITI 1\
o 103 E
a 0 l*— 103! ._.0“’.“"‘
1001 N e
10° vann o7
4 25 64 121 196 289 400 102 10 160 10 106
L Number of Variables PN Number of unknowns J

For details see: Davies, Mike, et al. "Advancing neuromorphic computing with Loihi: A survey of results and outlook.” Proceedings of the IEEE 109.5 (2021): 911-934

Loihi: Nahuku board running NxSDK 0.95 with an Intel Core i7-9700K host with 128GB RAM, running Ubuntu16.04.6 LTS Loihi: Wolf Mountain board with NxSDK v0.75
FISTA/CPU: Intel Corei7-4790 3.6-GHz w/ 32-GB RAM, BIOS: AMI F5. OS: Ubuntu 16.04 with

CBC/CPU: Intel Corei7-9700K; and RAM: 128 GB, running Ubuntu16.04.6 LTS running CBC (www.coin-or.org/projects)
Hyper Threading disabled, running SPAMS solver for FISTA (http://spams-devel.gforge.inria.fr)

Performance results are based on testing as of September 2021 and may not reflect all publicly available security updates. Results may vary. intel Iabs 18
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Loihi outperforms standard optimization solvers by orders of magnitude

In collaboration

QUBO Integer Linear Programing with:
(Maximum Independent Set) (Train Scheduling) (DBJ
Workload: Workload:
Find largest set of Find the largest possible set of route assignments, given customer requests and
unconnected vertices railway, time and train constraints.
Relevance:
Relevance: » Large-scale, real-world use case
= Targetof SOTA quantum = Applicable to resource allocation in warehouses and production lines.
annealing approaches - Delay Product
= NP hard - : e ee e
C/ K e T .
Energy Delay Product r “!  @Destination 1 10
1 02_ o QBSolv #vertices Destination 2 —
o Loihi ®45 ®500 + v 107 4
_ 4200 * 700 £
= X
. 10_1' - L ] u 8 B 103 X E"" ].DE 4
= + -
A A
% . ;‘ N . E 105 1 mf= L0ihi
w107 ® ul e CPU and SOTA solver il
» . 1071 W
10—7 L A } ! ! Source 1 Source 2
0 50 100 150 " ' 1384 2666 3497 4186 4828 5384 5650
9 Unconnected vertex pairs [x1000] L Binary Variables

Loihi: Nahuku board running NxSDK 0.95 with an Intel Core i7-9700K host with 128GB RAM, running Ubuntu16.04.6 LTS
QUBO-QBSolv/CPU: benchmarks ran on an Intel Xeon CPU E5-2699 v3 @ 2.30GHz with 32GB DRAM (https://github.com/dwavesystems/gbsolv)

ILP-CPU: Commercial solver running on Linux64 with 16 processor cores.

intel labs

N[@BN Neuromorphic Computing Lab

Performance results are based on testing as of September 2021 and may not reflect all publicly available security updates. Results may vary.



INRC community

Launched five years ago by Intel Labs

Our mission: Pioneer a new programmable computing technology inspired by a modern
understanding of the brain

—

Access to Intel Community-driven Producing 20+ Growing community with
neuromorphic systems workshops and training publications per year 180+ member groups
and tools events

= P g
- wie e
_

Advancing Neuromorphic l_eadung Together

nature Computing With Loihi: A The Intel Neuromorphic Research Community is a global network of more than 75 research groups who are committed to
delivering on the promise

achine Survey of Results and Outlook of neuromorphic computing to make the technology a commercial reality.

intelligence

gl 2022 INRC Workshop

intel labs i
Spring 2022 INRC Workshop

accenture AIRBUS AFRL /\ !3? E : QOND“S,d

epred dlsr [ G pmacw  (])inens

Registration open now!

PR
" 2021Intel Neuromorphic
ResearchiCommunity.

a Winter Workshopissgieg

INRC WINTER WORKSHOP

Welcome and Preview of the Week

& Portand State  aveRsioRs @ RUTGERS ':,M..'.{

oY
Neuromorphic olfactiol

Image: intel.com/content/www/us/en/research/neuromorphic-community.html

intel labs 20
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_egal Information

Performance varies by use, configuration and other factors. Learn more at www.Intel.com/Performancelndex.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates. See backup for
configuration details. No product or component can be absolutely secure.

Your costs and results may vary.

Results have been estimated or simulated.

Intel technologies may require enabled hardware, software or service activation.
Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of merchantability, fitness for a particular purpose,
and non-infringement, as well as any warranty arising from course of performance, course of dealing, or usage in trade.

Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be
imed as the property of others.
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Backup
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Summary

Optimization problems are ubiquitous in a wide range of technological and industrial applications, from efficient
scheduling of package delivery to robotic control to drug discovery. Order of magnitude improvements in the
energy efficiency of solving optimization problems have thus the potential to make computing systems more
sustainable and environmentally friendly.

In this talk, | will present optimization algorithms and solvers developed for Intel's Loihi research chip, an event-
driven, massively and fine-grained parallel hardware inspired by the efficiency of the neural dynamics of biological
brains (neuromorphic). Benchmarking results on those solvers show how Loihi enables a competitively fast
solution to constraint satisfaction, quadratic unconstrained binary optimization and quadratic programming
problems, with orders-of-magnitude advantage in energy consumption when compared with conventional
solvers running on standard CPU architectures.

These neuromorphic algorithms take the form of a network of distributed discrete dynamical systems that
communicate asynchronously through small binary or integer messages. The global dynamics of such event-
driven algorithms explore the state space defined by the input problem simultaneously minimizing a quantity
defined by the problem’s objective function and maximizing the satisfaction of requirements defined by the
problem constraints. The spatiotemporal sparsity resulting from such a computing paradigm is what enables the
remarkable energy efficiency of neuromorphic optimization

NCL Neuromorphic Computing Lab intel. |a bS



Application relevance
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Applications of MIS

Resource allocation Intra-chip communication Error-correcting code Hardware accelerators

Hardware accelerators for MIS are
| ‘ ‘ ‘ [ net Ue subject to substantial research efforts
| due to the large industrial need
| ‘ () ()
Single via Redur\dant
via
O—0 ® s O -

In wireless communication: In chip design: In coding theory: Further commercial
A via connects two adjacent net applications

Access points and sensors are segments. Binary vector(vertices) are joined by
grouped into small networks. . . an edge if both vectors may end up = Portfolio optimization
R?dunda_nt \T|as_arfe ‘||nserted to in the same state dueto errors e.g., = Network immunization
MIS divides the networks into tolerate single via failures. deletion or transposition of bits. = Ad-hoc networks
interference-free iso- The MIS determines the most _ *  Telecommunication loss
frequency groups. reliable chip design with the The_MIS describes the largest code networks
maximum number of redundant that is robust to such errors. - Incremental store placement

vias. * Task scheduling

N@EN Neuromorphic Computing Lab intelw |abS 27




Taxonomy of optimization problems

NCL Neuromorphic Computing Lab intel labs 28



Loihi architecture and systems

NCL Neuromorphic Computing Lab intel labs 29



Orders of magnitude gains are in reach

" |n energy efficiency

= |n speed of processing data —
especially signals arriving in real time

= |n the data efficiency of learning and
adaptation

= With programmability to span a wide
range of workloads and scales

= Near term progress depends on
algorithmic and programming
maturity

= |_ongterm, we will need to reduce
silicon cost with process technology
innovations

N@®E"  Neuromorphic Computing Lab

Precision

Approximate per-bit SRAM/DRAM
cost ratio. Neuromoprhic architecture
tightly integrates memory with
compute so large workloads require
large quantities of SRAM

Efficiency
1000 1000 *

Capaaty per dollar

*E.g., Graph search, constraint
satisfaction, LASSO

O Neuromorphic

O Conventional (unbatched)

* Davies et al, Proc. IEEE 2021. Results may vary.

intel labs
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Exploiting sparse, asynchronous communication

Fast and efficient, whether in brains or in computers

N e
- ﬁ

—\

-

Neuromorphic



Loihi 2 enhances synaptic plasticity
for advanced online learning

Pre-synaptic Traces (X)
Input spikes exponentially filtered to generate pre-traces
Learning performs time-based pre-trace updates

Input spikes Microcode Local Learning Rules
Synapse state updates using sum-of-product
equations
XW Presynaptic spike Postsynaptic
X' ike
Slow decay ,/L 155, traces
X2 ’ } ’ ' Rapid decay ’

Post-Synaptic Traces (Y)
Loihi T: LIF filters output spikes to generate traces

Np Tll'
W, =w + ZSl H(Vl'] + Ci,j)
i=1 j=1 Loihi 2 neuron microcode can

I I write arbitrary signed values to
Synaptic Variables Variable Dependencies post-traces (”third factors”)

Woat, Delay, Tag X0, YO0, X1, Y1, X2,Y2,
(variable precision) Wat, Delay, Tag, etc.

NCL Neuromorphic Computing Lab intel |a b;‘.:



Neuromorphic hardware, a new class of computer architecture

Standard Computing

Memory

PROGRAMMING BY
ENCODING ALGORITHMS

SYNCHRONOUS
CLOCKING

SEQUENTIAL THREADS
OF CONTROL

if X then

01100
11010
00100

else

N[@BN Neuromorphic Computing Lab

Parallel Computing Neuromorphic Computing

Memory

OFFLINE TRAINING USING LEARN ON THE FLY THROUGH
LABELED DATASETS NEURON FIRING RULES
SYNCHRONOUS ASYNCHRONOUS

CLOCKING EVENT-BASED SPIKES
PARALLEL PARALLEL
DENSE COMPUTE SPARSE COMPUTE

000000
000000000
0000
\
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Generalized

Splkes Spikes carry
int8 magnitudes for
greater workload
precision

Programmable

Neurons Neuron

models described by
microcode instructions

Programmable

Neurons Neuron

models described by
microcode instructions

Neuromorphic Computing Lab

The Latest Loihi chip: Loihi 2

—

i : *..ﬁ ........ *.*

: "zxsma“er INHIL ihll o M

= - - HHIII l llmm|2m||u|

; T i B

lrnl_llull lAI |>I~H|~| |‘|‘I7|-|>|‘|7| i_IIAl‘III.I

- al

e

Loihil L0|h|2 : "'.'.'.'.'.-'ﬁr-x'

Neuroncores: 128 128 LIHI ik

1*'-.-.1}.-.-‘*’-.'.4

Max neurons: 130K — ™M ( IItHHI (1K

801 A 4

Max synapses: 128M  123M bl
Max uP cores: 3 > 6

Parallel IO

Parallel 10

Parallel 1O

"I‘!ﬁ\ E==18 | NE==Il[===14 | N==m W=l | B
Neuromorphic Mesh
B |u =8 |uu |@ 14 )

‘EE‘EE |EE
[

Neuromorphic cores (128)
Fully redesigned with up to 8192
neurons

Parallel off-chip interfaces (6)
Async wave pipelined at 10 Gb/s
with multicast compression

Microprocessor cores (6)
Asynchronous x86 and RISC-V

10G Ethernet
Accelerated host
message + spike I/O

intel labs




Kapoho Point System 10 Gigabi

10GbE

Kapoho Point Carrier
Cyclone V with ARM

Raspberry Pi Header

wol BEETEEDEE

pulilili
eOoao

TUCULLLO RO PITEEL

Aux
connector

DVS
connectors

&

Kapoho Point
8x Loihi 2

Gigabit
Ethernet

Ethernet

\ ~_ Ly ' ‘ .= 8 R ‘ = /

* e

Raspberry Pi
Header

GPIO

BD
SHS DVS Camera
Sensors
Actuators

intel.

Neuromorphic
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Graph algorithms are well suited for
neuromorphic computing

NCL Neuromorphic Computing Lab Intel |abS 36



How does the search for solutions work?
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The Loihi 2 QUBO solver

Aavancing by additional algorithmic features

Simulated Annealing

2) narrowing down the search space

Cost

Neuron configuration space

Neuromorphic Computing Lab intel IabS 38



The Loihi 2 QUBO solver

Aavancing by additional algorithmic features

SCIF neuron models
higher chance to escape local minima

Cost
Cost

Neuron configuration space Neuron configuration space

Neuromorphic Computing Lab intel IabS 39



The Loihi 2 QUBO solver

Aavancing by additional algorithmic features

Parallelization of ...
.. multiple workloads
.. different hyperparameters

Cost

Neuron configuration space

N[@M Neuromorphic Computing Lab intel IabS 40




ava development framework
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Comparison to other parallel programming models

Lavainspired by...

Actor Model'

Communicating Sequential Processes?

Soey  Actor il
icreates
1

Mailbox

Process H

B Process
Channel
Asynchronous Processes/Actors
Private state, no shared memory (safety)
Direct point-to-point communication
Message-based communication:
= Actors:
» Known destination actors
» Non-blocking messaging via mailboxes
» Message handlers
= CSP:
» Channels/unknown destinations
» Blocking messaging semantics

Caltech Asynchronous
Synthesis Tools (CAST?)

Proc
-

Al 1 A2 =]
' ' - B2

C3ax C2nn Cl

Multi-abstraction:

» Hierarchical design process

» [terative refinement of high-level to
lower-level behavioral models

Multi-platform: Execution on different

backends

Publish/Subscribe*

No point-to-point connections:

= Publisher sends messages to named topic

= Subscriber receives messages from certain
topics

Topic semantics implementable with

Actor/CSP model

Not suitable for neuromorphic systems:

= More complex

= Shared-memory overhead

= Not matched to fine-granular parallelism
(But Lava soon to offer interface to industry standard
Data Distribution System (DDS) - ROS2)

intel.

Hewitt (1973) A Universal Modular Actor Formalism for Artificial Intelligence
?Hoare (1978) Communicating sequential processes

SNCL's proprietary async Hardware Description Language (Unpublished)
4Birman (1987) Exploiting virtual synchrony in distributed systems
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Behavioral abstractions for productive programming

Neural Process
Described by behavioral model,
mathematical dynamics, dataset, or

other abstractions \

y* = argmin F(x, y) s’ o
yi=0

Neural
Process

Network Specification
Hierarchical composition

oS ||

e

Backbr,dpaga'tfi* (Lava-DL)
% Analytical compilers

e Y
P

0110001

_— Sequential process

. sp'klllg,_neuron,, —

([ ]
i
Conventionally coded process e i
e.g. data format conversion or /;;‘ e
conventional programs. Rolal e i et
Channel-based communication AP PR & ot o =
o Pz A
> A
> e
-~ = Processes encapsulate and abstract behavior
. A = Hierarchical layers of abstraction
g Gy * Models describe ermnergent behavior

y S O
P e )
* v "‘; -“ i - / v'O

NCL Neuromorphic Computing Lab intel |a bs



Behavioral models — ProcessModel

_,._, > ‘ g Behavioral separation:

= Process: API, Vars, Ports

_'m TJ = ProcessModel: Behavior

PyProcessModel CProcessModel NcProcessModel SubProcessModel

Multiple ProcModels per Proc

Refinement vs. inheritance — Stable application development

intel Fall 2022 Workshop 44



Behavioral models — ProcessModel

Process Hierarchy:

ellp A

@

NN NNNNNN TILIEL] TILIEL]
——

= =
L e el el

LeafProcessModels

Two classes of ProcModels: LeafProcModels vs. hierarchical SubProcModels
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NCL

Lava open-source development framework

AIgo/App libraries

Process/Channel API

Compiler

Runtime

BSD/LGPL/Proprietary

LGPL/Proprietary

Neuromorphic Computing Lab

Profiler
BSD

Utilities

Validator
BSD

Visualizer
BSD

Float2Fixed
BSD

Heterogeneous
hardware backend

intel labs
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Objective

Facilitate real-world application development for neuromorphic systems

s Compute
Depth resources

= Heterogeneous compute units:
= CPUs, GPUs, other accelerators
= Sensors, actuators (robotics)

= System characteristics:

= Analogvs. digital
Run at different speeds
Synchronous vs. asynchronous
Event-based
Variable precision, stochastic, noisy
Highly parallel
Distributed

= |_ava's programming model:
* Processes with channel-based communication
= Multi-paradigm
= Multi-platform
= Multi-abstraction = Actuators

® Y —
Messaging

inl:e|® Fall 2022 Workshop
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|_earn more about Lava and follow (star/fork) us on Github

# » Lava Software Framework View page source

Lava Architecture Lava Software Framework

Getting Started with Lava

Algorithms and Application Libraries

@ Developer Guide

Lava APl Documentation I AVA

A software framework for neuromorphic computing

Introduction

Lava is an open-source software framework for developing neuro-inspired applications and
mapping them to neuromorphic hardware. Lava provides developers with the tools and
abstractions to develop applications that fully exploit the principles of neural computation.
Constrained in this way, like the brain, Lava applications allow neuromorphic platforms to

Lava

A Software Framework for Neuromorphic Computing

V/\ Axe9followers &2 http/flava-nc.org

intelligently process, learn from, and respond to real-world data with great gains in energy
efficiency and speed compared to conventional computer architectures. L-/\

(@ Overview [] Repositories 7 [ Projects (@ Packages R People

Pinned Peaple
0 lava  Public [ lava-dl  Public This organization has no public members. You
" " must be a member to see who's a part of this
A Software Framework for Neurom omputing Deep Learning library for Lava organization.
@ lupyter Notebook 1Y 347 % 109 @ Jupyter Notebook  ¥2 77 %W 44
Top languages
(] lava-dnf | Public [ lava-optimization | Public
¥ te Python y
Dynamic Neural Fields with Lava Constrained Optimization with Lava ® Jupyter Notebook @ Python @ HTML
@ lupyter Notebook ¥ 32 % 14 @ Jupyter Notebook ¥ 37 23
Most used topics
i Repositories neural-networks  neuromorphic
Q Find a repository... Type ~ . Sort « neuromorphic-computing  python

deep-leaming

Neuromorphic Computing Lab * specs and configuration details can be found at  intel.com/neuromorphic intellabs 43




Lava-optimization architecture
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Lava-optimization library high-level architecture

OptimizationSolver Skttt OptimizationProbIem(ABC) implements

+ problem

Interface +solver_process
+ solver_model
-runcfg Constraints Variables
- process_builder

User

+solve(timeout, target_cost, sat_target, backend) {
0]V]=]0)

i has
I?terfsce OptimizationSolverProcess Algebraic ﬁ m ﬁ -
oomer +problem:Opti{xizationProbIem m

Processes has e QCOP |

has | —CE

Confiaured R _ - Implement problem-
9 ! Equality Inequality specific user interface
from problem , uses : :
specification : | i
sl el e e et i
|
: Mixes-in |
1
SolutionFindzar : +is_linear
SolutionFinder X +max_order

SolutionFinder

Problem Solver Solver Processes

Neuromorphic Computing Lab intelm IabS 50
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Frontend to backend pipeline

K-SAT CSPSolver Lava Processes Network

ksat=CSP (variables,
constraints)

(_ll V lz V l3) /\
(ll \ l4_ \ _l3) A\ solver=

_>
(LLvisVvig) OptimizationSolver (
ksat)

solver.solve (ksat)

—> —> —> —>

Paidlic;

) )
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SolverProcess Architecture

> OptimizationSolverProcess <
#SolutionReader problem solution
solution, solution_step —> variable_assignment
min_cost > optimality
# SolutionFinder satisfaction —> feasibility
cost_out » cost_in update_buffer
variables_assignment @~ p-------- » ref_port
P VariablesImplementation ReadGate H_‘
% . CostMinimizer SolutionReadout
%% MinCostMonitor
LS
%
/)
IN[®BY Neuromorphic ComputinglLab | #Dataclass >SubProcess < Alias =—» Connection—| | Expanded elsewhere 4| | Varport-Refport - - % intel Iabs 52




Increased performance efficiency
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Zoom-in maximum-independent set as
QUBO
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Maximum Independent Set

Problem: Given an undirected graph G = (V, E), find largest subset of disconnected
verticesU C V.

O \Oo
Notanindependent  Anindependent A larger A maximal Another maximal
set set independent set independent set independent set

T

The maximum independent set

Finding the maximum independent set is NP-Hard!

Example applications:
 Resource allocation in wireless communication networks
* Chip reliability via redundant circuitry

N[@M Neuromorphic Computing Lab intel IabS 55




Benchmarking MIS as QUBO on Loihi 2 Vs QBSolve

Dataset

Search space grows with
Nod Connection c lexit | number of unconnected pairs
odes Probability omplexity
14 P (V2 =V)x (1-p)
09 6250 x 20 Problems x 20 trials per
250 i per complexity problem
(small) 0.8 12500
0.7 18749
0.9 56250
750
(medium) 0.8 112500
0.7 156250
SOTA Solver - MIS
0.9 168749 > » ¢ Time to solution
1250 (QBSolve) - Optimalit
0.8 312500 P Y
(large) 7y
0.7 468749 Compare
A\ 4
\ 4
Num vertices _ N -~ R M_IS .
Connection Probability > Random graph » QUBO » LavaSolver » + Time to solution
* Optimality
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Intel Neuromorphic Research Community
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Available to engaged INRC members

Available to engaged INRC members

Neuromorphic Research Cloud Access

Lava framework

LNANANA

Future Loihi 2
Large-scale systems

Our goals for the next three years

Demonstrate commercially relevant applications

Enable productive and accessible programming
models and software frameworks for
neuromorphic computing

Help converge the field with benchmarking and SW
standardization

Exponentially expand neuromorphic research &
developer community

Demonstrate impactful state-of-the-art technology
breakthroughs



