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But, why care about entanglement in condensed matter physics?

Entanglement can characterize “intrinsic quantum nature” of various 
symmetry broken, critical and topological (ground) states.
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Central charge 𝑐

−𝑘R 𝑘R

(spinless) free fermions or Luttinger
liquid  𝑐 = 1 (×2)

Gioev & Klich, PRL (2006)

𝑆"
(3) ∼ 𝐿JK9 ln 𝐿 +⋯

Ø Free fermions in higher dimension 𝑑 > 1

Fermi liquids, Weyl fermions in magnetic field, certain non-Fermi liquids, 
Bose metals 

Swingle, PRL (2010);Swingle, PRB (2012)

𝑆" ∼ Area Law 𝐿JK9 + corrections
o Gapped systems*
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Entanglement measures are typically computed numerically 
o Non-interacting – Correlation matrix approach
o Interacting – Exact diagonalization (ED), density matrix 

renormalization (DMRG) & matrix product states (MPS), Quantum 
Monte Carlo (QMC) , ...
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Ø Conformal field theory (CFT) 
Calabrese & Cardy (2004,2009), ..
⇒ 1D gapless fermions and critical systems

How do we calculate entanglement of many-body states? 

Problem of computing entanglement 

Time-evolution in a complicated
space-time manifold with non-trivial 
boundary conditions.
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entanglement like for thermodynamic, spectral and transport 
properties

Ø Bosonic systems  -- A. Chakraborty & R. Sensarma, PRL (2021)

New path integral/field theory method

Ø Fermionic systems  -- A. Haldar, S. Bera & SB, PRR (2020), S. Moitra
and R. Sensrama, PRB (2020)

Usual boundary conditions on 
the fields
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⇒ All the known expressions for Renyi entropies of non-interacting fermions

𝑆"
(3) = 9

9K3 𝑇𝑟" ln[ 1 − 𝐶
3 + 𝐶3] Correlation matrix   𝐶e} = ⟨𝑐e

~ 𝑡 𝑐e 𝑡 ⟩

A. Haldar, S. Bera & SB, PRR (2020) 



Rest of the talk

o Entanglement entropy of correlated metallic states described by 
Dynamical mean field theories (DMFT) (local self energy).Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
A

Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)

A

Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑

<ij>
tijc†

i cj + U∑
i

ni↑ni↓

DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0
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•  Comparision with QMC at intermediate  is  
quite good even in 1d 

T

4.  Comparision to QMC
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Entanglement action S(λ) = SU + λSkick

• Comparision with ED also reasonably good (not shown here)

 From CFT (1+1)d:  ,    Eq-A    S(n)
A (T = 0,NA) = c

2 (1 + 1
n

)log[ N
π

sin( πNA

N )] + kn

• Thermal to entanglement crossover formula for :    

    

 At   we recover the CFT Eq-A

N → ∞
S(n)

A (T, NA) = c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode

 S(n)
A (T, NA) = (1

2 ∫ ∫
dAxdAk

(2π)d−1 |nk ⋅ nx |)× [ c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + kn]
Effective no of  1d  mode 1d subsystem scaling from CFT

Effective no of modes: 
Depends relative 

orientation of real and 
momentum  space 

geometry
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7.  Conclusion and summary:   

References:  

A
B

NA

6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 

c
T

→

• Well fitted by Widom scaling formula (left)  and the extracted central charge 
is shown ( right )

Bipartite Mutual information across the 
 Mott phase transition is shown 

• Strongly correlated metal 
to Mott insulator transition 

occurs at 
 in 

2d Hubbard model
(Uc, Tc) ≃ (9.8,0.19)

U = 4.0

N = (20 × 20)

Mutual information: 
I(A, B) = S(2)

A + S(2)
B − S(2)

A∪B Cartoon phase diagram

Sw
in

gl
e e

t a
l.

N. Laflorencie, Phys. Rep. (2016)

(Arijit, Surajit et al.)

• Developed general many body approach based on path 
integral method to compute 2nd renyi entropy

• Find novel way to extract  through ‘kick term’ 
integration method

S(2)
A

• Renyi entanglement entropy is well captured by CFT 
crossover formula in 1d and 2d DMFT  in Fermi liquid phase.

• Mutual information can detect the Mott transition 

A. Haldar, S. Bera & SB, Phys. Rev. Research (2020),   (B. Swingle, PRL 105, 050502 (2010) ),   Cardy, Calabrese et al.   

(Source: Internet)

In collaboration with 
Sumilan Banerjee, Physics, IISc, Bengaluru, India, Arijit Haldar, Phusics Dept, U Toronto, Canada

By Surajit Bera, Physical Science Dept., IISc, Bengaluru, India

ance of the insulating solution at Uc1, the behavior of
the gap at this point, and the value of Uc1 have not yet
been fully settled.

In summary, the existence of two classes of solutions
of the paramagnetic LISA equations at zero tempera-
ture can be established analytically. Metallic solutions
are characterized by a nonzero density of states r(0)
=D(0) [=2/(pD) for the Bethe lattice], while insulating
solutions have r(0)=0, for both the impurity and the ef-
fective conduction bath at zero frequency. The density of
states at zero energy is an order parameter for this prob-

lem, and can be shown to be self-consistently nonzero
for small U/D and zero for large U/D .

D. Phase diagram and thermodynamics

1. Paramagnetic phases

The qualitative distinction between a metal and an
insulator is precise at zero temperature. At finite but
small temperatures a sharp distinction between a metal-
lic and an insulating solution can still be made in the
present problem, since a region of the (U ,T) parameter
space defined by Uc1(T),U,Uc2(T) is found where
two paramagnetic solutions are allowed within the
LISA, as shown on Fig. 33 (Georges and Krauth, 1993;
Rozenberg, Kotliar, and Zhang, 1994). This is evidenced
by the plot of the double occupancy ^n"n#& given in Fig.
34. One of these solutions is continuously connected to
the T=0 metallic solution, and its density of states dis-
plays a peaklike feature at the Fermi energy. The other
solution can be connected to the T=0 insulating solution,
and the Green’s function extrapolates to zero at zero
frequency. As the temperature is further increased, this
region of coexistent solutions disappears and we are left
with a rapid crossover from a metallic-like solution to an
insulating-like one. This is possible because at finite tem-
perature there is no qualitative distinction between a
metallic and an insulating state. The two lines Uc1(T)
and Uc2(T) defining the coexistence region merge at a
second-order critical point (Fig. 33). The actual metal-
insulator transition at finite temperature is first order,
and takes place at the coupling Uc(T) where the free
energy of the two solutions cross. Note that this is the
case even though no lattice deformations have been in-
cluded in the model. For early discussions of the occur-
rence of a first-order metal-insulator transition at finite
temperature in the Hubbard model, see the works of
Cyrot (1972); Castellani, DiCastro, Feinberg, and Ran-
ninger (1979); Spalek, Datta, and Honig, 1987); Spalek

FIG. 31. Real and imaginary parts of the self-energy S(v+i0+),
as obtained from the iterated perturbation theory approxima-
tion, for a value of U/D=4 in the insulating phase. The inset
contains the same quantities on a larger scale that shows the
1/v singularity in ReS.

FIG. 32. Paramagnetic gap (solid line) as a function of the
interaction U obtained from exact diagonalization. For com-
parison, the corresponding results from iterated perturbation
theory (dotted line) and the value of Uc1

H III 5 )D within the
Hubbard III approximation (diamond) are also shown.

FIG. 33. Phase diagram of the fully frustrated model at half-
filling. It is possible to move continuously from one phase to
the other since at high temperature the transition becomes a
crossover. Within the region delimited by the dashed lines, the
metallic and insulating solutions coexist. The full line is the
approximate location of the actual first-order transition line.
Both ends of this line [at the full square and at Uc2(T)=0] are
second-order points.

65A. Georges et al.: Dynamical mean-field theory of . . .
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FIG. 2. Large-N models: (a) The q-body SYK model (SYKq) for
complex fermions shown for q = 2 interactions that scatter a pair of
fermions, e.g., from sites k, l to sites i, j with a random complex
amplitude Ji jkl . (b) Model for a zero-dimensional interacting Fermi
liquid obtained from the SYKq model by adding quadratic (one-
body) hopping terms (represented by dashed lines) on top of the
q-body (q ! 2) interactions. (c) The Banerjee-Altman (BA) model
for NFL-FL transition, obtained by joining a noninteracting dot of
peripheral ψ fermions (blue dots joined by lines) to the SYK dot
of c fermions via random hopping amplitudes Viα . (d) A chain of
SYKq dots with periodic boundary conditions (PBC). Each dot is
connected to its nearest neighbors via qhop-body terms, e.g., qhop = 1,
as shown in the enlarged view (below). The highlighted part of the
chain is chosen as the subsystem A for which entanglement entropy
is calculated.

2. SYK model with quadratic hopping term for Fermi liquid state

The SYK model has also been generalized to describe
strongly interacting or heavy Fermi liquids (FL) [32] by
adding a random all-to-all hopping (q = 1) term to Eq. (52),
i.e.,

HFL =
∑

i j

ti jc
†
i c j +

∑

i1...iq; j1... jq

Ji1...iq; jq ... j1 c†
i1 . . . c†

iq c jq . . . c j1 ,

(53)

where ti j are the Gaussian random numbers with variance
t2
hop/N [see Fig. 2(b)].

3. BA model for non-Fermi liquid to Fermi liquid transition

We also study Rényi entropy in the Banerjee-Altman (BA)
model of Ref. [30], H = Hc + Hψ + Hcψ , where

Hc =
∑

i jkl

Ji jkl c
†
i c†

j ckcl , (54a)

Hψ =
∑

αβ

tαβψ†
αψβ , (54b)

Hcψ (t ) =
∑

iα

(Viαc†
i ψα + V ∗

iαψ†
αci ). (54c)

The above model [see Fig. 2(c)] has two species of fermions:
(1) the SYK fermions (c), on sites i = 1, . . . , Nc, interact-
ing with random coupling Ji jkl [Eq. (54a)] with variance
J2/(2Nc)3/2, and (2) the peripheral fermions (ψ), on a sepa-
rate set of sites α = 1, . . . , Nψ connected via random all-to-all
hopping tαβ [Eq. (54b)]. The SYK and the peripheral fermions
are quadratically coupled via Viα; tαβ and Viα are Gaussian
random variables with variances t2

hop/Nc and V 2/
√

NcNψ , re-
spectively.

The model is exactly solvable for Nc, Nψ → ∞ with a
fixed ratio p = Nψ/Nc, that is varied to go through the QPT
between NFL and FL at a critical value p = pc = 1 [30]. The
residual entropy density S0(p) of the SYK NFL continuously
vanishes at the transition [30].

4. Lattice of SYK dots for interacting diffusive metal

Extension of the above zero-dimensional models to higher
dimensions have also been achieved [31,32,45,47,48]. These
systems typically involve a lattice of SYKq dots, each hav-
ing N fermion flavors, connected to their nearest neighbors
via qhop-body terms and can be described using the general
Hamiltonian

H =
∑

⟨xx′⟩i1...iq; j1... jq

tx,i1...iq;x′ jq... j1 c†
xi1 . . . c†

xiq cx′ jq . . . cx′ j1 + H.c.

+
∑

x,i1...iq; j1... jq

Jx,i1...iq; jq ... j1 c†
xi1 . . . c†

xiq cx jq . . . cx j1 , (55)

where the coordinates x, x′ denote the position of the in-
dividual dot in the lattice or chain and ⟨xx′⟩ represents the
nearest neighbors [see Fig. 2(d)]. The amplitude txx′ and Jx are
independent Gaussian random numbers with variances having
the same form as that of the coupling J in Eq. (52); q → qhop
and J → tchain for the txx′ amplitudes. Setting qhop = q = 1
produces a noninteracting diffusive metal, while qhop = 1,
q = 2 and qhop = 2, q = 2 result in a diffusive heavy Fermi
liquid [32] or a non-Fermi liquid [43], respectively.

5. Rényi entropy in the thermal state

Here we derive the exact equations to evaluate the Rényi
entropy for all the models of the preceding sections at the
large-N limit in thermal equilibrium. The evaluation of Rényi
entropy for nonequilibrium evolution can be performed using
the Schwinger-Keldysh path integral formalism of Sec. II B 2
and is discussed in Appendix D. In order to access the second
Rényi entropy at zero temperature, we use the thermal den-
sity matrix to perform the analysis and then take the T → 0
limit. The definition for second Rényi entropy [see Eq. (2)]
implies that we need to calculate the disorder averaged
quantity

S(2) = −ln
(
TrA

[
ρ2

A

])
= −ln TrA

[
Z2

A

]
+ 2ln Z, (56)
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FIG. 2. Large-N models: (a) The q-body SYK model (SYKq) for
complex fermions shown for q = 2 interactions that scatter a pair of
fermions, e.g., from sites k, l to sites i, j with a random complex
amplitude Ji jkl . (b) Model for a zero-dimensional interacting Fermi
liquid obtained from the SYKq model by adding quadratic (one-
body) hopping terms (represented by dashed lines) on top of the
q-body (q ! 2) interactions. (c) The Banerjee-Altman (BA) model
for NFL-FL transition, obtained by joining a noninteracting dot of
peripheral ψ fermions (blue dots joined by lines) to the SYK dot
of c fermions via random hopping amplitudes Viα . (d) A chain of
SYKq dots with periodic boundary conditions (PBC). Each dot is
connected to its nearest neighbors via qhop-body terms, e.g., qhop = 1,
as shown in the enlarged view (below). The highlighted part of the
chain is chosen as the subsystem A for which entanglement entropy
is calculated.

2. SYK model with quadratic hopping term for Fermi liquid state

The SYK model has also been generalized to describe
strongly interacting or heavy Fermi liquids (FL) [32] by
adding a random all-to-all hopping (q = 1) term to Eq. (52),
i.e.,

HFL =
∑

i j

ti jc
†
i c j +

∑

i1...iq; j1... jq

Ji1...iq; jq ... j1 c†
i1 . . . c†

iq c jq . . . c j1 ,

(53)

where ti j are the Gaussian random numbers with variance
t2
hop/N [see Fig. 2(b)].

3. BA model for non-Fermi liquid to Fermi liquid transition

We also study Rényi entropy in the Banerjee-Altman (BA)
model of Ref. [30], H = Hc + Hψ + Hcψ , where

Hc =
∑

i jkl

Ji jkl c
†
i c†

j ckcl , (54a)

Hψ =
∑

αβ

tαβψ†
αψβ , (54b)

Hcψ (t ) =
∑

iα

(Viαc†
i ψα + V ∗

iαψ†
αci ). (54c)

The above model [see Fig. 2(c)] has two species of fermions:
(1) the SYK fermions (c), on sites i = 1, . . . , Nc, interact-
ing with random coupling Ji jkl [Eq. (54a)] with variance
J2/(2Nc)3/2, and (2) the peripheral fermions (ψ), on a sepa-
rate set of sites α = 1, . . . , Nψ connected via random all-to-all
hopping tαβ [Eq. (54b)]. The SYK and the peripheral fermions
are quadratically coupled via Viα; tαβ and Viα are Gaussian
random variables with variances t2

hop/Nc and V 2/
√

NcNψ , re-
spectively.

The model is exactly solvable for Nc, Nψ → ∞ with a
fixed ratio p = Nψ/Nc, that is varied to go through the QPT
between NFL and FL at a critical value p = pc = 1 [30]. The
residual entropy density S0(p) of the SYK NFL continuously
vanishes at the transition [30].

4. Lattice of SYK dots for interacting diffusive metal

Extension of the above zero-dimensional models to higher
dimensions have also been achieved [31,32,45,47,48]. These
systems typically involve a lattice of SYKq dots, each hav-
ing N fermion flavors, connected to their nearest neighbors
via qhop-body terms and can be described using the general
Hamiltonian

H =
∑

⟨xx′⟩i1...iq; j1... jq

tx,i1...iq;x′ jq... j1 c†
xi1 . . . c†

xiq cx′ jq . . . cx′ j1 + H.c.

+
∑

x,i1...iq; j1... jq

Jx,i1...iq; jq ... j1 c†
xi1 . . . c†

xiq cx jq . . . cx j1 , (55)

where the coordinates x, x′ denote the position of the in-
dividual dot in the lattice or chain and ⟨xx′⟩ represents the
nearest neighbors [see Fig. 2(d)]. The amplitude txx′ and Jx are
independent Gaussian random numbers with variances having
the same form as that of the coupling J in Eq. (52); q → qhop
and J → tchain for the txx′ amplitudes. Setting qhop = q = 1
produces a noninteracting diffusive metal, while qhop = 1,
q = 2 and qhop = 2, q = 2 result in a diffusive heavy Fermi
liquid [32] or a non-Fermi liquid [43], respectively.

5. Rényi entropy in the thermal state

Here we derive the exact equations to evaluate the Rényi
entropy for all the models of the preceding sections at the
large-N limit in thermal equilibrium. The evaluation of Rényi
entropy for nonequilibrium evolution can be performed using
the Schwinger-Keldysh path integral formalism of Sec. II B 2
and is discussed in Appendix D. In order to access the second
Rényi entropy at zero temperature, we use the thermal den-
sity matrix to perform the analysis and then take the T → 0
limit. The definition for second Rényi entropy [see Eq. (2)]
implies that we need to calculate the disorder averaged
quantity

S(2) = −ln
(
TrA

[
ρ2

A

])
= −ln TrA

[
Z2

A

]
+ 2ln Z, (56)
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Fermi liquid and heavy Fermi liquid (𝐽, 𝑡� ≠ 0)

RÉNYI ENTANGLEMENT ENTROPY OF FERMI AND … PHYSICAL REVIEW RESEARCH 2, 033505 (2020)

FIG. 2. Large-N models: (a) The q-body SYK model (SYKq) for
complex fermions shown for q = 2 interactions that scatter a pair of
fermions, e.g., from sites k, l to sites i, j with a random complex
amplitude Ji jkl . (b) Model for a zero-dimensional interacting Fermi
liquid obtained from the SYKq model by adding quadratic (one-
body) hopping terms (represented by dashed lines) on top of the
q-body (q ! 2) interactions. (c) The Banerjee-Altman (BA) model
for NFL-FL transition, obtained by joining a noninteracting dot of
peripheral ψ fermions (blue dots joined by lines) to the SYK dot
of c fermions via random hopping amplitudes Viα . (d) A chain of
SYKq dots with periodic boundary conditions (PBC). Each dot is
connected to its nearest neighbors via qhop-body terms, e.g., qhop = 1,
as shown in the enlarged view (below). The highlighted part of the
chain is chosen as the subsystem A for which entanglement entropy
is calculated.

2. SYK model with quadratic hopping term for Fermi liquid state

The SYK model has also been generalized to describe
strongly interacting or heavy Fermi liquids (FL) [32] by
adding a random all-to-all hopping (q = 1) term to Eq. (52),
i.e.,

HFL =
∑

i j

ti jc
†
i c j +

∑

i1...iq; j1... jq

Ji1...iq; jq ... j1 c†
i1 . . . c†

iq c jq . . . c j1 ,

(53)

where ti j are the Gaussian random numbers with variance
t2
hop/N [see Fig. 2(b)].

3. BA model for non-Fermi liquid to Fermi liquid transition

We also study Rényi entropy in the Banerjee-Altman (BA)
model of Ref. [30], H = Hc + Hψ + Hcψ , where

Hc =
∑

i jkl

Ji jkl c
†
i c†

j ckcl , (54a)

Hψ =
∑

αβ

tαβψ†
αψβ , (54b)

Hcψ (t ) =
∑

iα

(Viαc†
i ψα + V ∗

iαψ†
αci ). (54c)

The above model [see Fig. 2(c)] has two species of fermions:
(1) the SYK fermions (c), on sites i = 1, . . . , Nc, interact-
ing with random coupling Ji jkl [Eq. (54a)] with variance
J2/(2Nc)3/2, and (2) the peripheral fermions (ψ), on a sepa-
rate set of sites α = 1, . . . , Nψ connected via random all-to-all
hopping tαβ [Eq. (54b)]. The SYK and the peripheral fermions
are quadratically coupled via Viα; tαβ and Viα are Gaussian
random variables with variances t2

hop/Nc and V 2/
√

NcNψ , re-
spectively.

The model is exactly solvable for Nc, Nψ → ∞ with a
fixed ratio p = Nψ/Nc, that is varied to go through the QPT
between NFL and FL at a critical value p = pc = 1 [30]. The
residual entropy density S0(p) of the SYK NFL continuously
vanishes at the transition [30].

4. Lattice of SYK dots for interacting diffusive metal

Extension of the above zero-dimensional models to higher
dimensions have also been achieved [31,32,45,47,48]. These
systems typically involve a lattice of SYKq dots, each hav-
ing N fermion flavors, connected to their nearest neighbors
via qhop-body terms and can be described using the general
Hamiltonian

H =
∑

⟨xx′⟩i1...iq; j1... jq

tx,i1...iq;x′ jq... j1 c†
xi1 . . . c†

xiq cx′ jq . . . cx′ j1 + H.c.

+
∑

x,i1...iq; j1... jq

Jx,i1...iq; jq ... j1 c†
xi1 . . . c†

xiq cx jq . . . cx j1 , (55)

where the coordinates x, x′ denote the position of the in-
dividual dot in the lattice or chain and ⟨xx′⟩ represents the
nearest neighbors [see Fig. 2(d)]. The amplitude txx′ and Jx are
independent Gaussian random numbers with variances having
the same form as that of the coupling J in Eq. (52); q → qhop
and J → tchain for the txx′ amplitudes. Setting qhop = q = 1
produces a noninteracting diffusive metal, while qhop = 1,
q = 2 and qhop = 2, q = 2 result in a diffusive heavy Fermi
liquid [32] or a non-Fermi liquid [43], respectively.

5. Rényi entropy in the thermal state

Here we derive the exact equations to evaluate the Rényi
entropy for all the models of the preceding sections at the
large-N limit in thermal equilibrium. The evaluation of Rényi
entropy for nonequilibrium evolution can be performed using
the Schwinger-Keldysh path integral formalism of Sec. II B 2
and is discussed in Appendix D. In order to access the second
Rényi entropy at zero temperature, we use the thermal den-
sity matrix to perform the analysis and then take the T → 0
limit. The definition for second Rényi entropy [see Eq. (2)]
implies that we need to calculate the disorder averaged
quantity

S(2) = −ln
(
TrA

[
ρ2

A

])
= −ln TrA

[
Z2

A

]
+ 2ln Z, (56)
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Fermi liquid and heavy Fermi liquid (𝐽, 𝑡� ≠ 0)

l Large N, p=1 value approaches zero 
as T→0

l ED results for N=8,10 matches 
perfectly with N→∞ limit! 

è Finite-N corrections are very small 
for entanglement entropy.
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FIG. 2. Large-N models: (a) The q-body SYK model (SYKq) for
complex fermions shown for q = 2 interactions that scatter a pair of
fermions, e.g., from sites k, l to sites i, j with a random complex
amplitude Ji jkl . (b) Model for a zero-dimensional interacting Fermi
liquid obtained from the SYKq model by adding quadratic (one-
body) hopping terms (represented by dashed lines) on top of the
q-body (q ! 2) interactions. (c) The Banerjee-Altman (BA) model
for NFL-FL transition, obtained by joining a noninteracting dot of
peripheral ψ fermions (blue dots joined by lines) to the SYK dot
of c fermions via random hopping amplitudes Viα . (d) A chain of
SYKq dots with periodic boundary conditions (PBC). Each dot is
connected to its nearest neighbors via qhop-body terms, e.g., qhop = 1,
as shown in the enlarged view (below). The highlighted part of the
chain is chosen as the subsystem A for which entanglement entropy
is calculated.

2. SYK model with quadratic hopping term for Fermi liquid state

The SYK model has also been generalized to describe
strongly interacting or heavy Fermi liquids (FL) [32] by
adding a random all-to-all hopping (q = 1) term to Eq. (52),
i.e.,

HFL =
∑

i j

ti jc
†
i c j +

∑

i1...iq; j1... jq

Ji1...iq; jq ... j1 c†
i1 . . . c†

iq c jq . . . c j1 ,

(53)

where ti j are the Gaussian random numbers with variance
t2
hop/N [see Fig. 2(b)].

3. BA model for non-Fermi liquid to Fermi liquid transition

We also study Rényi entropy in the Banerjee-Altman (BA)
model of Ref. [30], H = Hc + Hψ + Hcψ , where

Hc =
∑

i jkl

Ji jkl c
†
i c†

j ckcl , (54a)

Hψ =
∑

αβ

tαβψ†
αψβ , (54b)

Hcψ (t ) =
∑

iα

(Viαc†
i ψα + V ∗

iαψ†
αci ). (54c)

The above model [see Fig. 2(c)] has two species of fermions:
(1) the SYK fermions (c), on sites i = 1, . . . , Nc, interact-
ing with random coupling Ji jkl [Eq. (54a)] with variance
J2/(2Nc)3/2, and (2) the peripheral fermions (ψ), on a sepa-
rate set of sites α = 1, . . . , Nψ connected via random all-to-all
hopping tαβ [Eq. (54b)]. The SYK and the peripheral fermions
are quadratically coupled via Viα; tαβ and Viα are Gaussian
random variables with variances t2

hop/Nc and V 2/
√

NcNψ , re-
spectively.

The model is exactly solvable for Nc, Nψ → ∞ with a
fixed ratio p = Nψ/Nc, that is varied to go through the QPT
between NFL and FL at a critical value p = pc = 1 [30]. The
residual entropy density S0(p) of the SYK NFL continuously
vanishes at the transition [30].

4. Lattice of SYK dots for interacting diffusive metal

Extension of the above zero-dimensional models to higher
dimensions have also been achieved [31,32,45,47,48]. These
systems typically involve a lattice of SYKq dots, each hav-
ing N fermion flavors, connected to their nearest neighbors
via qhop-body terms and can be described using the general
Hamiltonian

H =
∑

⟨xx′⟩i1...iq; j1... jq

tx,i1...iq;x′ jq... j1 c†
xi1 . . . c†

xiq cx′ jq . . . cx′ j1 + H.c.

+
∑

x,i1...iq; j1... jq

Jx,i1...iq; jq ... j1 c†
xi1 . . . c†

xiq cx jq . . . cx j1 , (55)

where the coordinates x, x′ denote the position of the in-
dividual dot in the lattice or chain and ⟨xx′⟩ represents the
nearest neighbors [see Fig. 2(d)]. The amplitude txx′ and Jx are
independent Gaussian random numbers with variances having
the same form as that of the coupling J in Eq. (52); q → qhop
and J → tchain for the txx′ amplitudes. Setting qhop = q = 1
produces a noninteracting diffusive metal, while qhop = 1,
q = 2 and qhop = 2, q = 2 result in a diffusive heavy Fermi
liquid [32] or a non-Fermi liquid [43], respectively.

5. Rényi entropy in the thermal state

Here we derive the exact equations to evaluate the Rényi
entropy for all the models of the preceding sections at the
large-N limit in thermal equilibrium. The evaluation of Rényi
entropy for nonequilibrium evolution can be performed using
the Schwinger-Keldysh path integral formalism of Sec. II B 2
and is discussed in Appendix D. In order to access the second
Rényi entropy at zero temperature, we use the thermal den-
sity matrix to perform the analysis and then take the T → 0
limit. The definition for second Rényi entropy [see Eq. (2)]
implies that we need to calculate the disorder averaged
quantity

S(2) = −ln
(
TrA

[
ρ2

A

])
= −ln TrA

[
Z2

A

]
+ 2ln Z, (56)
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Fermi liquid and heavy Fermi liquid (𝐽, 𝑡� ≠ 0)

l Large N, p=1 value approaches zero 
as T→0

l ED results for N=8,10 matches 
perfectly with N→∞ limit! 

è Finite-N corrections are very small 
for entanglement entropy.

Bipartite (p=1/2) entanglement 
entropy
Heavy Fermi liquid →weakly 
interacting FL 
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FIG. 2. Large-N models: (a) The q-body SYK model (SYKq) for
complex fermions shown for q = 2 interactions that scatter a pair of
fermions, e.g., from sites k, l to sites i, j with a random complex
amplitude Ji jkl . (b) Model for a zero-dimensional interacting Fermi
liquid obtained from the SYKq model by adding quadratic (one-
body) hopping terms (represented by dashed lines) on top of the
q-body (q ! 2) interactions. (c) The Banerjee-Altman (BA) model
for NFL-FL transition, obtained by joining a noninteracting dot of
peripheral ψ fermions (blue dots joined by lines) to the SYK dot
of c fermions via random hopping amplitudes Viα . (d) A chain of
SYKq dots with periodic boundary conditions (PBC). Each dot is
connected to its nearest neighbors via qhop-body terms, e.g., qhop = 1,
as shown in the enlarged view (below). The highlighted part of the
chain is chosen as the subsystem A for which entanglement entropy
is calculated.

2. SYK model with quadratic hopping term for Fermi liquid state

The SYK model has also been generalized to describe
strongly interacting or heavy Fermi liquids (FL) [32] by
adding a random all-to-all hopping (q = 1) term to Eq. (52),
i.e.,

HFL =
∑

i j

ti jc
†
i c j +

∑

i1...iq; j1... jq

Ji1...iq; jq ... j1 c†
i1 . . . c†

iq c jq . . . c j1 ,

(53)

where ti j are the Gaussian random numbers with variance
t2
hop/N [see Fig. 2(b)].

3. BA model for non-Fermi liquid to Fermi liquid transition

We also study Rényi entropy in the Banerjee-Altman (BA)
model of Ref. [30], H = Hc + Hψ + Hcψ , where

Hc =
∑

i jkl

Ji jkl c
†
i c†

j ckcl , (54a)

Hψ =
∑

αβ

tαβψ†
αψβ , (54b)

Hcψ (t ) =
∑

iα

(Viαc†
i ψα + V ∗

iαψ†
αci ). (54c)

The above model [see Fig. 2(c)] has two species of fermions:
(1) the SYK fermions (c), on sites i = 1, . . . , Nc, interact-
ing with random coupling Ji jkl [Eq. (54a)] with variance
J2/(2Nc)3/2, and (2) the peripheral fermions (ψ), on a sepa-
rate set of sites α = 1, . . . , Nψ connected via random all-to-all
hopping tαβ [Eq. (54b)]. The SYK and the peripheral fermions
are quadratically coupled via Viα; tαβ and Viα are Gaussian
random variables with variances t2

hop/Nc and V 2/
√

NcNψ , re-
spectively.

The model is exactly solvable for Nc, Nψ → ∞ with a
fixed ratio p = Nψ/Nc, that is varied to go through the QPT
between NFL and FL at a critical value p = pc = 1 [30]. The
residual entropy density S0(p) of the SYK NFL continuously
vanishes at the transition [30].

4. Lattice of SYK dots for interacting diffusive metal

Extension of the above zero-dimensional models to higher
dimensions have also been achieved [31,32,45,47,48]. These
systems typically involve a lattice of SYKq dots, each hav-
ing N fermion flavors, connected to their nearest neighbors
via qhop-body terms and can be described using the general
Hamiltonian

H =
∑

⟨xx′⟩i1...iq; j1... jq

tx,i1...iq;x′ jq... j1 c†
xi1 . . . c†

xiq cx′ jq . . . cx′ j1 + H.c.

+
∑

x,i1...iq; j1... jq

Jx,i1...iq; jq ... j1 c†
xi1 . . . c†

xiq cx jq . . . cx j1 , (55)

where the coordinates x, x′ denote the position of the in-
dividual dot in the lattice or chain and ⟨xx′⟩ represents the
nearest neighbors [see Fig. 2(d)]. The amplitude txx′ and Jx are
independent Gaussian random numbers with variances having
the same form as that of the coupling J in Eq. (52); q → qhop
and J → tchain for the txx′ amplitudes. Setting qhop = q = 1
produces a noninteracting diffusive metal, while qhop = 1,
q = 2 and qhop = 2, q = 2 result in a diffusive heavy Fermi
liquid [32] or a non-Fermi liquid [43], respectively.

5. Rényi entropy in the thermal state

Here we derive the exact equations to evaluate the Rényi
entropy for all the models of the preceding sections at the
large-N limit in thermal equilibrium. The evaluation of Rényi
entropy for nonequilibrium evolution can be performed using
the Schwinger-Keldysh path integral formalism of Sec. II B 2
and is discussed in Appendix D. In order to access the second
Rényi entropy at zero temperature, we use the thermal den-
sity matrix to perform the analysis and then take the T → 0
limit. The definition for second Rényi entropy [see Eq. (2)]
implies that we need to calculate the disorder averaged
quantity

S(2) = −ln
(
TrA

[
ρ2

A

])
= −ln TrA

[
Z2

A

]
+ 2ln Z, (56)
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Pure SYK model (𝑡� = 0)

q Large N, p=1 value does not 
approach zero as T→0

q It can be shown  𝑆"
2 𝑝 → 1, 𝑇 = 0 = 𝑆�
Residual entropy

Quantum entanglement of the SYK NFL ground-state cannot be extracted in 
the large-N limit from 𝑇 → 0 limit.
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l Renyi entropy initially grows like ln 𝑙, 
but then saturates.

A. Potter, arxiv (2014)
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Entanglement in interacting diffusive metal

è Emergent length scale, 
“mean free path” 𝑙�
𝑐��� changes with 
interaction
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Hubbard model at half filling and Mott metal-insulator transition

𝐻 = −𝑡 z
°e}±,²

𝑐e²
~ 𝑐}² + ℎ. 𝑐.

+𝑈z
e

𝑛e↑𝑛e↓
Correlated

(Fermi liquid)

ance of the insulating solution at Uc1, the behavior of
the gap at this point, and the value of Uc1 have not yet
been fully settled.

In summary, the existence of two classes of solutions
of the paramagnetic LISA equations at zero tempera-
ture can be established analytically. Metallic solutions
are characterized by a nonzero density of states r(0)
=D(0) [=2/(pD) for the Bethe lattice], while insulating
solutions have r(0)=0, for both the impurity and the ef-
fective conduction bath at zero frequency. The density of
states at zero energy is an order parameter for this prob-

lem, and can be shown to be self-consistently nonzero
for small U/D and zero for large U/D .

D. Phase diagram and thermodynamics

1. Paramagnetic phases

The qualitative distinction between a metal and an
insulator is precise at zero temperature. At finite but
small temperatures a sharp distinction between a metal-
lic and an insulating solution can still be made in the
present problem, since a region of the (U ,T) parameter
space defined by Uc1(T),U,Uc2(T) is found where
two paramagnetic solutions are allowed within the
LISA, as shown on Fig. 33 (Georges and Krauth, 1993;
Rozenberg, Kotliar, and Zhang, 1994). This is evidenced
by the plot of the double occupancy ^n"n#& given in Fig.
34. One of these solutions is continuously connected to
the T=0 metallic solution, and its density of states dis-
plays a peaklike feature at the Fermi energy. The other
solution can be connected to the T=0 insulating solution,
and the Green’s function extrapolates to zero at zero
frequency. As the temperature is further increased, this
region of coexistent solutions disappears and we are left
with a rapid crossover from a metallic-like solution to an
insulating-like one. This is possible because at finite tem-
perature there is no qualitative distinction between a
metallic and an insulating state. The two lines Uc1(T)
and Uc2(T) defining the coexistence region merge at a
second-order critical point (Fig. 33). The actual metal-
insulator transition at finite temperature is first order,
and takes place at the coupling Uc(T) where the free
energy of the two solutions cross. Note that this is the
case even though no lattice deformations have been in-
cluded in the model. For early discussions of the occur-
rence of a first-order metal-insulator transition at finite
temperature in the Hubbard model, see the works of
Cyrot (1972); Castellani, DiCastro, Feinberg, and Ran-
ninger (1979); Spalek, Datta, and Honig, 1987); Spalek

FIG. 31. Real and imaginary parts of the self-energy S(v+i0+),
as obtained from the iterated perturbation theory approxima-
tion, for a value of U/D=4 in the insulating phase. The inset
contains the same quantities on a larger scale that shows the
1/v singularity in ReS.

FIG. 32. Paramagnetic gap (solid line) as a function of the
interaction U obtained from exact diagonalization. For com-
parison, the corresponding results from iterated perturbation
theory (dotted line) and the value of Uc1

H III 5 )D within the
Hubbard III approximation (diamond) are also shown.

FIG. 33. Phase diagram of the fully frustrated model at half-
filling. It is possible to move continuously from one phase to
the other since at high temperature the transition becomes a
crossover. Within the region delimited by the dashed lines, the
metallic and insulating solutions coexist. The full line is the
approximate location of the actual first-order transition line.
Both ends of this line [at the full square and at Uc2(T)=0] are
second-order points.

65A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

Crossover
(𝑈`, 𝑇 )
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Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
A

Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)

A

Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑

<ij>
tijc†

i cj + U∑
i

ni↑ni↓

DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0
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•  Comparision with QMC at intermediate  is  
quite good even in 1d 

T

4.  Comparision to QMC
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Entanglement action S(λ) = SU + λSkick

• Comparision with ED also reasonably good (not shown here)

 From CFT (1+1)d:  ,    Eq-A    S(n)
A (T = 0,NA) = c

2 (1 + 1
n

)log[ N
π

sin( πNA

N )] + kn

• Thermal to entanglement crossover formula for :    

    

 At   we recover the CFT Eq-A

N → ∞
S(n)

A (T, NA) = c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode

 S(n)
A (T, NA) = (1

2 ∫ ∫
dAxdAk

(2π)d−1 |nk ⋅ nx |)× [ c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + kn]
Effective no of  1d  mode 1d subsystem scaling from CFT

Effective no of modes: 
Depends relative 

orientation of real and 
momentum  space 
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7.  Conclusion and summary:   

References:  

A
B

NA

6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 

c
T

→

• Well fitted by Widom scaling formula (left)  and the extracted central charge 
is shown ( right )

Bipartite Mutual information across the 
 Mott phase transition is shown 

• Strongly correlated metal 
to Mott insulator transition 

occurs at 
 in 

2d Hubbard model
(Uc, Tc) ≃ (9.8,0.19)

U = 4.0

N = (20 × 20)

Mutual information: 
I(A, B) = S(2)

A + S(2)
B − S(2)

A∪B Cartoon phase diagram
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N. Laflorencie, Phys. Rep. (2016)

(Arijit, Surajit et al.)

• Developed general many body approach based on path 
integral method to compute 2nd renyi entropy

• Find novel way to extract  through ‘kick term’ 
integration method

S(2)
A

• Renyi entanglement entropy is well captured by CFT 
crossover formula in 1d and 2d DMFT  in Fermi liquid phase.

• Mutual information can detect the Mott transition 

A. Haldar, S. Bera & SB, Phys. Rev. Research (2020),   (B. Swingle, PRL 105, 050502 (2010) ),   Cardy, Calabrese et al.   

(Source: Internet)
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ance of the insulating solution at Uc1, the behavior of
the gap at this point, and the value of Uc1 have not yet
been fully settled.

In summary, the existence of two classes of solutions
of the paramagnetic LISA equations at zero tempera-
ture can be established analytically. Metallic solutions
are characterized by a nonzero density of states r(0)
=D(0) [=2/(pD) for the Bethe lattice], while insulating
solutions have r(0)=0, for both the impurity and the ef-
fective conduction bath at zero frequency. The density of
states at zero energy is an order parameter for this prob-

lem, and can be shown to be self-consistently nonzero
for small U/D and zero for large U/D .

D. Phase diagram and thermodynamics

1. Paramagnetic phases

The qualitative distinction between a metal and an
insulator is precise at zero temperature. At finite but
small temperatures a sharp distinction between a metal-
lic and an insulating solution can still be made in the
present problem, since a region of the (U ,T) parameter
space defined by Uc1(T),U,Uc2(T) is found where
two paramagnetic solutions are allowed within the
LISA, as shown on Fig. 33 (Georges and Krauth, 1993;
Rozenberg, Kotliar, and Zhang, 1994). This is evidenced
by the plot of the double occupancy ^n"n#& given in Fig.
34. One of these solutions is continuously connected to
the T=0 metallic solution, and its density of states dis-
plays a peaklike feature at the Fermi energy. The other
solution can be connected to the T=0 insulating solution,
and the Green’s function extrapolates to zero at zero
frequency. As the temperature is further increased, this
region of coexistent solutions disappears and we are left
with a rapid crossover from a metallic-like solution to an
insulating-like one. This is possible because at finite tem-
perature there is no qualitative distinction between a
metallic and an insulating state. The two lines Uc1(T)
and Uc2(T) defining the coexistence region merge at a
second-order critical point (Fig. 33). The actual metal-
insulator transition at finite temperature is first order,
and takes place at the coupling Uc(T) where the free
energy of the two solutions cross. Note that this is the
case even though no lattice deformations have been in-
cluded in the model. For early discussions of the occur-
rence of a first-order metal-insulator transition at finite
temperature in the Hubbard model, see the works of
Cyrot (1972); Castellani, DiCastro, Feinberg, and Ran-
ninger (1979); Spalek, Datta, and Honig, 1987); Spalek

FIG. 31. Real and imaginary parts of the self-energy S(v+i0+),
as obtained from the iterated perturbation theory approxima-
tion, for a value of U/D=4 in the insulating phase. The inset
contains the same quantities on a larger scale that shows the
1/v singularity in ReS.

FIG. 32. Paramagnetic gap (solid line) as a function of the
interaction U obtained from exact diagonalization. For com-
parison, the corresponding results from iterated perturbation
theory (dotted line) and the value of Uc1

H III 5 )D within the
Hubbard III approximation (diamond) are also shown.

FIG. 33. Phase diagram of the fully frustrated model at half-
filling. It is possible to move continuously from one phase to
the other since at high temperature the transition becomes a
crossover. Within the region delimited by the dashed lines, the
metallic and insulating solutions coexist. The full line is the
approximate location of the actual first-order transition line.
Both ends of this line [at the full square and at Uc2(T)=0] are
second-order points.
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Hubbard model at half filling and Mott metal-insulator transition
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Georges et al. RMP (1996)

Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
A

Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)

A

Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑

<ij>
tijc†

i cj + U∑
i

ni↑ni↓

DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0
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•  Comparision with QMC at intermediate  is  
quite good even in 1d 

T

4.  Comparision to QMC
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t) 

Entanglement action S(λ) = SU + λSkick

• Comparision with ED also reasonably good (not shown here)

 From CFT (1+1)d:  ,    Eq-A    S(n)
A (T = 0,NA) = c

2 (1 + 1
n

)log[ N
π

sin( πNA

N )] + kn

• Thermal to entanglement crossover formula for :    

    

 At   we recover the CFT Eq-A

N → ∞
S(n)

A (T, NA) = c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode

 S(n)
A (T, NA) = (1

2 ∫ ∫
dAxdAk

(2π)d−1 |nk ⋅ nx |)× [ c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + kn]
Effective no of  1d  mode 1d subsystem scaling from CFT

Effective no of modes: 
Depends relative 

orientation of real and 
momentum  space 

geometry
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7.  Conclusion and summary:   

References:  

A
B

NA

6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 

c
T

→

• Well fitted by Widom scaling formula (left)  and the extracted central charge 
is shown ( right )

Bipartite Mutual information across the 
 Mott phase transition is shown 

• Strongly correlated metal 
to Mott insulator transition 

occurs at 
 in 

2d Hubbard model
(Uc, Tc) ≃ (9.8,0.19)

U = 4.0

N = (20 × 20)

Mutual information: 
I(A, B) = S(2)

A + S(2)
B − S(2)

A∪B Cartoon phase diagram

Sw
in

gl
e e

t a
l.

N. Laflorencie, Phys. Rep. (2016)

(Arijit, Surajit et al.)

• Developed general many body approach based on path 
integral method to compute 2nd renyi entropy

• Find novel way to extract  through ‘kick term’ 
integration method

S(2)
A

• Renyi entanglement entropy is well captured by CFT 
crossover formula in 1d and 2d DMFT  in Fermi liquid phase.

• Mutual information can detect the Mott transition 

A. Haldar, S. Bera & SB, Phys. Rev. Research (2020),   (B. Swingle, PRL 105, 050502 (2010) ),   Cardy, Calabrese et al.   

(Source: Internet)

In collaboration with 
Sumilan Banerjee, Physics, IISc, Bengaluru, India, Arijit Haldar, Phusics Dept, U Toronto, Canada

By Surajit Bera, Physical Science Dept., IISc, Bengaluru, India
Single-site Dynamical 
mean-field theory 
(DMFT)

Correlated

(Fermi liquid)

ance of the insulating solution at Uc1, the behavior of
the gap at this point, and the value of Uc1 have not yet
been fully settled.

In summary, the existence of two classes of solutions
of the paramagnetic LISA equations at zero tempera-
ture can be established analytically. Metallic solutions
are characterized by a nonzero density of states r(0)
=D(0) [=2/(pD) for the Bethe lattice], while insulating
solutions have r(0)=0, for both the impurity and the ef-
fective conduction bath at zero frequency. The density of
states at zero energy is an order parameter for this prob-

lem, and can be shown to be self-consistently nonzero
for small U/D and zero for large U/D .

D. Phase diagram and thermodynamics

1. Paramagnetic phases

The qualitative distinction between a metal and an
insulator is precise at zero temperature. At finite but
small temperatures a sharp distinction between a metal-
lic and an insulating solution can still be made in the
present problem, since a region of the (U ,T) parameter
space defined by Uc1(T),U,Uc2(T) is found where
two paramagnetic solutions are allowed within the
LISA, as shown on Fig. 33 (Georges and Krauth, 1993;
Rozenberg, Kotliar, and Zhang, 1994). This is evidenced
by the plot of the double occupancy ^n"n#& given in Fig.
34. One of these solutions is continuously connected to
the T=0 metallic solution, and its density of states dis-
plays a peaklike feature at the Fermi energy. The other
solution can be connected to the T=0 insulating solution,
and the Green’s function extrapolates to zero at zero
frequency. As the temperature is further increased, this
region of coexistent solutions disappears and we are left
with a rapid crossover from a metallic-like solution to an
insulating-like one. This is possible because at finite tem-
perature there is no qualitative distinction between a
metallic and an insulating state. The two lines Uc1(T)
and Uc2(T) defining the coexistence region merge at a
second-order critical point (Fig. 33). The actual metal-
insulator transition at finite temperature is first order,
and takes place at the coupling Uc(T) where the free
energy of the two solutions cross. Note that this is the
case even though no lattice deformations have been in-
cluded in the model. For early discussions of the occur-
rence of a first-order metal-insulator transition at finite
temperature in the Hubbard model, see the works of
Cyrot (1972); Castellani, DiCastro, Feinberg, and Ran-
ninger (1979); Spalek, Datta, and Honig, 1987); Spalek

FIG. 31. Real and imaginary parts of the self-energy S(v+i0+),
as obtained from the iterated perturbation theory approxima-
tion, for a value of U/D=4 in the insulating phase. The inset
contains the same quantities on a larger scale that shows the
1/v singularity in ReS.

FIG. 32. Paramagnetic gap (solid line) as a function of the
interaction U obtained from exact diagonalization. For com-
parison, the corresponding results from iterated perturbation
theory (dotted line) and the value of Uc1

H III 5 )D within the
Hubbard III approximation (diamond) are also shown.

FIG. 33. Phase diagram of the fully frustrated model at half-
filling. It is possible to move continuously from one phase to
the other since at high temperature the transition becomes a
crossover. Within the region delimited by the dashed lines, the
metallic and insulating solutions coexist. The full line is the
approximate location of the actual first-order transition line.
Both ends of this line [at the full square and at Uc2(T)=0] are
second-order points.
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Crossover

disappears continuously (at T=0) at a critical value
Uc2/D.2.92, as explained in more detail in Sec. VII.E.

2. Insulating phase

When U/t is large, we begin with a different ansatz
based on the observation that in the ‘‘atomic limit’’ t=0
(U/t=`), the spectral function has a gap equal to U . In
this limit the exact expression of the Green’s function
reads

G~ ivn!at5
1/2

ivn1U/2
1

1/2
ivn2U/2

. (232)

Since ImG(v1i01) also plays the role of the density of
states of the effective conduction electron bath entering
the impurity model, we have to deal with an impurity
embedded in an insulator [D(v=0)=0]. It is clear that an
expansion in powers of the hybridization t does not lead
to singularities at low frequency in this case. This is very
different from the usual expansion in the hybridization
V with a given (flat) density of states that is usually con-
sidered for an Anderson impurity in a metal. Here, t
also enters the conduction bath density of states (via the
self-consistency condition) and the gap survives an ex-
pansion in t/U . An explicit realization of this idea is to
make the following approximation for the local Green’s
function (Rozenberg, Zhang, and Kotliar, 1992):

G~ ivn!.
1/2

G 0
21~ ivn!2U/2

1
1/2

G 0
21~ ivn!1U/2

, (233)

which can be motivated as the superposition of two mag-
netic Hartree-Fock solutions or as a resummation of an
expansion in D/U . This implies that G(iv);iv for small

v, and the substitution into the self-consistency condi-
tion implies that G 0

−1;iv , which is another way of say-
ing that the effective bath in the Anderson model pic-
ture has a gap. We know from the theory of an
Anderson impurity embedded in an insulating medium
that the Kondo effect does not take place. The impurity
model ground state is a doubly degenerate local mo-
ment. Thus, the superposition of two magnetic Hartree-
Fock solutions is qualitatively a self-consistent ansatz. If
this ansatz is placed into Eq. (221), we are led to a
closed (approximate) equation for G(ivn):

D4G328D2vG214~4v21D22U2!G216v50.
(234)

This approximation corresponds to the first-order ap-
proximation in the equation of motion decoupling
schemes reviewed in Sec. VI.B.4. It is similar in spirit to
the Hubbard III approximation Eq. (173) (Hubbard,
1964), which would correspond to pushing this scheme
one step further. These approximations are valid for
very large U but become quantitatively worse as U is
reduced. They would predict a closure of the gap at
Uc5D for (234) (Uc5)D for Hubbard III). The fail-
ure of these approximations, when continued into the
metallic phase, is due to their inability to capture the
Kondo effect which builds up the Fermi-liquid quasipar-
ticles. They are qualitatively valid in the Mott insulating
phase however.

The spectral density of insulating solutions vanish
within a gap 2Dg/2,v,1Dg/2. Inserting the spectral
representation of the local Green’s function into the self-
consistency relation, Eq. (221) implies that S(v+i0+)
must be purely real inside the gap, except for a
d-function piece in ImS at v=0, with

ImS~v1i01!52pr2d~v! for vP@2Dg/2,Dg/2#
(235)

and that ReS has the following low-frequency behavior:

ReS~v1i01!2U/25
r2

v
1O~v!. (236)

In these expressions, r2 is given by

1
r2

5E
2`

1`

de
r~e!

e2 . (237)

r2 can be considered as an order parameter for the insu-
lating phase [the integral in Eq. (237) diverges in the
metallic phase]. A plot of the spectral function and self-
energy in the insulating phase, obtained within the iter-
ated perturbation theory approximation, is also dis-
played in Figs. 30 and 31. The accuracy of these results is
more difficult to assess than for the metal, since exact
diagonalization methods are less efficient in this phase.
A plot of the gap Dg vs U estimated by the iterated
perturbation theory and exact diagonalization is given in
Fig. 32. Within both methods, the insulating solution is
found to disappear for U,Uc1(T50), with Uc1

ED

. 2.15D (while the iterated perturbation theory method
yields Uc1

IPT . 2.6D). As discussed below in more detail
(Sec. VII.F), the precise mechanism for the disappear-

FIG. 30. Local spectral density pDr(v) at T=0, for several
values of U , obtained by the iterated perturbation theory ap-
proximation. The first four curves (from top to bottom, U/D
=1,2,2.5,3) correspond to an increasingly correlated metal,
while the bottom one (U/D=4) is an insulator.
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Extensions

DMFT+ CTQMC,
Cluster DMFT, 
DFT +DMFT, ..

Kotliar et al., RMP (2006)
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Entanglement is extracted as a 
‘non-equilibrium work’ done due to 
kick perturbation
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Entanglement via DMFT in Hubbard model

A

𝑁"

𝑁

Space and time (𝜏) translation symmetries broken
Effective non-equilibrium inhomogeneous DMFT

Impurity action for 𝑖-th site  
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kick self energy

+ lattice self consistency
→ recursive Green’s function method on a space-time lattice
⇒ Calculate 𝐺ee,��

¼ (𝜏�, 𝜏�n) to obtain 𝑆"
2 (𝑇)

generalization of IPT impurity solver (CTQMC can be used) 
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What do we expect for entanglement of metals (Fermi liquid)?

At finite  𝑇, Renyi entropy contains both thermal 
and entanglement entropy contributions.

We calculate subsystem Renyi entropy 𝑆"
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What do we expect for entanglement of metals (Fermi liquid)?

At finite  𝑇, Renyi entropy contains both thermal 
and entanglement entropy contributions.

We calculate subsystem Renyi entropy 𝑆"
(2)(𝑇)

How can we disentangle them?

Conformal field theory (CFT) crossover formula (𝑁 → ∞)
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Higher dimension, Widom formula
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2 (𝑇) = 𝑊𝑁ÆJK9 [

`
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Collection of 1D gapless modes (CFTs)
Swingle, PRL (2010);
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FIG. 4. (a) The second Rényi entropy S

(2)
A

(line + circle) as
a function subsystem size N

A

for interaction strength U = 2.0
and system size N = 50 at T = 0.05, 0.1, 0.15 is shown with
the fitted CFT crossover function (line) of Eq.(29). (b) The
extracted central charge c (dashed line + circle) as a function
of T is shown for di↵erent interaction strengths U = 0, 0.5, 2,
and compared with the CFT value c = 1 (solid line). (c) The
central charge c as a function of U is shown at T = 0.1 for
two system sizes.

and accessed within the local self-energy approximation
match quite well with that of CFT.

VI. S

(2)
A

IN 2D HUBBARD MODEL

In this section, we discuss the DMFT results for S(2)

A

in
2d Hubbard model for metallic (Fermi liquid) and Mott
phases. We consider the system with periodic boundary
conditions in both x and y directions, i.e. a torus ge-
ometry for the system. We subdivide the system along
the x axis, i.e., the entanglement cut is parallel to the y

axis like in a cylindrical subsystem geometry as shown in
Fig.5. Due to the entanglement cut we break the trans-
lational symmetry in the x-direction while retaining the
translation symmetry in the y direction, along which pe-
riodic boundary condition is applied. As discussed in the
Appendix G, the periodic boundary condition along the
y-axis allows the wavevector k

y

to be a good quantum
number, and makes the inversion of the lattice Green’s
function of Eq.23 easier. In this case, Eq.23 can be de-
coupled for each k

y

mode. We discuss below our DMFT

results for S(2)

A

and its dependence on the subsystem size
N

A

, temperature, and interaction strength.
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FIG. 5. The cylindrical subsytem A, with N
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sites in x di-
rection and N
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sites in the y direction, used for computing
entanglement in 2d Hubbard model, is shown. The periodic
boundary condition is applied to the whole system in both x

and y directions.

Most systems in higher dimension (d > 1) follow
boundary law scaling of entanglement. Even the higher
dimensional CFT gives strict boundary law scaling. How-
ever, there are several important exceptions15–18 with
logarithmic violation of the boundary law, e.g., free
fermions, Fermi liquids, Weyl fermions in a magnetic
field, non-Fermi liquids with critical Fermi surface, and
Bose metals. Here we focus on Fermi liquid metallic state
as captured within DMFT. The underlying reason behind
the violation of the area law is that these systems with
Fermi surface can be e↵ectively described as a collection
of patches on the Fermi surface15,58. Each of these Fermi
surface patches acts as a one-dimensional gapless chiral
mode described by 1+1 D CFT. These modes are chi-
ral as they can only propagate with Fermi velocity radi-
ally outward to Fermi surface at very low temperatures.
Then, the scaling of entanglement entropy with N

A

is
simply the one-dimensional logarithmic scaling multi-
plied by the number of gapless 1+1 D CFT modes15.
The counting of the number of these mode depends on
both the geometry of the Fermi surface and real space
boundary15.
As discussed in the preceding section, for one dimen-

sion, we have both right and left movers mode with cen-
tral charge c

L

= c

R

= c = 1 and the scaling of Rényi
entanglement entropy is given by Eq.27. For the chi-
ral mode in d > 1, we have either c

L

= 0, c

R

= c or
c

R

= 0, c

L

= c, and hence the contribution (per spin
component) of each chiral mode to the Rényi entropy at
T = 0 is still given by Eq.(27). The counting of the mode
is obtained from the Widom formula15–17,59–61, originally
developed in the context of signal processing62,
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What do we expect for entanglement of metals (Fermi liquid)?

At finite  𝑇, Renyi entropy contains both thermal 
and entanglement entropy contributions.

We calculate subsystem Renyi entropy 𝑆"
(2)(𝑇)

How can we disentangle them?

Conformal field theory (CFT) crossover formula (𝑁 → ∞)

𝑆"
2 (𝑇) =

𝑐
8 log

𝑣R
𝜋𝑇 sinh

𝜋𝑁"𝑇
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+ constant1D

Does the correlated metallic state in Hubbard model (within DMFT)
obey CFT predictions? 

Higher dimension, Widom formula

𝑆"
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Collection of 1D gapless modes (CFTs)
Swingle, PRL (2010);
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FIG. 4. (a) The second Rényi entropy S

(2)
A

(line + circle) as
a function subsystem size N

A

for interaction strength U = 2.0
and system size N = 50 at T = 0.05, 0.1, 0.15 is shown with
the fitted CFT crossover function (line) of Eq.(29). (b) The
extracted central charge c (dashed line + circle) as a function
of T is shown for di↵erent interaction strengths U = 0, 0.5, 2,
and compared with the CFT value c = 1 (solid line). (c) The
central charge c as a function of U is shown at T = 0.1 for
two system sizes.

and accessed within the local self-energy approximation
match quite well with that of CFT.
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In this section, we discuss the DMFT results for S(2)

A

in
2d Hubbard model for metallic (Fermi liquid) and Mott
phases. We consider the system with periodic boundary
conditions in both x and y directions, i.e. a torus ge-
ometry for the system. We subdivide the system along
the x axis, i.e., the entanglement cut is parallel to the y

axis like in a cylindrical subsystem geometry as shown in
Fig.5. Due to the entanglement cut we break the trans-
lational symmetry in the x-direction while retaining the
translation symmetry in the y direction, along which pe-
riodic boundary condition is applied. As discussed in the
Appendix G, the periodic boundary condition along the
y-axis allows the wavevector k

y

to be a good quantum
number, and makes the inversion of the lattice Green’s
function of Eq.23 easier. In this case, Eq.23 can be de-
coupled for each k
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mode. We discuss below our DMFT

results for S(2)
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sites in the y direction, used for computing
entanglement in 2d Hubbard model, is shown. The periodic
boundary condition is applied to the whole system in both x

and y directions.

Most systems in higher dimension (d > 1) follow
boundary law scaling of entanglement. Even the higher
dimensional CFT gives strict boundary law scaling. How-
ever, there are several important exceptions15–18 with
logarithmic violation of the boundary law, e.g., free
fermions, Fermi liquids, Weyl fermions in a magnetic
field, non-Fermi liquids with critical Fermi surface, and
Bose metals. Here we focus on Fermi liquid metallic state
as captured within DMFT. The underlying reason behind
the violation of the area law is that these systems with
Fermi surface can be e↵ectively described as a collection
of patches on the Fermi surface15,58. Each of these Fermi
surface patches acts as a one-dimensional gapless chiral
mode described by 1+1 D CFT. These modes are chi-
ral as they can only propagate with Fermi velocity radi-
ally outward to Fermi surface at very low temperatures.
Then, the scaling of entanglement entropy with N

A

is
simply the one-dimensional logarithmic scaling multi-
plied by the number of gapless 1+1 D CFT modes15.
The counting of the number of these mode depends on
both the geometry of the Fermi surface and real space
boundary15.
As discussed in the preceding section, for one dimen-

sion, we have both right and left movers mode with cen-
tral charge c

L

= c

R

= c = 1 and the scaling of Rényi
entanglement entropy is given by Eq.27. For the chi-
ral mode in d > 1, we have either c

L

= 0, c

R

= c or
c

R

= 0, c

L

= c, and hence the contribution (per spin
component) of each chiral mode to the Rényi entropy at
T = 0 is still given by Eq.(27). The counting of the mode
is obtained from the Widom formula15–17,59–61, originally
developed in the context of signal processing62,
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for interaction strength U = 2.0
and system size N = 50 at T = 0.05, 0.1, 0.15 is shown with
the fitted CFT crossover function (line) of Eq.(29). (b) The
extracted central charge c (dashed line + circle) as a function
of T is shown for di↵erent interaction strengths U = 0, 0.5, 2,
and compared with the CFT value c = 1 (solid line). (c) The
central charge c as a function of U is shown at T = 0.1 for
two system sizes.

and accessed within the local self-energy approximation
match quite well with that of CFT.
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in
2d Hubbard model for metallic (Fermi liquid) and Mott
phases. We consider the system with periodic boundary
conditions in both x and y directions, i.e. a torus ge-
ometry for the system. We subdivide the system along
the x axis, i.e., the entanglement cut is parallel to the y

axis like in a cylindrical subsystem geometry as shown in
Fig.5. Due to the entanglement cut we break the trans-
lational symmetry in the x-direction while retaining the
translation symmetry in the y direction, along which pe-
riodic boundary condition is applied. As discussed in the
Appendix G, the periodic boundary condition along the
y-axis allows the wavevector k

y

to be a good quantum
number, and makes the inversion of the lattice Green’s
function of Eq.23 easier. In this case, Eq.23 can be de-
coupled for each k
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mode. We discuss below our DMFT

results for S(2)
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rection and N
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sites in the y direction, used for computing
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boundary condition is applied to the whole system in both x

and y directions.

Most systems in higher dimension (d > 1) follow
boundary law scaling of entanglement. Even the higher
dimensional CFT gives strict boundary law scaling. How-
ever, there are several important exceptions15–18 with
logarithmic violation of the boundary law, e.g., free
fermions, Fermi liquids, Weyl fermions in a magnetic
field, non-Fermi liquids with critical Fermi surface, and
Bose metals. Here we focus on Fermi liquid metallic state
as captured within DMFT. The underlying reason behind
the violation of the area law is that these systems with
Fermi surface can be e↵ectively described as a collection
of patches on the Fermi surface15,58. Each of these Fermi
surface patches acts as a one-dimensional gapless chiral
mode described by 1+1 D CFT. These modes are chi-
ral as they can only propagate with Fermi velocity radi-
ally outward to Fermi surface at very low temperatures.
Then, the scaling of entanglement entropy with N

A

is
simply the one-dimensional logarithmic scaling multi-
plied by the number of gapless 1+1 D CFT modes15.
The counting of the number of these mode depends on
both the geometry of the Fermi surface and real space
boundary15.
As discussed in the preceding section, for one dimen-

sion, we have both right and left movers mode with cen-
tral charge c

L

= c

R

= c = 1 and the scaling of Rényi
entanglement entropy is given by Eq.27. For the chi-
ral mode in d > 1, we have either c

L

= 0, c

R

= c or
c

R

= 0, c

L

= c, and hence the contribution (per spin
component) of each chiral mode to the Rényi entropy at
T = 0 is still given by Eq.(27). The counting of the mode
is obtained from the Widom formula15–17,59–61, originally
developed in the context of signal processing62,
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Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
A

Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)

A

Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑

<ij>
tijc†

i cj + U∑
i

ni↑ni↓

DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0
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•  Comparision with QMC at intermediate  is  
quite good even in 1d 

T

4.  Comparision to QMC
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Entanglement action S(λ) = SU + λSkick

• Comparision with ED also reasonably good (not shown here)

 From CFT (1+1)d:  ,    Eq-A    S(n)
A (T = 0,NA) = c

2 (1 + 1
n

)log[ N
π

sin( πNA

N )] + kn

• Thermal to entanglement crossover formula for :    

    

 At   we recover the CFT Eq-A

N → ∞
S(n)

A (T, NA) = c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode

 S(n)
A (T, NA) = (1

2 ∫ ∫
dAxdAk

(2π)d−1 |nk ⋅ nx |)× [ c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + kn]
Effective no of  1d  mode 1d subsystem scaling from CFT

Effective no of modes: 
Depends relative 

orientation of real and 
momentum  space 
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7.  Conclusion and summary:   

References:  

A
B

NA

6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 

c
T

→

• Well fitted by Widom scaling formula (left)  and the extracted central charge 
is shown ( right )

Bipartite Mutual information across the 
 Mott phase transition is shown 

• Strongly correlated metal 
to Mott insulator transition 

occurs at 
 in 

2d Hubbard model
(Uc, Tc) ≃ (9.8,0.19)

U = 4.0

N = (20 × 20)

Mutual information: 
I(A, B) = S(2)

A + S(2)
B − S(2)

A∪B Cartoon phase diagram

Sw
in

gl
e e

t a
l.

N. Laflorencie, Phys. Rep. (2016)

(Arijit, Surajit et al.)

• Developed general many body approach based on path 
integral method to compute 2nd renyi entropy

• Find novel way to extract  through ‘kick term’ 
integration method

S(2)
A

• Renyi entanglement entropy is well captured by CFT 
crossover formula in 1d and 2d DMFT  in Fermi liquid phase.

• Mutual information can detect the Mott transition 

A. Haldar, S. Bera & SB, Phys. Rev. Research (2020),   (B. Swingle, PRL 105, 050502 (2010) ),   Cardy, Calabrese et al.   

(Source: Internet)

In collaboration with 
Sumilan Banerjee, Physics, IISc, Bengaluru, India, Arijit Haldar, Phusics Dept, U Toronto, Canada

By Surajit Bera, Physical Science Dept., IISc, Bengaluru, India
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FIG. 4. (a) The second Rényi entropy S

(2)
A

(line + circle) as
a function subsystem size N

A

for interaction strength U = 2.0
and system size N = 50 at T = 0.05, 0.1, 0.15 is shown with
the fitted CFT crossover function (line) of Eq.(29). (b) The
extracted central charge c (dashed line + circle) as a function
of T is shown for di↵erent interaction strengths U = 0, 0.5, 2,
and compared with the CFT value c = 1 (solid line). (c) The
central charge c as a function of U is shown at T = 0.1 for
two system sizes.

and accessed within the local self-energy approximation
match quite well with that of CFT.

VI. S

(2)
A

IN 2D HUBBARD MODEL

In this section, we discuss the DMFT results for S(2)

A

in
2d Hubbard model for metallic (Fermi liquid) and Mott
phases. We consider the system with periodic boundary
conditions in both x and y directions, i.e. a torus ge-
ometry for the system. We subdivide the system along
the x axis, i.e., the entanglement cut is parallel to the y

axis like in a cylindrical subsystem geometry as shown in
Fig.5. Due to the entanglement cut we break the trans-
lational symmetry in the x-direction while retaining the
translation symmetry in the y direction, along which pe-
riodic boundary condition is applied. As discussed in the
Appendix G, the periodic boundary condition along the
y-axis allows the wavevector k

y

to be a good quantum
number, and makes the inversion of the lattice Green’s
function of Eq.23 easier. In this case, Eq.23 can be de-
coupled for each k

y

mode. We discuss below our DMFT

results for S(2)

A

and its dependence on the subsystem size
N

A

, temperature, and interaction strength.
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FIG. 5. The cylindrical subsytem A, with N

A

sites in x di-
rection and N

y

sites in the y direction, used for computing
entanglement in 2d Hubbard model, is shown. The periodic
boundary condition is applied to the whole system in both x

and y directions.

Most systems in higher dimension (d > 1) follow
boundary law scaling of entanglement. Even the higher
dimensional CFT gives strict boundary law scaling. How-
ever, there are several important exceptions15–18 with
logarithmic violation of the boundary law, e.g., free
fermions, Fermi liquids, Weyl fermions in a magnetic
field, non-Fermi liquids with critical Fermi surface, and
Bose metals. Here we focus on Fermi liquid metallic state
as captured within DMFT. The underlying reason behind
the violation of the area law is that these systems with
Fermi surface can be e↵ectively described as a collection
of patches on the Fermi surface15,58. Each of these Fermi
surface patches acts as a one-dimensional gapless chiral
mode described by 1+1 D CFT. These modes are chi-
ral as they can only propagate with Fermi velocity radi-
ally outward to Fermi surface at very low temperatures.
Then, the scaling of entanglement entropy with N

A

is
simply the one-dimensional logarithmic scaling multi-
plied by the number of gapless 1+1 D CFT modes15.
The counting of the number of these mode depends on
both the geometry of the Fermi surface and real space
boundary15.
As discussed in the preceding section, for one dimen-

sion, we have both right and left movers mode with cen-
tral charge c

L

= c

R

= c = 1 and the scaling of Rényi
entanglement entropy is given by Eq.27. For the chi-
ral mode in d > 1, we have either c

L

= 0, c

R

= c or
c

R

= 0, c

L

= c, and hence the contribution (per spin
component) of each chiral mode to the Rényi entropy at
T = 0 is still given by Eq.(27). The counting of the mode
is obtained from the Widom formula15–17,59–61, originally
developed in the context of signal processing62,
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Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
A

Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)
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At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 

c
T

→

• Well fitted by Widom scaling formula (left)  and the extracted central charge 
is shown ( right )

Bipartite Mutual information across the 
 Mott phase transition is shown 

• Strongly correlated metal 
to Mott insulator transition 

occurs at 
 in 

2d Hubbard model
(Uc, Tc) ≃ (9.8,0.19)

U = 4.0

N = (20 × 20)

Mutual information: 
I(A, B) = S(2)

A + S(2)
B − S(2)

A∪B Cartoon phase diagram

Sw
in

gl
e e

t a
l.

N. Laflorencie, Phys. Rep. (2016)

(Arijit, Surajit et al.)

• Developed general many body approach based on path 
integral method to compute 2nd renyi entropy

• Find novel way to extract  through ‘kick term’ 
integration method

S(2)
A

• Renyi entanglement entropy is well captured by CFT 
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FIG. 4. (a) The second Rényi entropy S

(2)
A

(line + circle) as
a function subsystem size N

A

for interaction strength U = 2.0
and system size N = 50 at T = 0.05, 0.1, 0.15 is shown with
the fitted CFT crossover function (line) of Eq.(29). (b) The
extracted central charge c (dashed line + circle) as a function
of T is shown for di↵erent interaction strengths U = 0, 0.5, 2,
and compared with the CFT value c = 1 (solid line). (c) The
central charge c as a function of U is shown at T = 0.1 for
two system sizes.

and accessed within the local self-energy approximation
match quite well with that of CFT.

VI. S

(2)
A

IN 2D HUBBARD MODEL

In this section, we discuss the DMFT results for S(2)

A

in
2d Hubbard model for metallic (Fermi liquid) and Mott
phases. We consider the system with periodic boundary
conditions in both x and y directions, i.e. a torus ge-
ometry for the system. We subdivide the system along
the x axis, i.e., the entanglement cut is parallel to the y

axis like in a cylindrical subsystem geometry as shown in
Fig.5. Due to the entanglement cut we break the trans-
lational symmetry in the x-direction while retaining the
translation symmetry in the y direction, along which pe-
riodic boundary condition is applied. As discussed in the
Appendix G, the periodic boundary condition along the
y-axis allows the wavevector k

y

to be a good quantum
number, and makes the inversion of the lattice Green’s
function of Eq.23 easier. In this case, Eq.23 can be de-
coupled for each k

y

mode. We discuss below our DMFT

results for S(2)

A

and its dependence on the subsystem size
N

A

, temperature, and interaction strength.
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NA
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FIG. 5. The cylindrical subsytem A, with N

A

sites in x di-
rection and N

y

sites in the y direction, used for computing
entanglement in 2d Hubbard model, is shown. The periodic
boundary condition is applied to the whole system in both x

and y directions.

Most systems in higher dimension (d > 1) follow
boundary law scaling of entanglement. Even the higher
dimensional CFT gives strict boundary law scaling. How-
ever, there are several important exceptions15–18 with
logarithmic violation of the boundary law, e.g., free
fermions, Fermi liquids, Weyl fermions in a magnetic
field, non-Fermi liquids with critical Fermi surface, and
Bose metals. Here we focus on Fermi liquid metallic state
as captured within DMFT. The underlying reason behind
the violation of the area law is that these systems with
Fermi surface can be e↵ectively described as a collection
of patches on the Fermi surface15,58. Each of these Fermi
surface patches acts as a one-dimensional gapless chiral
mode described by 1+1 D CFT. These modes are chi-
ral as they can only propagate with Fermi velocity radi-
ally outward to Fermi surface at very low temperatures.
Then, the scaling of entanglement entropy with N

A

is
simply the one-dimensional logarithmic scaling multi-
plied by the number of gapless 1+1 D CFT modes15.
The counting of the number of these mode depends on
both the geometry of the Fermi surface and real space
boundary15.
As discussed in the preceding section, for one dimen-

sion, we have both right and left movers mode with cen-
tral charge c

L

= c

R

= c = 1 and the scaling of Rényi
entanglement entropy is given by Eq.27. For the chi-
ral mode in d > 1, we have either c

L

= 0, c

R

= c or
c

R

= 0, c

L

= c, and hence the contribution (per spin
component) of each chiral mode to the Rényi entropy at
T = 0 is still given by Eq.(27). The counting of the mode
is obtained from the Widom formula15–17,59–61, originally
developed in the context of signal processing62,
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These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
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New path integral method
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τ0

e−S(2)
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Z(2) = TrA[ρ2
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• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
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Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)
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Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑
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i cj + U∑
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DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0

0 2 4 6 8 10 12 14 16
0

2

4

6

8

10

12

14

•  Comparision with QMC at intermediate  is  
quite good even in 1d 

T

4.  Comparision to QMC

Q
M

C
  -

(P
. B

ro
ec

ke
r &

 S
 T

re
bs

t) 

Entanglement action S(λ) = SU + λSkick

• Comparision with ED also reasonably good (not shown here)

 From CFT (1+1)d:  ,    Eq-A    S(n)
A (T = 0,NA) = c

2 (1 + 1
n

)log[ N
π

sin( πNA

N )] + kn

• Thermal to entanglement crossover formula for :    

    

 At   we recover the CFT Eq-A

N → ∞
S(n)

A (T, NA) = c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode

 S(n)
A (T, NA) = (1

2 ∫ ∫
dAxdAk

(2π)d−1 |nk ⋅ nx |)× [ c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + kn]
Effective no of  1d  mode 1d subsystem scaling from CFT

Effective no of modes: 
Depends relative 

orientation of real and 
momentum  space 

geometry

0 5 10 15 20 25
1

2

3

4

5

6

7

2 4 6 8 10
0.5

1

1.5

2

2.5

3

3.5

0.1 0.15 0.2

0.8

0.9

1

1.1

1.2

7.  Conclusion and summary:   

References:  

A
B

NA

6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
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)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode

 S(n)
A (T, NA) = (1

2 ∫ ∫
dAxdAk

(2π)d−1 |nk ⋅ nx |)× [ c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + kn]
Effective no of  1d  mode 1d subsystem scaling from CFT

Effective no of modes: 
Depends relative 
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7.  Conclusion and summary:   

References:  

A
B

NA

6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 

c
T

→

• Well fitted by Widom scaling formula (left)  and the extracted central charge 
is shown ( right )

Bipartite Mutual information across the 
 Mott phase transition is shown 

• Strongly correlated metal 
to Mott insulator transition 

occurs at 
 in 

2d Hubbard model
(Uc, Tc) ≃ (9.8,0.19)

U = 4.0

N = (20 × 20)

Mutual information: 
I(A, B) = S(2)

A + S(2)
B − S(2)

A∪B Cartoon phase diagram

Sw
in

gl
e e

t a
l.

N. Laflorencie, Phys. Rep. (2016)

(Arijit, Surajit et al.)

• Developed general many body approach based on path 
integral method to compute 2nd renyi entropy

• Find novel way to extract  through ‘kick term’ 
integration method

S(2)
A

• Renyi entanglement entropy is well captured by CFT 
crossover formula in 1d and 2d DMFT  in Fermi liquid phase.

• Mutual information can detect the Mott transition 

A. Haldar, S. Bera & SB, Phys. Rev. Research (2020),   (B. Swingle, PRL 105, 050502 (2010) ),   Cardy, Calabrese et al.   

(Source: Internet)

In collaboration with 
Sumilan Banerjee, Physics, IISc, Bengaluru, India, Arijit Haldar, Phusics Dept, U Toronto, Canada

By Surajit Bera, Physical Science Dept., IISc, Bengaluru, India

o 2D DMFT results well fitted by Widom crossover formula

o Central charge consistent with  𝑐 ≈ 1 (×2)
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FIG. 4. (a) The second Rényi entropy S

(2)
A

(line + circle) as
a function subsystem size N

A

for interaction strength U = 2.0
and system size N = 50 at T = 0.05, 0.1, 0.15 is shown with
the fitted CFT crossover function (line) of Eq.(29). (b) The
extracted central charge c (dashed line + circle) as a function
of T is shown for di↵erent interaction strengths U = 0, 0.5, 2,
and compared with the CFT value c = 1 (solid line). (c) The
central charge c as a function of U is shown at T = 0.1 for
two system sizes.

and accessed within the local self-energy approximation
match quite well with that of CFT.

VI. S

(2)
A

IN 2D HUBBARD MODEL

In this section, we discuss the DMFT results for S(2)

A

in
2d Hubbard model for metallic (Fermi liquid) and Mott
phases. We consider the system with periodic boundary
conditions in both x and y directions, i.e. a torus ge-
ometry for the system. We subdivide the system along
the x axis, i.e., the entanglement cut is parallel to the y

axis like in a cylindrical subsystem geometry as shown in
Fig.5. Due to the entanglement cut we break the trans-
lational symmetry in the x-direction while retaining the
translation symmetry in the y direction, along which pe-
riodic boundary condition is applied. As discussed in the
Appendix G, the periodic boundary condition along the
y-axis allows the wavevector k

y

to be a good quantum
number, and makes the inversion of the lattice Green’s
function of Eq.23 easier. In this case, Eq.23 can be de-
coupled for each k

y

mode. We discuss below our DMFT

results for S(2)

A

and its dependence on the subsystem size
N

A

, temperature, and interaction strength.

Ny

NA

Nx

A B

FIG. 5. The cylindrical subsytem A, with N

A

sites in x di-
rection and N

y

sites in the y direction, used for computing
entanglement in 2d Hubbard model, is shown. The periodic
boundary condition is applied to the whole system in both x

and y directions.

Most systems in higher dimension (d > 1) follow
boundary law scaling of entanglement. Even the higher
dimensional CFT gives strict boundary law scaling. How-
ever, there are several important exceptions15–18 with
logarithmic violation of the boundary law, e.g., free
fermions, Fermi liquids, Weyl fermions in a magnetic
field, non-Fermi liquids with critical Fermi surface, and
Bose metals. Here we focus on Fermi liquid metallic state
as captured within DMFT. The underlying reason behind
the violation of the area law is that these systems with
Fermi surface can be e↵ectively described as a collection
of patches on the Fermi surface15,58. Each of these Fermi
surface patches acts as a one-dimensional gapless chiral
mode described by 1+1 D CFT. These modes are chi-
ral as they can only propagate with Fermi velocity radi-
ally outward to Fermi surface at very low temperatures.
Then, the scaling of entanglement entropy with N

A

is
simply the one-dimensional logarithmic scaling multi-
plied by the number of gapless 1+1 D CFT modes15.
The counting of the number of these mode depends on
both the geometry of the Fermi surface and real space
boundary15.
As discussed in the preceding section, for one dimen-

sion, we have both right and left movers mode with cen-
tral charge c

L

= c

R

= c = 1 and the scaling of Rényi
entanglement entropy is given by Eq.27. For the chi-
ral mode in d > 1, we have either c

L

= 0, c

R

= c or
c

R

= 0, c

L

= c, and hence the contribution (per spin
component) of each chiral mode to the Rényi entropy at
T = 0 is still given by Eq.(27). The counting of the mode
is obtained from the Widom formula15–17,59–61, originally
developed in the context of signal processing62,

N

modes

=
1

(2⇡)d�1

1

2

Z

@A

x

Z

@A

k

dA

x

dA

k

|n̂
x

· n̂
k

|. (30)

The integrals are over the real-space boundary @A

x

of
the subsystem and the Fermi surface @A

k

. n̂
x

and n̂
k
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Mutual information across Mott transition

Renyi mutual information 𝐼 𝐴, 𝐵 = 𝑆"
(2) + 𝑆&

(2) − 𝑆"∪&
(2)

ance of the insulating solution at Uc1, the behavior of
the gap at this point, and the value of Uc1 have not yet
been fully settled.

In summary, the existence of two classes of solutions
of the paramagnetic LISA equations at zero tempera-
ture can be established analytically. Metallic solutions
are characterized by a nonzero density of states r(0)
=D(0) [=2/(pD) for the Bethe lattice], while insulating
solutions have r(0)=0, for both the impurity and the ef-
fective conduction bath at zero frequency. The density of
states at zero energy is an order parameter for this prob-

lem, and can be shown to be self-consistently nonzero
for small U/D and zero for large U/D .

D. Phase diagram and thermodynamics

1. Paramagnetic phases

The qualitative distinction between a metal and an
insulator is precise at zero temperature. At finite but
small temperatures a sharp distinction between a metal-
lic and an insulating solution can still be made in the
present problem, since a region of the (U ,T) parameter
space defined by Uc1(T),U,Uc2(T) is found where
two paramagnetic solutions are allowed within the
LISA, as shown on Fig. 33 (Georges and Krauth, 1993;
Rozenberg, Kotliar, and Zhang, 1994). This is evidenced
by the plot of the double occupancy ^n"n#& given in Fig.
34. One of these solutions is continuously connected to
the T=0 metallic solution, and its density of states dis-
plays a peaklike feature at the Fermi energy. The other
solution can be connected to the T=0 insulating solution,
and the Green’s function extrapolates to zero at zero
frequency. As the temperature is further increased, this
region of coexistent solutions disappears and we are left
with a rapid crossover from a metallic-like solution to an
insulating-like one. This is possible because at finite tem-
perature there is no qualitative distinction between a
metallic and an insulating state. The two lines Uc1(T)
and Uc2(T) defining the coexistence region merge at a
second-order critical point (Fig. 33). The actual metal-
insulator transition at finite temperature is first order,
and takes place at the coupling Uc(T) where the free
energy of the two solutions cross. Note that this is the
case even though no lattice deformations have been in-
cluded in the model. For early discussions of the occur-
rence of a first-order metal-insulator transition at finite
temperature in the Hubbard model, see the works of
Cyrot (1972); Castellani, DiCastro, Feinberg, and Ran-
ninger (1979); Spalek, Datta, and Honig, 1987); Spalek

FIG. 31. Real and imaginary parts of the self-energy S(v+i0+),
as obtained from the iterated perturbation theory approxima-
tion, for a value of U/D=4 in the insulating phase. The inset
contains the same quantities on a larger scale that shows the
1/v singularity in ReS.

FIG. 32. Paramagnetic gap (solid line) as a function of the
interaction U obtained from exact diagonalization. For com-
parison, the corresponding results from iterated perturbation
theory (dotted line) and the value of Uc1

H III 5 )D within the
Hubbard III approximation (diamond) are also shown.

FIG. 33. Phase diagram of the fully frustrated model at half-
filling. It is possible to move continuously from one phase to
the other since at high temperature the transition becomes a
crossover. Within the region delimited by the dashed lines, the
metallic and insulating solutions coexist. The full line is the
approximate location of the actual first-order transition line.
Both ends of this line [at the full square and at Uc2(T)=0] are
second-order points.
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Crossover

Mutual information shows 
hysteresis across Mott metal-
insulator transition

11

for finite-temperature phases and phase transitions65–68.
The mutual information is dominated by entanglement
contribution when classical correlations are short-ranged,
e.g., at low temperature away from a finite-temperature
critical point45. Moreover, di↵erent parts of mutual in-
formation can exhibit critical properties65–68 at tempera-
tures related to the finite-temperature critical point, e.g.,
at critical temperature T

c

, and at 2T
c

due to critical be-

haviours of Z(2)

A

, Z

(2)

B

in Eq.(33) from the edges and cor-
ners of the subsystem A, B.

For a pure-state density matrix, I(A,B) = 2S(2)

A

. The

S

(2)

A

for thermal density matrix at finite temperature con-
tains both entanglement and thermal entropy contribu-
tions. However the (Rényi) mutual information, by con-
struction, naturally excludes the volume-law thermal en-
tropy of the subsystem and its complement. Thus mutual
information follows in general an area-law scaling with
subsystem size and captures both quantum (entangle-
ment) and classical correlations between the subsystems.
The study of Mott transition through the lens of mutual
information is less explored in literature. In refs.47–49,
the authors have studied the Mott transition in the 2d
Hubbard model using equilibrium CDMFT through the
mutual information of a single site and the rest of the
system. They detect first-order phase transitions and su-
percritical regime for T > T

c

. The calculation of the
singe-site mutual information only requires the knowl-
edge of occupation and double occupancy, that can be
computed within equilibrium DMFT. The subsystem size
scaling of mutual information cannot be captured within
such equilibrium DMFT. Within our new path integral
approach we can easily study the subsystem size scal-
ing of mutual information across Mott transition, as we
discuss below.

To characterize the metal, insulator and the metal-
insulator phase transition at finite temperature, we first
briefly discuss the T �U phase diagram of the half-filled
2d Hubbard model within large connectivity Bethe lattice
approximation in DMFT35. We draw the T � U phase
diagram by monitoring the equal time correlation func-
tion D = hn"n#i corresponding to the double occupancy
of a site within equilibrium DMFT (Appendix E 1) as a
function of U for di↵erent temperatures. A representa-
tive plot for double occupancy D vs. U at T = 0.14 is
shown in Fig.9(a). The hysteresis behaviour is due to the
coexistence of both metal and insulator solution across
the first-order Mott metal-to-insulator transition. The
area of the hysteresis loop shrinks to zero as the first
order transition ends at finite temperature Mott critical
point (U

c

, T

c

). By monitoring D(U), we obtain the T�U

phase diagram, as shown in Fig.9(b). The critical point
is at (U

c

, T

c

) ⇡ (9.9, 0.18).

In Fig.10, the mutual information per site along the
y durection for the equal bi-partition N

A

= N

B

, i.e.,
I(A,B)/N

y

is shown at T = 0.16 < T

c

for system size
N = 16 ⇥ 16. As mentioned earlier, for the first-order
Mott transitions, two co-existing solutions, metal and

9 9.5 10 10.5 11
0

0.2

0.4

0.6

0.8

1

Uc2Uc1

FIG. 10. The bipartite mutual information for N

A

= N

B

per site of the subsystem along y axis, i.e., I(A,B)/N
y

as a
function of interaction U at T = 0.16 < T

c

is shown for a
N = 16 ⇥ 16 lattice. ‘Met. to ins’ refers to sweeping U from
the metal to insulator phase and ‘ins. to met’ for the other
way round.

insulator, appear in the phase diagram as indicated in
Fig.9(b). In equilibrium DMFT, for T < T

c

, starting
from the insulating solution at large U and on decreasing
the interaction slowly, a sudden jump to the metallic solu-
tion occurs at U

c1

(T ), i.e., at the limit of metastability of
the insulating phase, as usual in a first-order transition.
Similarly, sweeping U from the metallic side leads to a
jump to the insulating solution at U

c2

(T ). For T = 0.16,
U

c1

and U

c2

computed from double occupancy within the
equilibrium calculation are shown in Fig.10 as dotted ver-
tical lines. The DMFT for Rényi entropy also leads to
similar hysteresis behaviour in the mutual information,
as shown in Fig.10, where the calculation of I(A,B) vs.
U is done in steps of �U = 0.2. Following the behaviour
of double occupancy, the bipartite mutual information
I(A,B)/N

y

also jumps across U

c1

, U

c2

. Thus, the mu-
tual information between two extended subsystems can
detect the first order nature of phase transitions, like the
single-site mutual information47–49. Finite but weak cor-
relations, indicated by the non-zero mutual information,
persist even in the insulating phase for U & U

c2

, as can be
seen in Fig.10. We expect these correlations to approach
zero for large interaction strengths U � W , where W is
the non-interacting bandwidth.

The calculation of mutual information near the critical
point (U

c

, T

c

) through the extrapolation �⌧ ! 0 becomes
challenging due to multiple solutions as well as very close
numerical values of S(2)(�⌧) for di↵erent �⌧ ’s. For this
reason, we present the data for a fixed �⌧ = 0.029, with-
out any extrapolation, in this section.

The subsystem size scaling of mutual information is ex-
pected to be of the form65,66

I(A,B) = I(N
A

, N

y

,�) '
a(�, N

A

)N
y

+d(�, N
A

)+O(N�1

y

), with coe�cients a and

𝑇 = 0.16

Correlation persists up to 𝑇 ≲ 𝑊 in 
the Mott insulator
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FIG. 11. The mutual information I(A,B)/N
y

for N = 16⇥16
as a function of the length of subsystem N

A

along x-direction
is shown here across the Mott metal-insulator transition for
di↵erent interaction strength U (U = 8.0, 9.0, 9.6, 10.0, 11.0)
and temperatures. U gradually increases from top to bottom,
as indicated by the arrow, in each plot for a fixed temperature.

b weakly dependent on N

A

. In our subsystem geometry,
the dominant contribution to I(A,B) comes from the
interface of the two subsystem A and B, and leads to
the leading area law (/ N

y

) for the mutual information
with the coe�cient a(N

A

,�). The latter is expected to
approach a constant value with subsystem size N

A

for
su�ciently large N

A

. The other term d(N
A

,�) can ap-
pear due to the corner contribution or, for a finite sys-
tem, from the degeneracy of thermodynamic state, arsing
from symmetry breaking65,66 or configurational entropy.
In our subsystem geometry [Fig.5], the corner contribu-
tion is absent. The finite-temperature Mott transition is
similar to a liquid-gas transition69. Thus, for the second
Rényi mutual information, constant term d(�, N

A

) can
appear between T

c

< T < 2T
c

and T < T

c

from e↵ective
Ising-like symmetry breaking in di↵erent parts of I(A,B)
along the first-order transition line in the T � U plane.
We show I(A,B)/N

y

for N = 16⇥16 lattice as a function
of N

A

in Fig.11 for di↵erent Us across Mott transition
at several temperatures near Mott critical point. The
arrows in the plots indicate increasing values of interac-
tion over the range U = 8 � 11. In Fig.11, we see that
I(A,B)/N

y

becomes more or less independent of N
A

for
N

A

⇠ N/2, except near the critical point (U
c

, T

c

), where
more complex dependence on N

A

is seen.

Finally, in the Fig.12, we show the mutual information
I(A,B)/N

y

for the bi-partitionN

A

= N

B

as a function of
temperature (in logarithmic scale) near U ' U

c

= 10.0.
The I(A,B) shows a non-monotonic behaviour with T .
In particular the mutual information appears to dip be-
tween ⇠ T

c

and ⇠ 2T
c

. A substantial I(A,B), indicating
correlations, persists even far above T

c

till T . W in the
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FIG. 12. The non-monotonic temperature dependence of
I(A,B)/N

y

is shown for U = 10.0 ⇡ U

c

. This is computed
from system size 16⇥16. Here T is plotted in the logarithmic
scale.

supercritical regime47–49. In future, it will be interesting
to study the system-size scaling of I(A,B) with N

y

or N
to understand the nature of correlations in the supercrit-
ical regime contributing to the mutual information of an
extended subsystem.

VIII. CONCLUSIONS AND DISCUSSION

To summarize, we have developed a DMFT formal-
ism and its numerical implementation for computing
Rényi entanglement entropy and mutual information in
strongly correlated electronic systems described by the
Hubbard model. We show that the scaling of the Rényi
entropy with subsystem size for an extended subsystem
can be used to characterize correlated Fermi liquid metal-
lic state in the half-filled Hubbard model. In particular,
we show that the subsystem-size scaling of Rényi entropy
follows the entropy to entanglement crossover formula ex-
pected from CFT and related arguments even in the pres-
ence of strong electronic correlations captured by local
self-energy approximation within the single-site DMFT.
We also show how the first-order Mott transition and
Mott critical point are manifested in the temperature,
interaction and subsystem-size dependence of Rényi mu-
tual information.
Here, as a first attempt to implement the entangle-

ment path integral formalism of ref.29 within DMFT, we
use an approximate impurity solver, namely the IPT35.
An immediate extension of our work would be to em-
ploy the CTQMC impurity solver43 in the entanglement
DMFT framework. Our entanglement path integral for-
malism is naturally suited for such a purpose and only
requires the incorporation of the local kick self-energy
[Eq.(19)] in the impurity action for the CTQMC solver43.
Another interesting, albeit more challenging, future di-
rection would be to capture short-range correlations via

𝑈 ≈ 𝑈` = 10
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FIG. 4. (a) The second Rényi entropy S

(2)
A

(line + circle) as
a function subsystem size N

A

for interaction strength U = 2.0
and system size N = 50 at T = 0.05, 0.1, 0.15 is shown with
the fitted CFT crossover function (line) of Eq.(29). (b) The
extracted central charge c (dashed line + circle) as a function
of T is shown for di↵erent interaction strengths U = 0, 0.5, 2,
and compared with the CFT value c = 1 (solid line). (c) The
central charge c as a function of U is shown at T = 0.1 for
two system sizes.

and accessed within the local self-energy approximation
match quite well with that of CFT.

VI. S

(2)
A

IN 2D HUBBARD MODEL

In this section, we discuss the DMFT results for S(2)

A

in
2d Hubbard model for metallic (Fermi liquid) and Mott
phases. We consider the system with periodic boundary
conditions in both x and y directions, i.e. a torus ge-
ometry for the system. We subdivide the system along
the x axis, i.e., the entanglement cut is parallel to the y

axis like in a cylindrical subsystem geometry as shown in
Fig.5. Due to the entanglement cut we break the trans-
lational symmetry in the x-direction while retaining the
translation symmetry in the y direction, along which pe-
riodic boundary condition is applied. As discussed in the
Appendix G, the periodic boundary condition along the
y-axis allows the wavevector k

y

to be a good quantum
number, and makes the inversion of the lattice Green’s
function of Eq.23 easier. In this case, Eq.23 can be de-
coupled for each k

y

mode. We discuss below our DMFT

results for S(2)

A

and its dependence on the subsystem size
N

A

, temperature, and interaction strength.

Ny

NA

Nx

A B

FIG. 5. The cylindrical subsytem A, with N

A

sites in x di-
rection and N

y

sites in the y direction, used for computing
entanglement in 2d Hubbard model, is shown. The periodic
boundary condition is applied to the whole system in both x

and y directions.

Most systems in higher dimension (d > 1) follow
boundary law scaling of entanglement. Even the higher
dimensional CFT gives strict boundary law scaling. How-
ever, there are several important exceptions15–18 with
logarithmic violation of the boundary law, e.g., free
fermions, Fermi liquids, Weyl fermions in a magnetic
field, non-Fermi liquids with critical Fermi surface, and
Bose metals. Here we focus on Fermi liquid metallic state
as captured within DMFT. The underlying reason behind
the violation of the area law is that these systems with
Fermi surface can be e↵ectively described as a collection
of patches on the Fermi surface15,58. Each of these Fermi
surface patches acts as a one-dimensional gapless chiral
mode described by 1+1 D CFT. These modes are chi-
ral as they can only propagate with Fermi velocity radi-
ally outward to Fermi surface at very low temperatures.
Then, the scaling of entanglement entropy with N

A

is
simply the one-dimensional logarithmic scaling multi-
plied by the number of gapless 1+1 D CFT modes15.
The counting of the number of these mode depends on
both the geometry of the Fermi surface and real space
boundary15.
As discussed in the preceding section, for one dimen-

sion, we have both right and left movers mode with cen-
tral charge c

L

= c

R

= c = 1 and the scaling of Rényi
entanglement entropy is given by Eq.27. For the chi-
ral mode in d > 1, we have either c

L

= 0, c

R

= c or
c

R

= 0, c

L

= c, and hence the contribution (per spin
component) of each chiral mode to the Rényi entropy at
T = 0 is still given by Eq.(27). The counting of the mode
is obtained from the Widom formula15–17,59–61, originally
developed in the context of signal processing62,
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o New path integral and DMFT methods to compute entanglement in large-N
models and strongly correlated systems.

⇒ SYK NFL, Heavy FL, interacting diffusive metal, metallic state in Hubbard 
model.

o Metallic state in Hubbard model within local self-energy approximation is
well described by CFT crossover formula.

Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…
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o Entanglement of correlated 
systems in 3D.

o Extensions to CTQMC impurity
solver, cluster DMFT, ..

o Other quantum many-body 
approximations for entanglement 
-- RPA, RG, ..

o Entanglement entropy of large-N 
solvable non-Fermi liquid with critical
Fermi surface.

Summary and outlook



o New path integral and DMFT methods to compute entanglement in large-N
models and strongly correlated systems.

⇒ SYK NFL, Heavy FL, interacting diffusive metal, metallic state in Hubbard 
model.

o Metallic state in Hubbard model within local self-energy approximation is
well described by CFT crossover formula.
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o Entanglement of correlated 
systems in 3D.

o Extensions to CTQMC impurity
solver, cluster DMFT, ..

o Other quantum many-body 
approximations for entanglement 
-- RPA, RG, ..

o Entanglement entropy of large-N 
solvable non-Fermi liquid with critical
Fermi surface.

Summary and outlook

Thank You!
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are discussed in Sec.IV. We then discuss our main re-
sults for the subsystem size dependence of Rényi entropy
in 1d and 2d Hubbard model and the thermal entropy
to entanglement crossover in Secs.V,VI. In Sec.VII, we
discuss the mutual information across the Mott metal-
insulator transition. We summarize our results and dis-
cuss the scope of our work and possible future extensions
in Sec.VIII. The details of the numerical implementations
of the DMFT equations, benchmarks and analysis of the
results are given in the Appendices A-G.

II. THE PATH INTEGRAL FOR SUBSYSTEM
RÉNYI ENTROPY

In this section, we briefly discuss the path integral for-
malism34 for subsystem Rényi entropy of fermions in a
thermal state. For concreteness, we consider a system
of spin-1/2 fermions on a lattice with N sites in ther-
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In this work, we only consider the second Rényi entropy
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is a Gaussian factor. The term Tr[⇢
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coherent-state path integral34,
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ref.34, for interacting systems treated within some non-
perturbative approximations, like in large-N models, it
is advantageous to first integrate out the Gaussian aux-
iliary fields in Eq.(2) and obtain

e

�S

(2)
A ⌘ Z

(2)

A

Z

2

=
1

Z

2

Z
D(c̄, c)e�(S+Skick)

, (5)

where

S
kick

=
X

i2A,↵��

c̄

i�↵

(⌧)M
↵�

�(⌧ � ⌧

+

0

)�(⌧ 0 � ⌧

0

)c
i��

(⌧ 0),

(6)

henceforth referred as the kick term, corresponds to an
e↵ective time-dependent self-energy for the fermions at
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S

(2)

A

=

Z
1

0

d�hS
kick

i
Z

(2)
A

(�)

. (11)

The great advantage of the above expression is that the
kick term is quadratic in Grassmann variables c̄, c. In the
above, we have assumed that no phase transition occurs
as we vary �. Such transition as a function of � in the
entanglement action might be present and will be inter-
esting to study in the future. Assuming that there are
no transitions with �, the Rényi entropy can be obtained
from Eq.(11) using
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The Green’s function, however, needs to be evaluated in
the presence of the kick term with variable �. In the
next section, we show how the Green’s function can be
obtained through the DMFT approximation.
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ical potential, and U is the onsite repulsive interaction
strength between fermions with opposite spins � =", #.
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Green’s function in the presence of entanglement cut(s)
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As mentioned earlier in Sec.I, the self-energy kick, which
only acts on A (�

i2A

= 1 for i 2 A and zero other-
wise), breaks both lattice and time-translation symmetry
in this formulation. As a result, we construct a single-site
inhomogeneous non-equilibrium DMFT. We use the cav-
ity method40 to reduce the lattice problem into e↵ective
single-site problems for each of the sites i = 1, . . . , N ,
described by the generating functions
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is a 2⇥ 2 matrix in the entanglement replica space, and
I is the identity matrix in the same space. In the above,
we have also assumed a paramagnetic state. Of course,
like in equilibrium DMFT40, the formulation can be eas-
ily extended, to describe entanglement in ordered states,
such as the antiferromagnetic Néel state in the Hubbard
model. The matrix �

i

(⌧, ⌧ 0) in Eq.(19) is the hybridiza-
tion function which can be expressed in terms of the
lattice Green’s function as discussed below. The impu-
rity Green’s function is related to the Wiess field via the
Dyson equation,
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where ⌃
i

(⌧, ⌧ 0) is the impurity self-energy. The Green’s
function can be obtained by solving the impurity problem
using some approximate or exact impurity solvers40,42,
e.g. CTQMC48. In this work, for simplicity and as a first
attempt to compute entanglement via DMFT within the
new formalism34, we use iterative perturbation theory
(IPT)40 to obtain the self-energy in Eq.(20).
We consider the particle-hole symmetric half-filling

case with the chemical potential µ = U/2. At half-
filling, IPT, which essentially retains the self-energy up
to second-order in U , is known to work very well40 in
equilibrium, especially in the metallic phase. As well
known, in this case, IPT coincides with the exact result
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next section, we show how the Green’s function can be
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between A and the rest of the systems, i.e.

G

�1

0,i↵,j�

(⌧, ⌧ 0) = �[(@
⌧

� µ)�
ij

+ t

ij

]�(⌧ � ⌧

0)�
↵,�

� ��

i2A

�

ij

M

↵,�

�(⌧ � ⌧

+

0

)�(⌧ 0 � ⌧

0

). (16)

As mentioned earlier in Sec.I, the self-energy kick, which
only acts on A (�

i2A

= 1 for i 2 A and zero other-
wise), breaks both lattice and time-translation symmetry
in this formulation. As a result, we construct a single-site
inhomogeneous non-equilibrium DMFT. We use the cav-
ity method40 to reduce the lattice problem into e↵ective
single-site problems for each of the sites i = 1, . . . , N ,
described by the generating functions

Z

(2)

�,i

=

Z
D(c̄, c)e�S

�,i (17)

where the e↵ective action S
�,i

is given by

S
�,i

= �
Z

�

0

d⌧d⌧

0 X

�↵�

c̄

�↵

(⌧)G�1

i,↵�

(⌧, ⌧ 0)c
��

(⌧ 0)

+

Z
�

0

d⌧U

X

↵

n"↵(⌧)n#↵(⌧). (18)

Here G
i,↵�

(⌧, ⌧ 0) is the dynamical Weiss field, such that

G�1

i

(⌧, ⌧ 0) = �(@
⌧

� µ)�(⌧ � ⌧

0)I ��
i

(⌧, ⌧ 0)

� ��

i2A

M�(⌧ � ⌧

+

0

)�(⌧ 0 � ⌧

0

), (19)

is a 2⇥ 2 matrix in the entanglement replica space, and
I is the identity matrix in the same space. In the above,
we have also assumed a paramagnetic state. Of course,
like in equilibrium DMFT40, the formulation can be eas-
ily extended, to describe entanglement in ordered states,
such as the antiferromagnetic Néel state in the Hubbard
model. The matrix �

i

(⌧, ⌧ 0) in Eq.(19) is the hybridiza-
tion function which can be expressed in terms of the
lattice Green’s function as discussed below. The impu-
rity Green’s function is related to the Wiess field via the
Dyson equation,

G

�1

i

(⌧, ⌧ 0) = G�1

i

(⌧, ⌧ 0)� ⌃
i

(⌧, ⌧ 0), (20)

where ⌃
i

(⌧, ⌧ 0) is the impurity self-energy. The Green’s
function can be obtained by solving the impurity problem
using some approximate or exact impurity solvers40,42,
e.g. CTQMC48. In this work, for simplicity and as a first
attempt to compute entanglement via DMFT within the
new formalism34, we use iterative perturbation theory
(IPT)40 to obtain the self-energy in Eq.(20).
We consider the particle-hole symmetric half-filling

case with the chemical potential µ = U/2. At half-
filling, IPT, which essentially retains the self-energy up
to second-order in U , is known to work very well40 in
equilibrium, especially in the metallic phase. As well
known, in this case, IPT coincides with the exact result

Not possible to extract 𝑆𝐴
2 from action directly. 
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intermediate U . For the e↵ective non-equilibrium prob-
lem [Eq.(17)], we also use the IPT as an approximate
impurity solver. The IPT self-energy in our case is given
by

⌃
i,↵�

(⌧, ⌧ 0) = UG

ii,↵�

(⌧, ⌧+)�(⌧ 0 � ⌧

+)�
↵�

� U

2G̃2

i,�↵

(⌧, ⌧ 0)G̃
i,↵�

(⌧ 0, ⌧). (21)

Here the first term is Hartree self-energy, and the sec-
ond one is the second-order self-energy obtained using
Hartree corrected Green’s function

G̃�1

i,↵�

(⌧, ⌧ 0) = G�1

i,↵�

(⌧, ⌧ 0)� UG

ii,↵�

(⌧, ⌧+)�(⌧ 0 � ⌧

+)�
↵�

.

(22)

Within the single-site DMFT approximation, we assume
the self-energy in the lattice problem to be local and
the same as the impurity self-energy. Thus the lattice
Green’s function G

i↵,j�

(⌧, ⌧ 0) is obtained from the lat-
tice Dyson equation

Z
�

0

d⌧

00 X

k�

⇥
G

�1

0,i↵,k�

(⌧, ⌧ 00)� �

ik

⌃
i,↵�

(⌧, ⌧ 00)]G
k�,j�

(⌧ 00, ⌧ 0)

= �

ij

�

↵�

�(⌧ � ⌧

0) (23)

The DMFT loop is closed by relating the lattice Green’s
function with the hybridization function �

i

(⌧, ⌧ 0). The
latter can be obtained via the cavity method (see
Appendix-A 1 a) in terms of the cavity Green’s function
as

�
i,↵�

(⌧, ⌧ 0) =
X

jl

t

ij

t

il

G

(i)

j↵,l�

(⌧, ⌧ 0), (24)

where the cavity Green’s function, obtained with the i-th
site removed from the original lattice, is related to full
lattice Green’s function via

G

(i)

j↵,l�

(⌧, ⌧ 0) = G

j↵,l�

(⌧, ⌧ 0)

�
Z

d⌧

1

d⌧

2

X

��

G

j↵,i�

(⌧, ⌧
1

)[G
i�,i�

(⌧
1

, ⌧

2

)]�1

G

i�,l�

(⌧
2

, ⌧

0).

(25)

The above closes the DMFT self-consistency loop. For
our numerical computations, we further make the large-
connectivity Bethe lattice approximation35 for the Cavity
Green’s function. As a result, for the model [Eq.(14)]
with only nearest-neighbor hopping, Eq.(24) becomes

�
i,↵�

(⌧, ⌧ 0) = t

2

0X

j

G

j↵,j�

(⌧, ⌧ 0), (26)

where
P0

j

indicates that the summation is over only the
nearest-neighbors of i. This approximation makes the
computation easier keeping the essential features of the
finite dimensionality through the lattice Green’s func-
tion.

Computationally, the most expensive part of the
DMFT loop here is the inversion of Eq.(23) to ob-
tain the lattice Green’s function G, a matrix in indices
(i↵⌧, j�⌧ 0). As discussed in the next section and in Ap-
pendix A, we discretize the imaginary time and use a
recursive Green’s function method for large systems to
obtain G. We also benchmark our results by doing di-
rect inverse in Eq.(23) for small systems.

IV. NUMERICAL SOLUTION OF DMFT
EQUATIONS TO OBTAIN S

(2)
A

We solve the DMFT self-consistency Eqs.(19, 20, 21,
23, 24, 26) by discretizing them in imaginary time ⌧

with discretization step �⌧ as discussed in Appendix A

in detail. To evaluate S

(2)

A

from Eq.(11), we perform the
DMFT for a range of values of � between 0 to 1 with
step �� as discussed in Appendix B. After obtaining the
DMFT self-consistent Green’s function [Eq.(13)] for dif-

ferent �, we use Eqns.(12) and (11) to compute S

(2)

A

(�⌧)

for a given discretization �⌧ . We compute S

(2)

A

(�⌧) for
di↵erent values of �⌧ and extrapolate to �⌧ ! 0 limit

to finally obtain S

(2)

A

. In Appendix D, we discuss the

extrapolation of S(2)

A

(�⌧) to �⌧ ! 0. As mentioned in
the preceding section, we employ a recursive Green’s
function method to obtain the lattice Green’s function
from Eq.(23) (see Appendix A 1). By using the recursive

Green’s function method we can compute S(2)

A

for reason-
ably large systems, N  100 in 1d, and N  20 ⇥ 20 in
2d up to low temperatures (T � 0.05, in units of nearest-
neighbor hopping amplitude t). The results reported in
the main text are for periodic boundary condition (PBC).
We also discuss some results for open boundary condition
(OBC) in Appendix F.
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FIG. 1. The extrapolated S

(2)
A

(�⌧ ! 0) (open circles) for

U = 0 is compared with the S

(2)
A

from correlation matrix
calculation (closed circle+line, ‘corr’) for N = 10 and three
di↵erent temperatures T = 0.2, 0.5, 1.0.

Non interacting, 𝑈 = 0

Comparison with QMC, 𝑈 ≠ 0

6

A. Comparison with the non-interacting limit and
QMC

To benchmark the kick integration method of Eq.(11)

and the extrapolation S

(2)

A

(�⌧ ! 0), we first compare

the results for S

(2)

A

for the non-interacting case (U = 0)
with that calculated directly using the correlation matrix
C

ij

= Tr[⇢c†
i

c

j

] for i, j 2 A. The correlation matrix can
be easily evaluated using the single-particle eigenenergies
and eigenfunctions of the tight-binding model of Eq.(14)
for U = 0. The second Rényi entropy is obtained from

S

(2)

A

= �Tr ln[(1 � C)2 + C

2]11,29. As shown in Fig.1,

S

(2)

A

(�⌧ ! 0) for di↵erent temperatures matches very

well with the corresponding S

(2)

A

from correlation matrix
calculation for a non-interacting system of size N = 10.
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FIG. 2. DMFT results for S

(2)
A

as a function of subsystem
size N

A

in 1d Hubard model are compared with QMC data
from ref.24 at three temperatures T = 1.0, 0.5, 0.2 for system
size N = 32 and U = 2.

We next compare our DMFT results for S

(2)

A

with
QMC data taken from ref.24 for N = 32 and U = 2.0.

In Fig.(2), the S

(2)

A

as a function of subsystem size N

A

for this two method is shown for high (T = 1.0) to inter-

mediate temperatures (T = 0.5, 0.2). In high T , the S

(2)

A

the DMFT and QMC results coincide. Even at interme-
diate temperatures, the comparison is reasonable given
the fact that 1d is the worst-case scenario for a mean-field
approach like single-site DMFT, and that too, employing
an approximate impurity solver like IPT. Nevertheless, it
has been shown41,42,52 that cluster extension of DMFT
can capture some of the subtle Luttinger-liquid physics in
1d arising from long-distance correlations. Hence, clus-
ter extensions of our DMFT approach will be able to
provide in the future a good description of entanglement
properties even in 1d.

Given the above benchmarks, in the next sections, we
study the subsystem-size dependence and the entropy to

entanglement crossover of S(2)

A

, first in 1d, and then for
the 2d Hubbard model.

V. S

(2)
A

IN 1D HUBBARD MODEL

In 1d, single-site DMFT gives rise to a metal-insulator
transition at finite U

41,52 at half filling, unlike the exact
Bethe ansatz solution53. The latter leads to a metallic
state only at U = 0 and gapped states for any U > 0. The
metallic state in DMFT is a relic of the infinite dimension
inherent in the local self-energy approximation in single-
site DMFT, even though some e↵ects of finite dimension
are fed back through the lattice self-consistency. We first

look into S

(2)

A

(N
A

, T ) of this mean-field metallic state
in 1d since the DMFT for entanglement formulated in
Sec.III is numerically much easier to implement in 1d
than in higher dimensions.
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FIG. 3. Result for the second Rényi entropy S

(2)
A

in 1d Hub-

bard model with periodic boundary condition. (a) S

(2)
A

as a
function of subsystem size N

A

is shown for U = 0, 0.5, 2 and
total system size N = 50 at temperature T = 0.05. S(2)

A

(N
A

)
for U = 0, 2, 3 and N = 100 at (b) T = 0.1, and (c) T = 0.2.

The S

(2)
A

for U = 0.0 are calculated using the correlation ma-
trix and that for U 6= 0 using DMFT.

In our DMFT formalism [Sec.III], the subsystem Rényi
entropy is obtained from an imaginary-time path inte-
gral. Thus we perform the calculations at finite tem-
perature with a finite discretization �⌧ . To obtain the
ground-state entanglement, we need to take the T ! 0
or � ! 1 and �⌧ ! 0 limit. This is not straightforward

since at finite temperature S

(2)

A

contains both thermal
and entanglement entropy contributions, and we need to
disentangle these two contributions as the T ! 0 limit
is taken. As discussed below, we find that the thermal

to entanglement crossover in S

(2)

A

for the DMFT metallic
state can be described by the crossover function known
from CFT8,12,19,44.

Broecker & Trebst, J. Stat. Mec. (2014)

Comparison with QMC at intermediate 𝑇
is quite good even with single-site DMFT +
IPT approximation!

*DMFT cannot capture low-temperature 1D 
physics, charge gap at half filling, 
spin-charge separation and Luttinger liquid

o our DMFT is exact for 𝑈 = 0



Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
A

Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)

A

Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑

<ij>
tijc†

i cj + U∑
i

ni↑ni↓

DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0
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•  Comparision with QMC at intermediate  is  
quite good even in 1d 

T

4.  Comparision to QMC

Q
M

C
  -

(P
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t) 

Entanglement action S(λ) = SU + λSkick

• Comparision with ED also reasonably good (not shown here)

 From CFT (1+1)d:  ,    Eq-A    S(n)
A (T = 0,NA) = c

2 (1 + 1
n

)log[ N
π

sin( πNA

N )] + kn

• Thermal to entanglement crossover formula for :    

    

 At   we recover the CFT Eq-A

N → ∞
S(n)

A (T, NA) = c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode

 S(n)
A (T, NA) = (1

2 ∫ ∫
dAxdAk

(2π)d−1 |nk ⋅ nx |)× [ c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + kn]
Effective no of  1d  mode 1d subsystem scaling from CFT

Effective no of modes: 
Depends relative 

orientation of real and 
momentum  space 

geometry
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7.  Conclusion and summary:   

References:  
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6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
A

• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 

c
T

→

• Well fitted by Widom scaling formula (left)  and the extracted central charge 
is shown ( right )

Bipartite Mutual information across the 
 Mott phase transition is shown 

• Strongly correlated metal 
to Mott insulator transition 

occurs at 
 in 

2d Hubbard model
(Uc, Tc) ≃ (9.8,0.19)

U = 4.0

N = (20 × 20)

Mutual information: 
I(A, B) = S(2)

A + S(2)
B − S(2)

A∪B Cartoon phase diagram

Sw
in

gl
e e

t a
l.

N. Laflorencie, Phys. Rep. (2016)

(Arijit, Surajit et al.)

• Developed general many body approach based on path 
integral method to compute 2nd renyi entropy

• Find novel way to extract  through ‘kick term’ 
integration method

S(2)
A

• Renyi entanglement entropy is well captured by CFT 
crossover formula in 1d and 2d DMFT  in Fermi liquid phase.

• Mutual information can detect the Mott transition 

A. Haldar, S. Bera & SB, Phys. Rev. Research (2020),   (B. Swingle, PRL 105, 050502 (2010) ),   Cardy, Calabrese et al.   

(Source: Internet)

In collaboration with 
Sumilan Banerjee, Physics, IISc, Bengaluru, India, Arijit Haldar, Phusics Dept, U Toronto, Canada

By Surajit Bera, Physical Science Dept., IISc, Bengaluru, India
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1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
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Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)

A

Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑

<ij>
tijc†

i cj + U∑
i

ni↑ni↓

DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0
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Entanglement action S(λ) = SU + λSkick

• Comparision with ED also reasonably good (not shown here)

 From CFT (1+1)d:  ,    Eq-A    S(n)
A (T = 0,NA) = c

2 (1 + 1
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)log[ N
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N )] + kn

• Thermal to entanglement crossover formula for :    

    

 At   we recover the CFT Eq-A

N → ∞
S(n)

A (T, NA) = c
2 (1 + 1

n
)log[ βv

π
sinh( πNA

βv )] + k′ n

β → ∞

• Does the correlated metalic state in DMFT follow the 
above crossover formula ?

E.g: Free fermi system (1d) follows the above entanglement scalings with c = 1

5.  Subsystem scaling of  in 1d Hubbard modelS(2)
A

In 2d we take Cylindrical cut subsystem →

Widom formula for scaling:   
Finite Fermi surface as  

collection of 1d gapless mode
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6.  Result in 2d Hubbard model:  Scaling of   and mutual informationS(2)
A

At finite low- , Renyi entropy  contains both thermal and entanglement 
 contribution.  Can we disentangle them ?

T S(n)
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• The 1d DMFT result well fitted  
by crossover formula

• Extracted central charge  slowly  
tends to CFT value on decreasing 
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2D  Hubbard Model

Renyi entanglement and mutual information in Hubbard model within dynamical mean field theory                 

1.  Quantum Entanglement and Motivation
•  Quantum entanglement is the ‘true quantum correlation’ of a quantum state

✦ Importance in manybody physics: To characterize various symmetry broken, critical and 
toplogical ground states.             

For ground state,     + Correction.   SA ∼ Area law (Ld−1)

• Measures for pure state: Renyi entanglement  ,  Von Neumann entanglement entropy 

                  

S(n)
A = 1

1 − n
ln TrA[ρn

A]
SA = S(n→1)

A

These corrections characterize the nature of ground states

•  Given a quantum state described by a density matrix , reduced density matrix of 
subsystem .

ρ
ρA = TrA(ρ)

2.  New path integral method to compute  S(n)
A

Usual methodology:  Correlation matrix (NI system),  ED, DMRG, Quantum monte carlo (QMC)…

Aim:  Genearl manybody approach to compute  for any arbitrary fermionic HamiltonianS(n)
A

 Limitations in small system sizes or heavily numerical or need sophisticated conformal field theory(CFT) technique

Usual replica field theory approach 
(Cardy, Calabrese et al. )

S(3)
A

Complicated boundary conditions

New path integral method
Usual antiperodic boundary conditionson fermionic fields 

τ0

e−S(2)
A = Z(2)

Z2 = 1
Z2 ∫ D[c̄, c]e−S(λ)

Z(2) = TrA[ρ2
A]

Strength of ‘kick’ λ ∈ [0,1]

    

  

Skick = ∫ dτdτ′ ∑ c̄iα(τ)δi∈AMαβ(τ, τ′ )cjβ(τ′ )

Mαβ(τ, τ′ ) = ( 1 1
−1 1)

αβ
δ(τ′ − τ+

0 )δ(τ − τ0)
SU → Usual imaginary time action for a Hamiltonian 

• Naively     Leads to calculation of thermodynamic potential  (very difficult )S(2)
A = − ln(Z(2)) + 2 ln Z →

 ,   S(2)
A = ∫

1

0
dλ < Skick >Z(2)(λ) < Skick >Z(2)(λ) = ∑

i,α,β
δi∈AMαβGλ

ii,βα(0,0+)

• Novel way to extract  from path integral is ‘kick term’ integration method as followsS(n)
A

Need Green’s function
 to get → Gλ(τ, τ′ ) S(2)

A

Topological entanglement entropy -  
one of the unabiguous way to define topological order

3.  Computation within DMFT                                                            
Consider Hubbard model:    H = − ∑

<ij>
tijc†

i cj + U∑
i

ni↑ni↓

DMFT: Impurity problem  
in self-consistent bath

•   can be computed  within DMFT Gλ
ab(τ, τ′ )

•We use Iterated Perturbation Theory (IPT)  
as impurity solver

★ More sophisticated impurity solver like continious time  quantum monte carlo (CTQMC) can be used.

•   To get entanglement,  we need to compute  and take   extrapolationS(2)
A (T ) T → 0
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o 1D DMFT results well fitted
by CFT crossover formula

o Central charge consistent 
with

𝑐 ≈ 1
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How do we compute entanglement entropy?

Hard to compute entanglement entropy.

Reduced density matrix of a subsystem 𝜌" = 𝑇𝑟&(|𝜓⟩⟨𝜓|)

Consider Hubbard model,   𝐻 = −𝑡∑e² 𝑐e²
~ 𝑐en9,² + ℎ. 𝑐. + 𝑈∑e 𝑛e↑𝑛e↓

𝑖

𝑛e² = 0,1
𝑁 sites, one electron per site
∼ exp(𝑁) states in Hilbert space basis 

Many-body wave function is a complicated object,

𝜓 = z
{3]Ù}

𝐶{3]Ù}|𝑛9↑, 𝑛9↓, 𝑛2↑, 𝑛2↓, … ⟩
Need ∼ exp(𝑁) coefficients 𝐶{3]Ù}

and then calculate 𝜌" = 𝑇𝑟&(|𝜓⟩⟨𝜓|)

A

n-th Renyi entropy 𝑆"
3 =

1
1 − 𝑛 ln 𝑇𝑟"[𝜌"

3]


