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Where to start?

https://underworld2.readthedocs.io/en/latest/index.html 3

https://underworld2.readthedocs.io/en/latest/index.html


• https://underworld2.readthedocs.io/en/latest/Installation.html

• Choose an installation:
• From source - good luck!
• With pip (package installer for Python)
• With Docker 

• Linux users should be able to install docker using the distribution’s standard package manager  
https://docs.docker.com/desktop/install/linux-install/ 

• Windows users should note that for Windows 10 Home you should install Docker Toolbox > 
https://docs.bitnami.com/containers/how-to/install-docker-in-windows/, 
while for Windows 10 Professional you should install Docker Desktop > 
https://docs.docker.com/desktop/install/windows-install/ 

• Apple OS X users should use Docker Desktop > 
https://docs.docker.com/desktop/install/mac-install/ 4

UW2 Installation (comes in many flavours)

https://underworld2.readthedocs.io/en/latest/Installation.html
https://docs.docker.com/desktop/install/linux-install/
https://docs.bitnami.com/containers/how-to/install-docker-in-windows/
https://docs.docker.com/desktop/install/windows-install/
https://docs.docker.com/desktop/install/mac-install/


UW2 Installation (OS specific with Docker)

5

• Step by step guide:
1. Install Docker Desktop compatible with the OS on your local machine and 

open the application (see previous page for OS specific installer links)
2. Open a terminal and create a local folder uw2023_kigali in your home 

directory (mkdir ~/uw2023_kigali) and navigate to this folder in the 
terminal (cd ~/uw2023_kigali)

3. Run the following command in the terminal (install UW2 image and link the 
VM workspace volume to the local directory: 

docker run -v $PWD:/home/jovyan/workspace -p 8888:8888 
underworldcode/underworld2
4. UW2 image is now installed in Docker Desktop



UW2 Installation (alternative using local files)

6

• Step by step guide:
1. Install Docker Desktop using the OS specific installer provided
2. Open a terminal and create a local folder uw2023_kigali in your home 

directory (mkdir ~/uw2023_kigali) and navigate to this folder in the 
terminal (cd ~/uw2023_kigali)

3. Run the following command in the terminal to load UW2 local copy into 
Docker:

docker load -i uw2023_Kigali.tar
4. Run the following command in the terminal (install UW2 image and link the 

VM workspace volume to the local directory: 
docker run -v $PWD:/home/jovyan/workspace -p 8888:8888 
underworldcode/underworld2
5. UW2 image is now installed in Docker Desktop



UW2 Installation (getting started)

7

• Step by step guide:

• Start the container:

• And click the Port link:                        

• Your favourite browser window should be open 



UW2 Installation (getting started)

8

• Step by step guide:
• Your favourite browser window should be open and requesting a token



UW2 Installation (getting started)

9

• Step by step guide:
• Go back to Docker Desktop Dashboard, inspect the Logs of the running 

container and copy the token, then paste it in your browser



UW2 Installation (ready to model)

10

• Step by step guide:
• You have installed UW2 on your machine and can almost start modelling!

• Copy copy_UW_to_workspace.ipynb in your workspace, move it to the root 
of the container in your browser, and execute the cells
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Figure 2. The geodynamic modelling procedure. A modelling study encompasses everything from the assemblage of both a physical (Sect. 2)
and a numerical model (Sect. 3) based on a verified numerical code (Sect. 4), to the design of a simplified model setup based on a certain
modelling philosophy (Sect. 5), the validation of the model through careful testing (Sect. 6), the unbiased analysis of the produced model
output (Sect. 7), the oral, written, and graphical communication of the modelling approach and results (Sect. 8), and the management of both
software and data (Sect. 9). Note that constant (re-)evaluation and potential subsequent adjustments of previous steps are key, and indeed
necessary, throughout this process.

deforms predominantly in this way. In fact, many other ma-
terials show the same behaviour: solid ice, for example, also
flows, causing the constant motion of glaciers (Ricard, 2015).

In the following, we will focus on problems that occur
on large timescales on the order of thousands or millions of
years (i.e. � 450 years, the Maxwell time, see Fig. 1). Ac-
cordingly, we will treat the Earth’s interior as a highly vis-
cous fluid. We further discuss this assumption and how well
it approximates rocks in the Earth in Sect. 2.2.1. We will also
treat Earth materials as a continuum; i.e. we assume that the
material is continuously distributed and completely fills the
space it occupies and that material properties are averaged
over any unit volume. Thus, we ignore the fact that the ma-
terial is made up of individual atoms (Helena, 2017). This
implies that, on a macroscopic scale, there are no mass-free
voids or gaps (Gerya, 2019). Under these assumptions and
keeping the large uncertainties of Earth’s materials in mind,
we can apply the concepts of fluid dynamics to model the
Earth’s interior.

2.1 Basic equations

We have discussed above that setting up a model includes
choosing the equations that describe the physical process one
wants to study. In a fluid dynamics model, these governing
equations usually consist of a mass balance equation, a force
balance or momentum conservation equation, and an energy
conservation equation. The solution to these equations states
how the values of the unknown variables such as the material
velocity, pressure, and temperature (i.e. the dependent vari-
ables) change in space and how they evolve over time (i.e.
when one or more of the known and/or independent variables
change). Even though these governing equations are conser-
vation equations, geodynamic models often consider them in
a local rather than a global context, i.e. material and energy
flow into or out of a system, or an external force is applied.
Additionally, the equations only consider specific types of
energy, i.e. thermal energy, and not, for example, the po-
tential energy related to nuclear forces. This means that for
any system considered – or, in other words, within a given
volume – a property can change due to the transport of that

https://doi.org/10.5194/se-13-583-2022 Solid Earth, 13, 583–637, 2022
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Figure 3. The governing equations: conservation of mass (Eq. 2, Sect. 2.1.1), conservation of momentum (Eq. 5, Sect. 2.1.2), and conser-
vation of energy (Eq. 6, Sect. 2.1.3) with different types of rheology (Sect. 2.2.1). In these equations, ⇢ is the density, t is time, v is the
velocity vector, � is the stress tensor, g is the gravitational acceleration vector, Cp is isobaric the heat capacity, T is the temperature, k is
the thermal conductivity, H is a volumetric heat production term (e.g. due to radioactive decay), and the term S = S1 +S2 +S3 accounts for
viscous dissipation, adiabatic heating, and the release or consumption of latent heat (e.g. associated with phase changes), respectively. Many
geodynamic models include additional constitutive and evolution equations. Note that the brittle rheology depicted here is approached by
plasticity in geodynamic models, as depicted by the plastic slider in dark grey underneath the breaking bar. See Sect. 2.2.4 for more details.

perpendicular to the direction of compression. The assump-
tion of incompressibility implies a Poisson ratio of ⌫ = 0.5.
When converting material properties from geodynamic mod-
els to wave speeds for seismological applications, incom-
pressible models result in unrealistic infinite P-wave speeds
unless a different value for the Poisson ratio is assumed dur-
ing the conversion (van Zelst et al., 2019).

2.1.2 Momentum conservation

Equation (5) describes the conservation of momentum or, in
the way we use it here, a force balance:

r · � + ⇢g = 0, (5)

where � is the stress tensor, ⇢ is the density, and g is gravi-
tational acceleration vector. The conservation of momentum
states that the sum of all forces acting on any parcel of ma-
terial is zero. Specifically, the first term r · � represents the
net surface forces and the second term the net body forces.
In mantle convection and long-term tectonics models, the
gravity force ⇢g is generally the only body force consid-
ered, and the gravitational acceleration g is often taken as
a constant of 10 m s�2 for global studies because it varies
by less than 10 % over the whole mantle depth (Dziewonski
and Anderson, 1981), whereas for lithospheric-scale studies
g is taken to be 9.8 m s�2. Other body forces like electro-
magnetic or Coriolis forces are negligibly small compared to
gravity. Conversely, these forces are very important for mod-
elling the magnetic field in the outer core. Hence, depending

on the geodynamic problem, additional terms become rele-
vant in the force balance.

The surface forces are expressed as the spatial derivatives
of the stress r · � . Stresses can be perpendicular to the sur-
face of a given parcel of material like the pressure; they can
act parallel to the surface, or they can point in any other ar-
bitrary direction. In addition, the forces acting on a surface
may be different for each surface of a parcel of material. Ac-
cordingly, the stress can be expressed as a 3 ⇥ 3 tensor in
three dimensions (3-D), with each entry corresponding to the
component of the force acting in one of the three coordinate
directions (x, y, z) on a surface oriented in any one of the
three coordinate directions, giving a total of 3⇥3 = 9 entries.
One of the most complex choices in the design of a geody-
namic model is the relation between these stresses and the
deformation (rate) of rocks, i.e. the rheology (Sect. 2.2.1).

Under the assumption that deformation is dominantly vis-
cous, Eqs. (2) and (5) are often referred to as the Stokes

equations. In their more general form, called the Navier–

Stokes equations, Eq. (5) would contain an additional term
⇢ Dv/Dt that governs inertia effects describing the acceler-
ation of the material. In the Earth’s mantle, material moves
so slowly that inertia (and, consequently, the momentum of
the material) does not have a significant influence on the mo-
tion of the material. Consequently, this term is very small
and usually neglected in geodynamic models. In other words,
we look at the behaviour of the material on such a long
timescale that from our point of view, material accelerates or

https://doi.org/10.5194/se-13-583-2022 Solid Earth, 13, 583–637, 2022
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Figure 4. Examples of a two-dimensional domain and material discretisation. The domain discretisation in the left-hand-side column illus-
trates different types of meshes. The top left mesh (a) is built on a quadtree and is also shown with several levels of mesh refinement (b) so
as to better capture the circular interface. (c) An unstructured triangular mesh built so that element edges are aligned with the (quarter-)circle
perimeter. Note that non-rectangle quadrilateral elements can also be used to conform to an interface. The material discretisation is illus-
trated by different methods of material tracking in the right-hand-side column based on either the particle-in-cell method (d) or grid-based
advection (e) for the material contrasts indicated by the blueish colours.

et al., 2014) have also been used in geodynamic modelling.
In what follows we focus on the most popular methods, i.e.
finite differences, finite elements, and finite volumes.

3.2 Discretisation

The discretisation concept for all three main methods (FEM,
FDM, FVM) is identical. The domain is subdivided in cells
or elements, as shown in Fig. 4. In essence, the methods look
for the solution of the equations in Sect. 2.1 in the form of
combinations of polynomial expressions (also called shape
functions in FEM terminology) defined on each element or
cell.

To illustrate this concept, we provide a small example
here for the conservation of energy using the finite-difference
method, which is based on a Taylor expansion keeping only
first- and second-order terms (see Appendix A for the com-
plete example). In one dimension and under the assumptions
that there is no advection or heat sources and that the co-
efficients are all constant in space, Eq. (6) becomes what is

commonly called the heat equation:

@T

@t
= 

@
2
T

@x2 . (16)

This is to be solved for T (x, t), for x between 0 and Lx , and
t between 0 and tfinal. The time discretisation describes how
to use a temperature distribution that is known at time tn to
compute a new temperature at time tn+1 = tn + 1t , with 1t

being the time step size. The discretisation in space means
that this temperature distribution is computed at a finite num-
ber np of points. The simplest way of choosing the position
of these points is such that xi = ih, with h = Lx/(np � 1)

being the distance between points (which is often referred to
as the resolution or grid size of the model) and the point in-
dices running 0  i  np�1. As shown in Appendix A, there
are different ways of discretising Eq. (16), but the so-called
explicit version is written as

T
n+1
i

� T
n

i

1t
= 

T
n

i+1 � 2T
n

i
+ T

n

i�1
h2 , (17)
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UW2: Finite Element code à Material Point Method
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Figure 5. Kinematical descriptions for a compressed upper-mantle model setup. (a, c, e) The undeformed, initial model setups and (b, d, f) the
deformed model after a certain amount of model time has passed. In the Eulerian kinematical description (a, b) the computational mesh is
fixed and the generated positive topography is accommodated by implementing a layer of sticky air above the crust. When an arbitrary
Lagrangian–Eulerian approach is used, (c, d) the domain width is often kept constant in geodynamic applications such that the mesh only
deforms vertically to accommodate the topography. In the Lagrangian formulation, (e, f) the mesh deforms with the velocity computed on its
nodes.

split into two families: direct methods and iterative meth-

ods. Direct methods exploit the sparsity of the matrix (i.e.
the ratio of non-zero terms to the number of terms in the ma-
trix is very small) and arrive at the desired solution within
a predictable number of operations. Because of the mem-
ory requirements of the direct solvers to store and process
the matrix terms, these tend to be used for 2-D applica-
tions (or low-resolution 3-D problems) only. Examples of
direct solver packages frequently used in geodynamics (e.g.
Braun et al., 2008; Quinquis et al., 2011; Thieulot, 2011) are
MUMPS (Amestoy et al., 2019), Pardiso (Petra et al., 2014),
and WSMP (Gupta et al., May 1997).

Iterative methods start with an initial solution (a guess)
and incrementally improve on it until a convergence criterion
is met; i.e. the remaining error (residual) is small. Common
iterative methods in geodynamic codes are the conjugate gra-
dient (CG) method (Shewchuk, 1994) and the GMRES (gen-
eralised minimal residual) method (Saad, 2003; Langer and
Neumüller, 2018), which are used in conjunction with multi-
grid methods to accelerate their convergence. Note that the

choice of iterative solving method is intrinsically tied to the
properties of the matrix A. The most popular iterative solvers
packages are PETSc (Balay et al., 1997) (used in pTatin3D,
May et al., 2015) and Trilinos (Heroux et al., 2005) (used
in ASPECT, Kronbichler et al., 2012). Recently, iterative
pseudo-transient solvers have been used to solve coupled
sets of equations (Räss et al., 2019; Reuber et al., 2020b).
These methods introduce a physics-based transient term (a
time derivative) to a steady-state equation in order to iter-
ate towards the steady-state solution. The matrix-free, finite-
difference, pseudo-transient schemes of Räss et al. (2019) are
well-suited for GPU (graphical processing unit) accelerated
systems (Räss et al., 2020).

3.5 Computer architectures and parallelisation

Early computing architectures of the 1970s were quite lim-
ited by today’s standards and predominantly relied on se-
quential programming whereby one task is performed after
the other (Fig. 6). Hence, early models in the 1970s were con-

https://doi.org/10.5194/se-13-583-2022 Solid Earth, 13, 583–637, 2022
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Figure 7. Different model complexities for the heart (a) and the
Earth (b). A simpler model can be more useful: the basic shape of
the heart has likely become the most successful model, indeed a
true icon, only because it was neither too complex (it can be repro-
duced easily) nor too simple (its characteristic shape is still recog-
nisable). Finding the right level of complexity is challenging and
must repeatedly be considered carefully by the modeller for each
new modelling task at hand.

plex rheology involving both viscous and frictional and/or
plastic materials, and reactive processes. Numerical studies
comparing to analogue experiments include gelatine wedge
seismic experiments (van Dinther et al., 2013a), plume dy-
namics (Davaille, 1999; Davaille et al., 2011), indenter block
experiment (Tapponnier et al., 1982; Peltzer and Tapponnier,
1988), and subduction dynamics (Schellart, 2005; Duarte
et al., 2013; Király et al., 2020b). Since there are fundamental
differences between numerical and laboratory experiments,
the model results are often not identical, and instead certain
characteristic features of the solutions need to be compared.

As the importance of testing is revealed, more software en-
gineering practices are required to keep codes clean, testable,
and robust (see Sect. 9). Designing a suite of complete tests
is just as important as building efficient, fast, complex, high-
resolution numerical 3-D codes. There are many excellent
books on analytical solutions (Turcotte and Schubert, 2014),
keeping codes clean (Martin, 2008; Hunt and Thomas, 1999),
and building robust testing frameworks for geodynamics
(Ismail-Zadeh and Tackley, 2010; Simpson, 2017; Morra,
2018). As a final note on code verification, complex sys-
tems of equations (i.e. multi-phase, multi-component, non-
linear rheology) can still be badly posed and are difficult to
test. For this reason, verification of simpler systems is impor-
tant, and complex solutions should be validated using scaling

analysis and against natural observations (see Sect. 6).

5 From the real world to a model setup

Designing a model is not straightforward. Before starting
to design a model, it is important to understand the code,
the model, and the difference between the two. While the

code’s purpose is of a general nature (e.g. to allow for cre-
ating models to investigate some geodynamic problems), the
purpose of the model is very specific and, in most cases, in-
deed unique. This unique purpose is reflected in the com-
plex nature of the model, which has to be set up with care.
A model is the sum of an underlying (modelling) philoso-
phy, one or more geodynamic concepts and hypotheses, its
physical and numerical construct, and initial and boundary
conditions. Even though the purpose of a geodynamic model
is usually unique, its outcome never is. The same result of a
spatially or temporally restricted model of nature can always
be recovered by multiple different models. Therefore, a geo-
dynamic model cannot be verified, in contrast to the code.

How to design a simplified – but not oversimplified – geo-
dynamic model that is based on a certain modelling philos-
ophy and applies suitable initial and boundary conditions is
therefore outlined in this section.

5.1 Simplifying without oversimplifying

A model is, by definition, a simplified representation of a
more complex natural phenomenon. This is a simple and ob-
vious truth that is easily forgotten when geodynamic models
are interpreted, presented, and reviewed. It is the modeller’s
responsibility to not only constantly remind themselves, but
also others, about this key underlying fact.

The complexity of the planet Earth as a whole is vast. It
is therefore challenging to reconcile such true complexity
with a desired simplicity. A model can easily become too
complex and, just as easily, oversimplified (Fig. 7). A geo-
dynamic modeller should always strive for the appropriate
middle ground between a model that is too complex and a
model that is too simple. This is one of the first major tasks
of a modeller when setting up a new modelling approach to
address a certain hypothesis: everything should be made as
simple as possible but not simpler.

So, how simple should a model optimally be? The answer
to this question is not an easy one, as it strongly depends
on the purpose of the model, the capabilities to diagnose
and understand it, and the hypothesis that it will test. It is
clear though that a more complex model does not necessarily
mean a better model. In fact, a simpler model is often better
than a more complex model. A simpler model is clearer to
understand, clearer to communicate, and, by making fewer
assumptions, more likely right (Occam’s razor; Thorburn,
1915), although not necessarily directly applicable to the real
world.

There are various ways to reduce model complexity
(Fig. 8). Simplifying the physical model is one of them.
Any given physical complexity of the natural phenomenon
in question has to be evaluated and a decision has to be made
to either reproduce it, parameterise it (i.e. mimic the phe-
nomenon with a simplified approach), or neglect it in the
model. This decision is based upon the model’s purpose and

Solid Earth, 13, 583–637, 2022 https://doi.org/10.5194/se-13-583-2022

va
n 

Ze
lst

et
 a

l.,
 2

02
2 

| h
ttp

s:
//d

oi.
or

g/
10

.5
19

4/
se

-1
3-

58
3-

20
22

15



I. van Zelst et al.: 101 geodynamic modelling 605

Figure 8. Potential options for geodynamic model simplification. Note that we mean “multiphysics” beyond the already coupled system
described in Sect. 2 (see Sect. 3.8).

the spatial and temporal extent of the process under investi-
gation.

Further model simplification is achieved through numeri-
cal adjustments. For example, all the following studies model
plate tectonics, but the geometry of the model can be com-
plex (e.g. a 3-D spherical domain like Arnould et al., 2020)
or simple (e.g. a 1-D or 2-D domain like Bercovici and Ri-
card, 2014). One can choose the temporal extent of the model
to be more complex (e.g. time-dependent with a long evolu-
tion as in Crameri et al., 2012) or simply instantaneous as
done by Stadler et al. (2010). For the same model, such sim-
plifying choices make for a generally simpler model. How-
ever, a model with simpler geometry (or time evolution) can,
of course, also feature more complicated processes than one
with a more complex geometry. Indeed, a simpler model ge-
ometry (or time evolution) often enables the modelling of
more complex physical processes.

The numerical model complexity can also be adjusted by
changing the initial and boundary conditions (heterogeneous
as in Conrad and Gurnis, 2003, or homogeneous as in Fo-
ley and Becker, 2009) and the imposed forcing (space- and
time-dependent forcing like Quere and Forte, 2006, or self-
consistent like Rolf and Tackley, 2011). Overall, complexity
should be decided based on the scientific question addressed
and the focus and scope of the study.

5.2 Modelling philosophies

There are two overarching geodynamic modelling philoso-
phies: specific modelling and generic modelling (Fig. 9).

Figure 9. The two overarching modelling philosophies. (a) Specific
modelling and (b) generic modelling have different scientific goals
and need to be used, communicated, and reviewed differently.

The first philosophy attempts to reproduce the specific state
of a certain geodynamic system (e.g. based on a specific ob-
servation) with a specific model to better understand the sys-
tem’s specific state. In contrast, generic modelling attempts
to produce different regimes of behaviour of a certain geody-

https://doi.org/10.5194/se-13-583-2022 Solid Earth, 13, 583–637, 2022
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5.2 Modelling philosophies

There are two overarching geodynamic modelling philoso-
phies: specific modelling and generic modelling (Fig. 9).

Figure 9. The two overarching modelling philosophies. (a) Specific
modelling and (b) generic modelling have different scientific goals
and need to be used, communicated, and reviewed differently.

The first philosophy attempts to reproduce the specific state
of a certain geodynamic system (e.g. based on a specific ob-
servation) with a specific model to better understand the sys-
tem’s specific state. In contrast, generic modelling attempts
to produce different regimes of behaviour of a certain geody-
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UW2: Let’s explore together some models
In your browser, navigate to /worskspace/Underworld/UWGeodynamics/tutorials
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UW2 Model architecture


