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To whom it may concern: 

Recommendation letter supporting the postdoc application of Shasvath J Kapadia 

Dear colleagues, 

I am writing to express my strongest support for the postdoc application of Shasvath J Kapadia. 
Shasvath is a highly motivated, ambitious and hardworking young researcher, and is one of the 
strongest candidates in his peer group in gravitational-wave (GW) physics and astronomy. 

I have known Shasvath for the last three years. I met him in 2012 at a conference in KITP Santa 
Barbara where he was presenting an interesting poster on floating orbits in extreme-mass-ratio 
inspirals. He asked whether he could with me on a project related to LIGO’s science. Although, I 
tried to brush him aside citing the difficulty of long-distance collaboration (I was moving to 
India at that time), he persisted. After a year or so we actually started working together which 
turned out to be a very fruitful collaboration. I will be basing my letter on the aspect of his work 
that I know the best. However, his PhD work is quite diverse, covering problems related to the 
computation of orbits of extreme-mass-ratio inspirals, use of machine learning algorithms to 
distinguish between real GW triggers and spurious noise-generated triggers in the search for 
GWs from compact binaries using LIGO, etc. I hope that his other referees will elaborate on these 
aspects. 

The project (arXiv:1509.06366) that Shasvath worked with myself and Nathan Johnson-McDaniel 
was on computing the effective higher order terms in the post-Newtonian (PN) expansions of the 
gravitational binding energy and GW energy flux from inspiralling compact binaries. In the 
adiabatic PN approximation, the phase evolution of GWs from inspiralling compact binaries is 
computed by equating the change in binding energy with the GW flux. This energy balance 
equation can be solved in different ways, which result in multiple “approximants” of the PN 
waveforms. Due to the poor convergence of the PN expansion, these approximants tend to differ 
from each other during the late inspiral. Which of these approximants should be chosen as 
templates for GW detection and parameter estimation is not obvious. We computed some 
effective higher order (beyond the currently available 4PN and 3.5PN) non-spinning terms in the 
PN expansion of the energy and the flux that minimize the difference of multiple PN 
approximants (TaylorT1, TaylorT2, TaylorT4, TaylorF2) with effective one body waveforms 
calibrated to numerical relativity (EOBNR). We showed that PN approximants constructed using 
the effective higher order terms show significantly better agreement (as compared to 3.5PN) with 
the inspiral part of the EOBNR. For non-spinning binaries with component masses 1.4 -- 15 M⊙, 
most of the approximants have a match (faithfulness) of better than 99% with both EOBNR and 
each other. Although these effective terms are not the same as actual higher order terms, they find 
immediate practical use in GW searches. PN waveforms employing these effective higher order 
terms can be used in LIGO/Virgo searches for compact binaries as computationally inexpensive 
surrogates of EOBNR waveforms in the “low-mass” region of the parameter space. We are in the 
process of extending this computation to the case of spinning binaries, where this work is of 
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GW observations have established a new branch of astronomy 
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90 CBC detections from the first three observing runs (LVC analysis)

Additional events from independent analyses of the data.   



Gravitational-wave astronomy: Observations 

• First detections of merging binary BHs and NS-BH 
binaries. 


• First observations of stellar-mass black holes with 
mass ≳ 30 M⊙.


• Potential evidence of IMBHs (GW190521) 


• Multi-messenger observation of a BNS merger 
(GW170817). 


• Additional BNS /NSBH binaries (no EM counterpart). 


• Either the heaviest NS or lightest BH ever observed 
(GW190814). 


• Binaries with large mass ratios. Evidence of higher 
multipoles (GW190814, GW190412). 
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Gravitational-wave astronomy: Science 

• First tests of GR in the regime of 
extreme gravity & velocities. 


• Waveform based tests Signal 
consistency, GW generation & 
propagation, nature of GW polarizations, 
BH quasi-normal modes, … 


• Multi-messenger tests  Speed of GWs, 
Test of the equivalence principle, Lorentz 
violation, non-compact extra 
dimensions, … 
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-3



Gravitational-wave astronomy: Science 

• First tests of GR in the regime of 
extreme gravity & velocities. 


• New avenues for cosmography. 
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by a viewing angle defined as min(ι, 180° − ι), with ι in the range 
[0°, 180°]. By contrast, gravitational-wave measurements can identify 
the sense of the rotation, and so ι ranges from 0° (anticlockwise) to 
180° (clockwise). Previous gravitational-wave detections by the Laser 
Interferometer Gravitational-wave Observatory (LIGO) had large 
uncertainties in luminosity distance and inclination23 because the two 
LIGO detectors that were involved are nearly co-aligned, preventing 
a precise polarization measurement. In the present case, owing to 
the addition of the Virgo detector, the cosine of the inclination can 
be constrained at 68.3% (1σ) confidence to the range [−1.00, −0.81], 
corresponding to inclination angles in the range [144°, 180°]. This incli-
nation range implies that the plane of the binary orbit is almost, but not 
quite, perpendicular to our line of sight to the source (ι ≈ 180°), which 
is consistent with the observation of a coincident γ-ray burst4–6. We 
report inferences on cosι because our prior for it is flat, so the posterior 
is proportional to the marginal likelihood for it from the gravitation-
al-wave observations.

Electromagnetic follow-up observations of the gravitational-wave 
sky-localization region7 discovered an optical transient8–13 in close 
proximity to the galaxy NGC 4993. The location of the transient was 
previously observed by the Distance Less Than 40 Mpc (DLT40) survey 
on 27.99 July 2017 universal time (ut) and no sources were found10. 
We estimate the probability of a random chance association between 
the optical counterpart and NGC 4993 to be 0.004% (Methods). In 
what follows we assume that the optical counterpart is associated with 
GW170817, and that this source resides in NGC 4993.

To compute H0 we need to estimate the background Hubble flow 
velocity at the position of NGC 4993. In the traditional electro-
magnetic calibration of the cosmic ‘distance ladder’19, this step is 
commonly carried out using secondary distance indicator informa-
tion, such as the Tully–Fisher relation25, which enables the back-
ground Hubble flow velocity in the local Universe to be inferred by 
scaling back from more distant secondary indicators calibrated in 
quiet Hubble flow. We do not adopt this approach here, however, 
to preserve more fully the independence of our results from the  
electromagnetic distance ladder. Instead we estimate the Hubble flow 
velocity at the position of NGC 4993 by correcting for local peculiar 
motions.

NGC 4993 is part of a collection of galaxies, ESO 508, which has a 
center-of-mass recession velocity relative to the frame of the cosmic 
microwave background (CMB)26 of27 3,327 ± 72 km s−1. We correct 

the group velocity by 310 km s−1 owing to the coherent bulk flow28,29 
towards the Great Attractor (Methods). The standard error on our 
estimate of the peculiar velocity is 69 km s−1, but recognizing that 
this value may be sensitive to details of the bulk flow motion that 
have been imperfectly modelled, in our subsequent analysis we adopt 
a more conservative estimate29 of 150 km s−1 for the uncertainty on 
the peculiar velocity at the location of NGC 4993 and fold this into 
our estimate of the uncertainty on vH. From this, we obtain a Hubble 
velocity vH = 3,017 ± 166 km s−1.

Once the distance and Hubble-velocity distributions have been 
determined from the gravitational-wave and electromagnetic data, 
respectively, we can constrain the value of the Hubble constant. The 
measurement of the distance is strongly correlated with the measure-
ment of the inclination of the orbital plane of the binary. The analy-
sis of the gravitational-wave data also depends on other parameters 
describing the source, such as the masses of the components23. Here 
we treat the uncertainty in these other variables by marginalizing over 
the posterior distribution on system parameters3, with the exception of 
the position of the system on the sky, which is taken to be fixed at the 
location of the optical counterpart.

We carry out a Bayesian analysis to infer a posterior distribution on 
H0 and inclination, marginalized over uncertainties in the recessional 
and peculiar velocities (Methods). In Fig. 1 we show the marginal pos-
terior for H0. The maximum a posteriori value with the minimal 68.3% 
credible interval is = . − .

+ . − −H 70 0 km s Mpc0 8 0
12 0 1 1. Our estimate agrees 

well with state-of-the-art determinations of this quantity, including 
CMB measurements from Planck20 (67.74 ± 0.46 km s−1 Mpc−1; 
‘TT, TE, EE + lowP + lensing + ext’) and type Ia supernova measure-
ments from SHoES21 (73.24 ± 1.74 km s−1 Mpc−1), and with baryon 
acoustic oscillations measurements from SDSS30, strong lensing  
measurements from H0LiCOW31, high-angular-multipole CMB  
measurements from SPT32 and Cepheid measurements from the 
Hubble Space Telescope key project19. Our measurement is an inde-
pendent determination of H0. The close agreement indicates that, 
although each method may be affected by different systematic uncer-
tainties, we see no evidence at present for a systematic difference 
between gravitational-wave-based estimates and established electro-
magnetic-based estimates. As has been much remarked on, the Planck 
and SHoES results are inconsistent at a level greater than about 3σ.  
Our measurement does not resolve this inconsistency, being broadly 
consistent with both.
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Figure 1 | GW170817 measurement of H0. The marginalized posterior 
density for H0, p(H0 | GW170817), is shown by the blue curve. Constraints 
at 1σ (darker shading) and 2σ (lighter shading) from Planck20 and 
SHoES21 are shown in green and orange, respectively. The maximum a 
posteriori value and minimal 68.3% credible interval from this posterior 
density function is = . − .

+ . − −H 70 0 km s Mpc0 8 0
12 0 1 1. The 68.3% (1σ) and 95.4% 

(2σ) minimal credible intervals are indicated by dashed and dotted lines, 
respectively.
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Figure 2 | Inference on H0 and inclination. The posterior density of H0 
and cosι from the joint gravitational-wave–electromagnetic analysis are 
shown as blue contours. Shading levels are drawn at every 5% credible 
level, with the 68.3% (1σ; solid) and 95.4% (2σ; dashed) contours in black. 
Values of H0 and 1σ and 2σ error bands are also displayed from Planck20 
and SHoES21. Inclination angles near 180° (cosι = −1) indicate that the 
orbital angular momentum is antiparallel to the direction from the source 
to the detector.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

[Nature 551, 81 (2017) ]

Hubble constant estimate from the BNS 
merger GW170817 and its EM counterparts



Gravitational-wave astronomy: Science 

• First tests of GR in the regime of 
extreme gravity & velocities. 


• New avenues for cosmography.


• Constraints on the EoS of dense 
nuclear matter.
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low-spin case and (1.0, 0.7) in the high-spin case. Further
analysis is required to establish the uncertainties of these
tighter bounds, and a detailed studyof systematics is a subject
of ongoing work.
Preliminary comparisons with waveform models under

development [171,173–177] also suggest the post-
Newtonian model used will systematically overestimate
the value of the tidal deformabilities. Therefore, based on
our current understanding of the physics of neutron stars,
we consider the post-Newtonian results presented in this
Letter to be conservative upper limits on tidal deform-
ability. Refinements should be possible as our knowledge
and models improve.

V. IMPLICATIONS

A. Astrophysical rate

Our analyses identified GW170817 as the only BNS-
mass signal detected in O2 with a false alarm rate below
1=100 yr. Using a method derived from [27,178,179], and
assuming that the mass distribution of the components of
BNS systems is flat between 1 and 2 M⊙ and their
dimensionless spins are below 0.4, we are able to infer
the local coalescence rate density R of BNS systems.
Incorporating the upper limit of 12600 Gpc−3 yr−1 from O1
as a prior, R ¼ 1540þ3200

−1220 Gpc−3 yr−1. Our findings are

consistent with the rate inferred from observations of
galactic BNS systems [19,20,155,180].
From this inferred rate, the stochastic background of

gravitational wave s produced by unresolved BNS mergers
throughout the history of the Universe should be compa-
rable in magnitude to the stochastic background produced
by BBH mergers [181,182]. As the advanced detector
network improves in sensitivity in the coming years, the
total stochastic background from BNS and BBH mergers
should be detectable [183].

B. Remnant

Binary neutron star mergers may result in a short- or long-
lived neutron star remnant that could emit gravitational
waves following the merger [184–190]. The ringdown of
a black hole formed after the coalescence could also produce
gravitational waves, at frequencies around 6 kHz, but the
reduced interferometer response at high frequencies makes
their observation unfeasible. Consequently, searches have
been made for short (tens of ms) and intermediate duration
(≤ 500 s) gravitational-wave signals from a neutron star
remnant at frequencies up to 4 kHz [75,191,192]. For the
latter, the data examined start at the time of the coalescence
and extend to the end of the observing run on August 25,
2017. With the time scales and methods considered so far
[193], there is no evidence of a postmerger signal of

FIG. 5. Probability density for the tidal deformability parameters of the high and low mass components inferred from the detected
signals using the post-Newtonian model. Contours enclosing 90% and 50% of the probability density are overlaid (dashed lines). The
diagonal dashed line indicates the Λ1 ¼ Λ2 boundary. The Λ1 and Λ2 parameters characterize the size of the tidally induced mass
deformations of each star and are proportional to k2ðR=mÞ5. Constraints are shown for the high-spin scenario jχj ≤ 0.89 (left panel) and
for the low-spin jχj ≤ 0.05 (right panel). As a comparison, we plot predictions for tidal deformability given by a set of representative
equations of state [156–160] (shaded filled regions), with labels following [161], all of which support stars of 2.01M⊙. Under the
assumption that both components are neutron stars, we apply the function ΛðmÞ prescribed by that equation of state to the 90% most
probable region of the component mass posterior distributions shown in Fig. 4. EOS that produce less compact stars, such as MS1 and
MS1b, predict Λ values outside our 90% contour.

PRL 119, 161101 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
20 OCTOBER 2017

161101-7

[LVC+, PRL 119, 161101 (2017) ]

Constraints on tidal deformability disfavour 
EoSs that predict less compact stars. 



Gravitational-wave astronomy: Science 

• First tests of GR in the regime of 
extreme gravity & velocities. 


• New avenues for cosmography.


• Constraints on the EoS of dense 
nuclear matter.


• Binary population inference:  
merger rates, mass & redshift 
distribution of CBCs. 
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30

FIG. 9. The empirical cumulative density function F̂ =
P

k Pk(x)/N of observed binary parameter distributions (derived
from the single-event cumulative distributions Pk(x) for each parameter x) are shown in black for primary mass (left), e↵ective
inspiral spin (center), and redshift (right). All binaries used in this study with FAR< 1/4yr are included, and each is analyzed
using our fiducial noninformative prior. For comparison, the gray bands show the expected observed distributions, based on
our previous analysis of GWTC-2 BBH. Solid lines show the medians, while the shading indicates a 90% credible interval on
the empirical cumulative estimate and selection-weighted reconstructed population, respectively. GW190814 is excluded from
this analysis.
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FIG. 10. The astrophysical BBH primary mass (left) and mass ratio (right) distributions for the fiducial PP model, showing
the di↵erential merger rate as a function of primary mass or mass ratio. The solid blue curve shows the posterior population
distribution (PPD) with the shaded region showing the 90% credible interval. The black solid and dashed lines show the PPD
and 90% credible interval from analyzing GWTC-2 as reported in [11]. The vertical gray band in the primary mass plot shows
90% credible intervals on the location of the mean of the Gaussian peak for the fiducial model.

m1 2 [5, 20]M� m1 2 [20, 50]M� m1 2 [50, 100]M� All BBH

m2 2 [5, 20]M� m2 2 [5, 50]M� m2 2 [5, 100]M�

PP 23.4+12.9
�8.6 4.5+1.8

�1.3 0.2+0.1
�0.1 28.1+14.8

�10.0

BGP 20.0+10.0
�8.0 6.4+3.0

�2.1 0.74+1.2
�0.46 33.0+16.0

�10.0

FM 21.1+10.7
�8.3 4.1+2.0

�1.4 0.2+0.3
�0.1 26.0+11.5

�8.7

PS 27+12
�9.4 3.6+1.5

�1.1 0.2+0.18
�0.1 32+14

�9.6

Merged 12.8 – 40 2.5 – 6.3 0.098 – 0.5 17.3 – 45

TABLE IV. Merger rates in Gpc�3 yr�1 for BBH binaries, quoted at the 90% credible interval, for the PP model and for three
non-parametric models (Binned Gaussian process, Flexible mixtures, Power Law + Spline). Rates are given for three
ranges of primary mass, m1 as well as for the entire BBH population. Despite di↵erences in methods, the results are consistent
among the models. BGP assumes a non-evolving merger rate in redshift. The merger rate for PP, FM, and PS is quoted at a
redshift value of 0.2, the value where the relative error in merger rate is smallest.
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FIG. 13. Constraints on the evolution of the BBH merger
rate with redshift. Top: Posterior on the power-law index
 governing the BBH rate evolution, which is presumed to
take the form R(z) / (1 + z). The blue histogram shows
our latest constraints using GWTC-3 ( = 2.7+1.8

�1.9), while
the dashed distribution shows our previous constraints under
GWTC-2. Bottom: Central 50% (dark blue) and 90% (light
blue) credible bounds on the BBH merger rate R(z). The
dashed line, for reference, is proportional to the rate of cosmic
star formation [156]; we infer that R(z) remains consistent
with evolution tracing star formation.

lighting the extent to which the population changes when
including these events.

For a population consisting of all potential BBH events
in O3, including GW190917 and GW190814, the mass
distribution must extend to lower masses. In Fig. 14
we plot the recovered distribution for the minimum
BH mass, mmin, that characterizes the primary mass
scale above which black holes follow the parameter-
ized power law distribution. The minimum mass is
mmin = 2.2+0.28

�0.22M�, with an extremely sharp turn-on

of �m = 0.38+1.2
�0.35M�. By contrast, if we remove the

two low-mass events, we find a minimum BH mass of
mmin = 2.5+0.67

�0.44M�, which is consistent with a mass gap,

and a broader turn-on of �m = 7.8+1.9
�4.0M�. It is the sec-

ondary masses, m2 of these events that are in tension

FIG. 14. The posterior distribution on the minimum mass
truncation hyper-parameter, mmin, inferred with the PP
model. The posteriors are shown both including and exclud-
ing the two BBH mergers containing low mass secondaries,
GW190814 and GW190917. The cuto↵ at mmin = 2 M� cor-
responds to the lower bound of the prior distribution. The
inclusion of either of these two events significantly impacts
the distribution. The shaded regions indicate the 90% credi-
ble interval on the m2 posterior distribution for the two outlier
events, GW190814 (purple) and GW190917 (grey).

with the remainder of the population, as demonstrated
in Fig. 14 where the secondary masses are shown by the
shaded regions. A single minimum mass is imposed upon
all BH, therefore the secondary masses of low-mass or
asymmetric binaries have the strongest impact on our
inference of mmin.

These analyses imply two key results about the com-
pact binary population. First, the binary black hole
population excluding highly asymmetric systems such as
GW190814 is well-defined, and the analyses carried out
in this section are well-suited to characterizing the bulk of
the BBH population. Second, the existence of GW190814
implies the existence of a subpopulation of highly asym-
metric binaries, disconnected from the BBH population
but potentially connected to the recently-identified pop-
ulation of NSBH.

VII. SPIN DISTRIBUTION OF BLACK HOLES
IN BINARIES

Compared to our previous work [11], we find two key
new conclusions for black hole spins: that the spin dis-
tribution broadens above 30M�, and that the mass ra-
tio and spin are correlated. Adopting previous coarse-
grained models, we find consistent conclusions as our
analysis of GWTC-2; notably, we still conclude that a
fraction of events probably have negative �e↵ .

The component spins of binary black holes may of-
fer vital clues as to the evolutionary pathways that
produce merging BBHs [178–185]. The magnitudes of
BBH spins are expected to be influenced by the nature
of angular momentum transport in stellar progenitors
[173, 186, 187], processes like tides [184, 188, 189] and

[LVC+, PRX 13, 011048 (2023)]
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• First tests of GR in the regime of 
extreme gravity & velocities. 
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nuclear matter.


• Binary population inference:  
merger rates, mass & redshift 
distribution of CBCs. 


• Constraints on primordial BHs.

8

[LVC+, arXiv:2212.01477] [LVC+, arXiv:2304.08393]
L22 LVK

Ali-Haïmoud et al. (2017) and numerically validated with N-
body simulations in Raidal et al. (2019),

dRPBH

d lnm1d lnm2

= 1.6⇥ 106 Gpc�3 yr�1 ⇥ fsupf
53/37
PBH

f(m1)⇥

f(m2)

✓
m1 +m2

M�

◆�32/37  m1m2

(m1 +m2)2

��34/37

,

(4)

where fPBH denotes the DM density fraction made of PBHs
and f(m) is the normalized PBH density distribution. We ne-
glect the redshift dependence in the merger rates, since the
current generation of ground-based interferometers is only
sensitive to BBHs with at least one SSM component at low
redshifts. The main difference, compared to the theoretical
rates predicted by Sasaki et al. (2016) that were used in pre-
vious LVK searches, comes from a rate suppression factor fsup

that effectively accounts for PBH binary disruptions by early
forming clusters due to Poisson fluctuations in the initial
PBH separation, by matter inhomogeneities, and by nearby
PBHs (Suyama & Yokoyama 2019; Matsubara et al. 2019).
For instance, if PBHs have all the same mass or a strongly
peaked mass function and significantly contribute to the dark
matter, one gets fsup ⇡ 2.3⇥10�3f�0.65

PBH
, so the merger rates

are highly suppressed (Hütsi et al. 2021). As a result, the lim-
its on fPBH are much less stringent than previously estimated.
Data from O2 still allow for fPBH = 1 in a scenario where
all the PBHs have the same mass. Though monochromati-
cally distributed PBHs are unrealistic, they provide a useful
approximation for models with a highly peaked distribution,
e.g., as predicted from PBH scenarios with sharp QCD tran-
sitions (Carr et al. 2021a). Given the still large uncertainties
and possible caveats for the merger rate prescriptions of early
binaries, we also considered the case where merger rates en-
tirely come from late PBH binaries (LBs) formed dynamically
inside PBH clusters seeded by the above-mentioned Poisson
fluctuations that grow in the matter-dominated era and lead
to the formation of PBH clusters, following Clesse & Garcia-
Bellido (2022); Phukon et al. (2021). This allows us to illus-
trate the important variations in the PBH limits obtained for
different binary formation scenarios.

For a monochromatic PBH mass distribution, we derive
new limits on fPBH in the SSM range, shown in Fig. 4, for
both EBs and LBs. While the scenario of DM entirely made
of PBHs with the same mass was not totally excluded by
previous searches, after O3 it becomes strongly disfavored up
to 1M�, with fPBH < 0.6 around 0.3M� and fPBH < 0.09
at 1M�. For LBs only, we do not find yet significant limits,
since we do not restrict fPBH to be lower than one.

For unequal mass BBH, the merger rates are more uncer-
tain and model dependent, but one can obtain a limit on an
effective parameter

FPBH ⌘
✓

fsup

2.3⇥ 10�3

◆
f(m1)f(m2)f

53/37
PBH

, (5)

in such a way that it corresponds to the product of f(m2)
and f(m1) in a scenario where fPBH ⇡ 1. This allows us to
establish model-independent limits on PBHs since FPBH en-
compasses all the uncertainties on the mass distribution and
rate suppression, by using the limits shown in Fig. 3 and the
rates of Eq. (4) but neglecting their variations in individual
mass bins. We find that the limits on FPBH is sensitive to the
location in the m1–m2 plane. These can be used to constrain

Figure 4. Constraints on DM fraction of PBHs, fPBH, for a
monochromatic mass function and assuming the merger rates for
early PBH binaries from Hütsi et al. (2021) (orange) and late PBH
binaries from Phukon et al. (2021) (blue). Shown in black are re-
sults for SSM searches in O2 (Abbott et al. 2019b) with and with-
out the rate suppression factor fsup. For the first time, fPBH = 1
for early binaries is excluded in the whole SSM range probed by
this search.

fPBH for arbitrary mass functions. For models with fPBH = 1
and a peak above 1M�, these restrict the possible distribu-
tion of BHs in the SSM range. We find that some repre-
sentative distributions with QCD-enhanced features (Byrnes
et al. 2018; Carr et al. 2021a; De Luca et al. 2021; Jedamzik
2021) become constrained in the range fPBH ⇡ (0.1–1). SSM
searches are therefore complementary to searches in the solar
mass range in order to distinguish PBH mass functions that
are viable from those that are more constrained.

4.2 Dark black holes

If all or some of the DM has rich enough particle content
to dissipate kinetic energy and cool, then compact objects
made from DM may form through gravitational collapse of
the dark gas (Shandera et al. 2018). The particle content
of the DM allows SSM black holes if, for example, there is
a cosmologically dominant heavy fermion analogous to the
proton but with mass greater than 938 MeV/c2. In that case,
the Chandrasekhar limit for DM black holes is lower than
that for Standard Model matter. Constraints on SSM black
holes in mergers then constrain formation channels for DM
black holes in the detectable mass range, bounding the total
cooling rate (total dissipation) of the dark sector (Singh et al.
2021).

Here we consider a population of DBHs formed within a
particular dissipative scenario, the atomic DM model (Ack-
erman et al. 2009; Kaplan et al. 2010; Feng et al. 2009),
with a power-law distribution of masses modeled after ob-

MNRAS 000, 000–000 (2022)

11

volume. Binaries producing a network SNR of 8 or above in
the LIGO–Virgo detectors are deemed detectable. In order to
reduce the computational cost of performing the simulations,
we estimate BMicro

U using an approximation to the Bayes factor
that is expected to be accurate in the high-SNR regime (Cor-
nish et al. 2011; Vallisneri 2012). We then compute the frac-
tion of detected events that produce a BMicro

U larger than the
highest BMicro

U obtained from real LIGO–Virgo events. This
lensing fraction is computed as a function of the fDM, which
is used to compute the Jacobian du/d fDM.
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f D
M

Spread in fDM using 5 redshift distributions

flat prior
Je↵reys prior

Figure 6. The spread in the 90% upper limits on fDM obtained from
the O3 events using 5 di↵erent redshift distribution models for BBH
mergers: Belczynski et al. (2016),Dominik et al. (2013), Madau &
Dickinson (2014), Abbott et al. (2021j) and uniform in comoving 4-
volume, assuming a monochromatic mass spectrum for the compact
objects forming dark matter. The lens mass is shown on the horizon-
tal axis. The grey (black) shaded regions correspond to the spread in
fDM upper bounds computed assuming flat (Je↵reys) prior on ⇤ and
⇤`. The upper and lower curves bounding the spreads correspond
to the most pessimistic (weakest) and optimistic (strongest) upper
limits, as determined from the set of assumed redshift distributions,
in each mass bin.

The largest value of the microlensing likelihood ratio ob-
tained from GWTC-3 events is log10 B

Micro
U = 0.799. We

compute the fraction of simulated events with log10 B
Micro
U �

0.799, for di↵erent lens masses. This allows us to compute
the Jacobian du/d fDM and thus the posterior on fDM. The 90%
upper limits are shown as a function of the lens mass (assum-
ing a monochromatic spectrum) in Fig. 6. The bounds we
obtain are weaker than some of the existing constraints (Carr
& Kuhnel 2020; Carr et al. 2020). The GW lensing bounds
will improve significantly in the next few years as the sensitiv-
ity of GW detectors improve (Abbott et al. 2018). Assuming
⇠ 300 BBH detections in O4 and O(1000) detections in O5,

the constraints on fDM will improve to ⇠ 10�1 and ⇠ 10�2,
respectively.

6. CONCLUDING REMARKS

We have extended the search for lensing signatures to all
BBH candidates with a probability of astrophysical origin
higher than 0.5 from O3b (Abbott et al. 2021b). While we
have not observed any significant candidates for strongly
lensed events, we updated the constraints on the rate of such
events from several di↵erent analyses. First, we searched for
sub-threshold repeated signals associated with super-threshold
events using reduced template banks produced from the poste-
rior probability distributions of the super-threshold events. In-
teresting sub-threshold/super-threshold pairs and pairs formed
from two super-threshold events were further analyzed for
their probability of being from a single, strongly lensed source.
For super-threshold/super-threshold pairs, we calculated the
degree of overlap between the posteriors of the intrinsic param-
eters and sky location, which were obtained from Bayesian
inference. Moreover, we analyzed these pairs using a new
analysis based on the comparison of spectrograms through
machine learning. Finally, pairs with false-positive probability
from either analysis smaller than 10�2 were further studied
by conducting full joint Bayesian inference analyses that take
population priors and selection e↵ects into account. We found
no pairs that show significant evidence for strong lensing.

The events from O3b were also analyzed for distortions
caused by the lens on the gravitational waveform. First, we
searched for the distortions that lensing introduces on type
II signals, which are in the form of a frequency-independent
phase shift (Morse phase). The Bayes factors for all events
show no evidence for type II signal distortions. Similarly, we
searched for the frequency-dependent distortions caused by
point masses. None of the computed Bayes factors show any
significant signs of microlensing. For both analyses, some
events show interesting features in the posteriors for the Morse
phase or lens mass. However, follow-up analyses using sim-
ulated signals show no further signs of the lensing nature
of these features. Altogether, we found no significant evi-
dence for distortions of the gravitational waveforms that can
be attributed to lensing.

The lack of evidence for lensing is then used to infer prop-
erties of the lensing rates and to set constraints on the dark
matter fraction of (dark) compact objects.

Finally, we note that our conclusions are based on estimates
and assumptions that are in line with other analyses from the
LIGO–Virgo–KAGRA Collaboration (Abbott et al. 2021f,j).
It is possible to arrive at di↵erent conclusions and interpreta-
tions if assumptions are chosen di↵erently. Examples include
claims that almost all detections are strongly lensed if one
assumes that heavy BHs do not exist (Broadhurst et al. 2018,
2020a,b). Data from the upcoming observing runs are ex-

From the non-
observation of sub-
solar mass binaries

From the non-
observation of GW 

microlensing



Gravitational-wave astronomy: Science 

• First tests of GR in the regime of 
extreme gravity & velocities. 


• New avenues for cosmography.


• Constraints on the EoS of dense 
nuclear matter.


• Binary population inference:  
merger rates, mass & redshift 
distribution of CBCs. 


• Constraints on primordial BHs.


• Hints on the origin of heavy 
elements (from EM counterparts of 
GW170817). 
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Gravitational astronomy has only begun
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ral range, which quantifies the average distance at which
a fiducial 1.4M� + 1.4M� BNS could be detected with a
signal-to-noise ratio (SNR) of 8 [20–22]. During O3b the
median BNS inspiral range for LIGO Livingston, LIGO
Hanford and Virgo was 133 Mpc, 115 Mpc and 51 Mpc,
respectively. In Fig. 1 we show the growth in the num-
ber of candidates in the LVK catalog across observing
runs. Here, the search sensitivity is quantified by the
BNS time–volume, which should be approximately pro-
portional to the number of detections [3]. This is defined
as the observing time multiplied by the Euclidean sen-
sitive volume for the detector network [22]. For O1 and
O2, the observing time includes periods when at least
two detectors were observing, and the Euclidean sensi-
tive volume is the volume of a sphere with a radius equal
to the BNS inspiral range of the second most sensitive
detector in the network. For O3, to account for the po-
tential of single-detector triggers, the observing time also
includes periods when only one detector was observing,
and the radius of the Euclidean sensitive volume is the
greater of either (i) the BNS inspiral range of the second
most sensitive detector, or (ii) the BNS inspiral range of
the most sensitive detector divided by 1.5 (correspond-
ing to a SNR threshold of 12) [3]. As the sensitivity of
the detector network improves [23], the rate of discovery
increases.

Further searches for GW transients in O3b data have
been conducted focusing on: intermediate-mass black
hole (IMBH) binaries (with a component & 65M� and a
final BH & 100M�) [24], signals coincident with gamma-
ray bursts [25], cosmic strings [26], and both minimally
modeled short-duration (. O(1) s, such as from super-
novae explosions) [27] and long-duration (& O(1) s, such
as from deformed magnetars or from accretion-disk insta-
bilities) [28] signals. However, no high-significance can-
didates for types of signals other than the CBCs reported
here have yet been found.

We begin with an overview of the status of the Ad-
vanced LIGO and Advanced Virgo detectors during O3b
(Sec. II), and the properties and quality of the data used
in the analyses (Sec. III). We report the significance of
the candidates identified by template-based and mini-
mally modeled search analyses, and compare this set of
candidates to the low-latency public GW alerts issued
during O3b (Sec. IV). We describe the inferred astro-
physical parameters for the O3b candidates (Sec. V). Fi-
nally, we show the consistency of reconstructed wave-
forms with those expected for CBCs (Sec. VI). In the
Appendices, we review public alerts and their multimes-
senger follow-up (Appendix A); we describe commission-
ing of the observatories for O3b (Appendix B); we de-
tail data-analysis methods used to assess data quality
(Appendix C), search for signals (Appendix D) and in-
fer source properties (Appendix E), and we discuss the
di�culties in assuming a source type when performing a
minimally modeled search analyses (Appendix F). A data
release associated with this catalog is available from the
Gravitational Wave Open Science Center (GWOSC) [29];
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Figure 1. The number of CBC detection candidates with
a probability of astrophysical origin pastro > 0.5 versus the
detector network’s e↵ective surveyed time–volume for BNS
coalescences [3]. The colored bands indicate the di↵erent ob-
serving runs. The final data sets for O1, O2, O3a and O3b
consist of 49.4 days, 124.4 days, 149.8 days (177.2 days) and
125.5 days (142.0 days) with at least two detectors (one de-
tector) observing, respectively. The cumulative number of
probable candidates is indicated by the solid black line, while
the blue line, dark blue band and light blue band are the me-
dian, 50% confidence interval and 90% confidence interval for
a Poisson distribution fit to the number of candidates at the
end of O3b.

this includes calibrated strain time-series around signif-
icant candidates, detection-pipeline results, parameter-
estimation posterior samples, source localizations, and
tables of inferred source parameters.

II. INSTRUMENTS

The Advanced LIGO [1] and Advanced Virgo [2] in-
struments are kilometer-scale laser interferometers [30–
32]. The advanced generation of interferometers be-
gan operations in 2015, and observing periods have
been alternated with commissioning periods [23]. After
O1 [13, 33] and O2 [14], the sensitivity of the interfer-
ometers has improved significantly [3, 34]. The main im-
provements were the adjustment of in-vacuum squeezed-
light sources, or squeezers, for the LIGO Hanford and
LIGO Livingston interferometers and the increase of the
laser power in the Virgo interferometer. The instrumen-
tal changes leading to improved sensitivities during O3b
are discussed in Appendix B.

Figure 2 shows representative sensitivities during O3b
for LIGO Hanford, LIGO Livingston and Virgo, as char-
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Fig. 2 The planned sensitivity evolution and observing runs of the aLIGO, AdV and KAGRA detectors
over the coming years. The colored bars show the observing runs, with achieved sensitivities in O1, O2 and
O3, and the expected sensitivities given by the data in Fig. 1 for future runs. There is significant uncertainty
in the start and end times of the planned observing runs, especially for those further in the future, and
these could move forward or backwards relative to what is shown above. Uncertainty in start or finish
dates is represented by shading. The break between O3 and O4 will last at least 18 months. O3 is expected
to finish by June 30, 2020 at the latest. The O4 run is planned to last for one calendar year. We indicate
a range of potential sensitivities for aLIGO during O4 depending on which upgrades and improvements
are made after O3. The most significant driver of the aLIGO range in O4 is from the implementation of
frequency-dependent squeezing. The observing plan is summarised in Sect. 2.5

2025+ : With the addition of an upgraded aLIGO interferometer in India we will
have a five-detector network: three aLIGO detectors with a design sensitivity of
330 Mpc, AdV at 150 – 260 Mpc and KAGRA at 130+ Mpc.

This timeline is summarized in Fig. 2.9 Detailed planning for the post-O3 period
is in progress and may result in significant changes to both target sensitivities and
uncertainty in the start and end times of the planned observing runs, especially for those
further in the future. As the network grows to include more detectors, sky localization
will improve (Klimenko et al. 2011; Veitch et al. 2012; Nissanke et al. 2013; Rodriguez
et al. 2014; Pankow et al. 2018), as will the fraction of observational time with multiple
instruments on-sky. The observational implications of these scenarios are discussed in
Section 5.

3 Searches and localization of gravitational-wave transients

Data from GW detectors are searched for many types of possible signals (Abbott
et al. 2018f). Here we focus on signals from CBCs, including BNS, NSBH and BBH
systems and generic unmodeled transient signals.

9GEO 600 will continue observing with frequent commissioning breaks during this period.

[arXiv:2111.03606 ]

• LIGO & Virgo will continue to improve their sensitivities. KAGRA and LIGO-India expected to join in 
the next few years. 1000s of  GW detections anticipated. 


• Plans & proposals to host upgraded detectors in the existing facilities (A#, Voyager, …). 


New phenomena  Detection of  SGWB, spinning neutron stars and galactic SNe, lensing of GWs. 

Note: Timelines have slipped



Gravitational lensing of gravitational waves 

•Small fraction (~0.1-0.5%) of detectable BBH 
mergers could be strongly lensed by intervening 
galaxies/clusters ⟹ multiple images, separated 

by hours to months. 
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Time-domain IMR test

• 3G detectors (ET, CE etc) ~ 10x sensitivity to 2G 
detectors
• Lot more BBH mergers
• Much high SNRs

• Isolate ringdown: fit a QNM spectrum and estimate 
final mass and spin directly from the ringdown

• Constrain possible deviations from GR by using early 
inspiral and ringdown
• Eliminate merger phase altogether
• Put limits on the energy and angular momentum 

lost during merger.

• Statements on Hawkings area theorem, etc.
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Wave optics effects in the lensing of GWs 

•When the gravitational radius of the lens ~ GW 
wavelength ⟹ wave optics (microlensing).
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Time-domain IMR test

• 3G detectors (ET, CE etc) ~ 10x sensitivity to 2G 
detectors
• Lot more BBH mergers
• Much high SNRs

• Isolate ringdown: fit a QNM spectrum and estimate 
final mass and spin directly from the ringdown

• Constrain possible deviations from GR by using early 
inspiral and ringdown
• Eliminate merger phase altogether
• Put limits on the energy and angular momentum 

lost during merger.

• Statements on Hawkings area theorem, etc.
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Figure 1. Lensed and unlensed waveforms.

Figure 2. Lensing optical depth (solid lines) and lensing probability (dashed
lines) as a function of the source redshift for various fDM. This is computed
assuming y0 = 2.

Figure 3. Redshift distribution of mergers assumed predicted by different
models.

Figure 4. Fraction of lensed merger events as a function of fDM, for different
redshift distribution of mergers (up to zmax = 0.5, assuming y0 = 3).
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where f (y1,y2) is the joint distribution on y1 and y2. Let us
now apply the ratio distribution to compute fDM, with u ⌘
⇤`/⇤, y1 ⌘ ⇤, y2 ⌘ ⇤`, and

f (y1,y2) ⌘ p(⇤,⇤`|d) = p(⇤`|d,⇤) p(⇤|d) (10)

Note that the term "data" is used ubiquitously, though depend-
ing on the posterior in question, may represent different prop-
erties of the triggers. Thus,

p(u | d) = ⇥(umax - u)
Z 1

0

⇤ exp(-u⇤)p(⇤ | d)
1 - exp(-umax⇤)

d⇤. (11)

Figure 5 shows the posterior distributions of ⇤, ⇤` and u ob-
tained from the the first two observation runs of LIGO and
Virgo.

3. NOTES

- we are neglecting the clustering of MACHOs.
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No evidence of lensing so far 
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Figure 2. Bayes factors BL
U from hanabi for the highest-ranked multiple-image candidate pairs. As a check on the robustness of our results, we

show the Bayes factors calculated using three di↵erent merger rate density models, namely the fiducial model tracking the Madau–Dickinson
star-formation rate (Madau & Dickinson 2014), and also the Rmin(z) and Rmax(z) model introduced in Abbott et al. (2021a). The color for each
marker represents the value of ppair

astro for each pair, which is the probability that both of the signals from a pair are of astrophysical origins and not
from terrestrial sources.

Fig. 3. Since only type II images display waveform distortions,
we only compute the Bayes factors of the type-II-vs-I and the
type-II-vs-III hypotheses. As can be seen in Fig. 3, only a few
events display a preference for one image type versus the other
one. This is expected given the signal-to-noise ratio (SNR)
of these events and their power in higher multipole moments.
However, GW190412 and GW200129 065458 present higher
evidence for type II images. For GW190412 we find a log10
Bayes factor for type II vs. I of 0.60 ± 0.16 and for type II vs.
III of 0.22±0.16. For GW200129 065458 we find 0.38±0.14
and 0.24± 0.14 for type II vs. I and type II vs. III respectively.
These events have possible super-threshold counterparts but
those were discarded by the golum analysis. In addition, we
have also searched for sub-threshold triggers associated with
these events, but found none.

To assess the significance of the type II images, we follow
up on GW190412 and GW200129 065458 performing a sim-
ulation campaign of type I and type II images. GW190412
simulations show that indeed this event has enough power
in higher multipole moments to favor the type II hypothesis
so that it could meaningfully test that hypothesis and would
favor it if it were true. For GW200129 065458, however, that
is not the case. Moreover, GW200129 065458 might have a
significant glitch under subtraction (Payne et al. 2022). The
preference of GW190412 for a type II image could be just a
systematic e↵ect due to the waveform modeling, especially
since this event falls in challenging parts of the parameter
space (Abbott et al. 2020c; Colleoni et al. 2021; Hannam et al.

Figure 3. Distribution of Bayes factors comparing di↵erent image
type hypotheses for the 10 most relevant events. We compare the
probability of being type II vs. type I (blue-solid histogram) and of
being type II vs. type III (orange-dashed histogram). Only type II
images display waveform distortions and for that reason, we do not
compare type III vs. type I.

2021). For this reason, we repeat the analysis with di↵er-
ent waveform families from our fiducial IMRPhenomXPHM
model (Pratten et al. 2021). We find that the preference for
a type II image remains when using SEOBNRv4PHM (Os-
sokine et al. 2020) or IMRPhenomPv3HM (Khan et al. 2020).
The same conclusion holds when using di↵erent noise re-
alizations for the simulations. Details on these simulation
campaigns can be found in Appendix A.

[LVC+, arXiv:2304.08393]
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Although we find a mild preference for the type II image
hypothesis in GW190412, we find that this analysis cannot
provide conclusive evidence of strong lensing. However, our
techniques and pipeline will be relevant for future observ-
ing runs when high-SNR events display stronger evidence of
higher-order modes.

4. MICROLENSING EFFECTS

When the characteristic wavelengths of GWs are compa-
rable to the Schwarzschild radius of a lens (�GW ⇠ Rlens

Sch ),
we may observe frequency-dependent magnification of the
waveform that can inform us about the lens model (Taka-
hashi & Nakamura 2003; Cao et al. 2014; Jung & Shin 2019;
Lai et al. 2018; Christian et al. 2018; Dai et al. 2018; Diego
et al. 2019; Diego 2020; Pagano et al. 2020; Cheung et al.
2021; Cremonese et al. 2021; Çalışkan et al. 2022b). Since
the GWs of sources such as BBHs sweeps through a wide
range of frequencies, these beating patterns can reveal the
presence of intervening microlenses. In the sensitive range
of ground-based detectors, these e↵ects are expected for ob-
jects up to ⇠ 105M�, which includes stellar-mass objects and
intermediate-mass BHs.

Objects that can cause these microlensing e↵ects are pre-
dominantly found in larger structures. Therefore we expect
that realistic microlensing due to a field of microlenses em-
bedded in an external macromodel potential such as galaxies
and galaxy clusters causes complex e↵ects on the unlensed
waveforms (Diego et al. 2019). While the e↵ects of these
systems on GW signals have been studied (Diego 2020; Che-
ung et al. 2021; Mishra et al. 2021; Yeung et al. 2021), the
resulting waveforms are computationally costly to evaluate.
Nevertheless, in the absence of specific knowledge of the mat-
ter distribution along the travel path and to keep the problem
computationally tractable, we assume that the beating patterns
are caused by isolated point masses as a first approximation.
In this case, the microlensed waveform hMicro can be related
to the unlensed waveform hU according to

hMicro( f ; ✓,Mz
L, y) = hU( f ; ✓) F( f ; Mz

L, y) , (2)

where ✓ represents the set of parameters defining an unlensed
GW signal, Mz

L = ML(1 + zl) is the redshifted lens mass, y
is the dimensionless impact parameter, and F( f ; Mz

L, y) is
the frequency-dependent lensing magnification factor (e.g.,
Takahashi & Nakamura 2003).

Similar to Abbott et al. (2021a), we perform Bayesian infer-
ence on all events from O3b using the unlensed signal model
hU and the microlensing signal model hMicro. In particular,
we use bilby (Ashton et al. 2019; Romero-Shaw et al. 2020)
and the nested sampling algorithm dynesty (Speagle 2020).
Data products such as strain data and PSDs are the same as
for GWTC-3 and between the two signal models (Abbott et al.
2021b) For the GW parameters, we use the same priors as

GWTC-3, while the prior on the lens mass Mz
L is log uniform

in the range [1–105 M�] and the prior on the impact parameter
is p(y) / y between [0.1, 3]. All events were analyzed using
IMRPhenomXPHM (Pratten et al. 2021).

The process yields posterior probability distributions of
✓ or

n
✓,Mz

L, y
o

for the unlensed and lensed signal models,
respectively. Moreover, we compute the evidence ratio be-
tween the microlensed and unlensed signal models, better
known as the Bayes factor BMicro

U . Fig. 4 shows the distri-
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Figure 4. Distribution of microlensing log10 Bayes factors BMicro
U

for all events in O3 (blue, solid line) and simulated unlensed signals
(orange, dashed line) from Abbott et al. (2021a).

bution of log10 B
Micro
U for all the events in O3 and simulated

unlensed signals from Abbott et al. (2021a). The distribu-
tion of log10 B

Micro
U is primarily clustered around 0 and the

distribution for O3 events does not extend to significantly
higher values than the distribution for simulated signals. The
marginalized posteriors of the microlensing parameters are
shown in Appendix B. We conclude that there is no com-
pelling evidence for the presence of microlensing signatures.

5. IMPLICATIONS

In this section, we consider some of the implications that
derive from the search for lensing signatures. We first forecast
the number of detectable strongly lensed events based on the
latest knowledge on the merger-rate density (Sec. 5.1). Next,
we infer upper limits on the strong lensing rate using the non-
detection of resolvable strongly lensed BBH events (Sec. 5.2).
Finally, we use the non-detection of microlensing to infer the
compact dark matter fraction in the Universe (Sec. 5.3).

5.1. Strong lensing rate

We predict the rate of lensing using the standard methods
outlined in the literature (Ng et al. 2018; Li et al. 2018; Oguri
2018; Xu et al. 2021; Mukherjee et al. 2021a; Wierda et al.
2021), at galaxy and galaxy-cluster lens mass scales. To
model the lens population, we need to choose a density profile

Lensed vs Unlensed Bayes factor from 
the most significant event pairs.  

Distribution of microlensing Bayes 
factors from all events
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Table 2. Expected fractional rates of observable lensed double events at current LIGO–Virgo sensitivity.

Merger Rate Density Galaxies Galaxy Clusters
Model RD RS RD RS

GWTC-3+Stochastic 1.9�11.0 ⇥10�4 5.0�19.5 ⇥10�4 0.8�4.4 ⇥10�4 2.0�7.6 ⇥10�4

Note— This table lists the relative rates of lensed double events expected to be observed by LIGO–Virgo at the current sensitivity where both of
the lensed events are detected (RD) and only one of the lensed events is detected (RS) above the SNR threshold. The rates encompass a 90 percent
credible interval. We show the rate of lensing by galaxies (�vd = 10–300 km s�1) and galaxy clusters (log10(Mhalo/M�) ⇠ 14–16) separately.
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Figure 5. Merger rate density as a function of redshift based on the
GWTC-3 results without lensing constraints (grey) and with lensing
constraints (cross-hatching) included. For clarity, we show only the
results for galaxy-scale lenses. Because lensed detections may occur
at higher redshifts than unlensed events, their non-observation can
be used to constrain the rate of mergers at higher redshifts. The ‘No
lensing’ results shown here do not include constraints derived from
the absence of an SGWB. The latter constraints are shown separately
by the solid black curves.

the constraints on the merger rates at low redshift derived from
the SGWB (Abbott et al. 2021l) and from GWTC-3 (Abbott
et al. 2021j) arise because the bounds from the SGWB are
obtained here using the previous constraints on the merger rate
at low redshift derived using GWTC-2 (Abbott et al. 2021m).

5.3. Constraints on compact dark matter from
gravitational-wave microlensing

Objects whose size is comparable to their gravitational
radius, and that cause microlensing e↵ects on GW signals,
could be candidates for dark matter. Although their abun-
dance is heavily constrained by several astronomical observa-
tions (Carr & Kuhnel 2020; Carr et al. 2020), the possibility of
their contributing to dark matter cannot be ruled out in several
mass windows.

Here we use the non-observation of microlensing e↵ects
on the GW signals detected by LIGO and Virgo to constrain
the fraction of dark matter contributed by compact objects in
the mass range ⇠ 102–105 M� (Jung & Shin 2019; Urrutia &
Vaskonen 2021; Basak et al. 2021). The essential idea is that

if a significant fraction of dark matter is in the form of com-
pact objects, they would introduce detectable microlensing
signatures on the GW signals that we observe.

Assuming that lensed and unlensed events occur as Poisson
processes, we compute the posterior distribution on the lens-
ing fraction (u ⌘ ⇤`/⇤), defined as the ratio of Poisson means
of lensed events to the total number of detected events. This is
then used to compute the posterior of the fraction of compact
dark matter ( fDM ⌘ ⌦CO/⌦DM) (Basak et al. 2021). We take
that a total of N = 67 BBH mergers are detected during the
O3 run 4, and none of them is lensed (i.e., N` = 0). We then
estimate the posterior distribution of the lensing fraction u.
Finally, the posterior of fDM can be computed as

p( fDM | {N` = 0,N}) = p(u | {N` = 0,N})
�����

du
d fDM

����� , (4)

where du/d fDM is the Jacobian that relates the observed frac-
tion u of lensed events to the compact dark matter fraction
fDM in the Universe.

We determine this Jacobian by simulating astrophysical
populations of BBH mergers lensed by point mass lenses
(Basak et al. 2021).5 The constraints we obtain depend upon
the assumed distributions of the component masses, spins and
the redshifts of the mergers, which have considerable uncer-
tainties. We assume that the masses are distributed according
to the Power-law + Peakmodel of Abbott et al. (2021j) while
spins are assumed to be aligned/antialigned with the orbital
angular momentum with magnitudes distributed uniformly
in (0, 0.99). We use the approximant IMRPhenomD (Khan
et al. 2016) to produce the waveforms. We consider di↵er-
ent redshift distributions of the mergers: uniform distribution
in comoving volume, the power-law model of Abbott et al.
(2021j), the Madau-Dickinson model (Madau & Dickinson
2014), as well as some representative population-synthesis
models given by Dominik et al. (2013) and Belczynski et al.
(2016). In our simulations, compact objects are approximated
by point mass lenses and distributed uniformly in comoving

4 These are the events cataloged in GWTC-3 that do not contain a neutron
star component.

5 The simulations are done assuming the O3b representative PSD and
Gaussian noise. The Jacobian is not expected to change significantly if real
noise is used instead.

11

volume. Binaries producing a network SNR of 8 or above in
the LIGO–Virgo detectors are deemed detectable. In order to
reduce the computational cost of performing the simulations,
we estimate BMicro

U using an approximation to the Bayes factor
that is expected to be accurate in the high-SNR regime (Cor-
nish et al. 2011; Vallisneri 2012). We then compute the frac-
tion of detected events that produce a BMicro

U larger than the
highest BMicro

U obtained from real LIGO–Virgo events. This
lensing fraction is computed as a function of the fDM, which
is used to compute the Jacobian du/d fDM.
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Figure 6. The spread in the 90% upper limits on fDM obtained from
the O3 events using 5 di↵erent redshift distribution models for BBH
mergers: Belczynski et al. (2016),Dominik et al. (2013), Madau &
Dickinson (2014), Abbott et al. (2021j) and uniform in comoving 4-
volume, assuming a monochromatic mass spectrum for the compact
objects forming dark matter. The lens mass is shown on the horizon-
tal axis. The grey (black) shaded regions correspond to the spread in
fDM upper bounds computed assuming flat (Je↵reys) prior on ⇤ and
⇤`. The upper and lower curves bounding the spreads correspond
to the most pessimistic (weakest) and optimistic (strongest) upper
limits, as determined from the set of assumed redshift distributions,
in each mass bin.

The largest value of the microlensing likelihood ratio ob-
tained from GWTC-3 events is log10 B

Micro
U = 0.799. We

compute the fraction of simulated events with log10 B
Micro
U �

0.799, for di↵erent lens masses. This allows us to compute
the Jacobian du/d fDM and thus the posterior on fDM. The 90%
upper limits are shown as a function of the lens mass (assum-
ing a monochromatic spectrum) in Fig. 6. The bounds we
obtain are weaker than some of the existing constraints (Carr
& Kuhnel 2020; Carr et al. 2020). The GW lensing bounds
will improve significantly in the next few years as the sensitiv-
ity of GW detectors improve (Abbott et al. 2018). Assuming
⇠ 300 BBH detections in O4 and O(1000) detections in O5,

the constraints on fDM will improve to ⇠ 10�1 and ⇠ 10�2,
respectively.

6. CONCLUDING REMARKS

We have extended the search for lensing signatures to all
BBH candidates with a probability of astrophysical origin
higher than 0.5 from O3b (Abbott et al. 2021b). While we
have not observed any significant candidates for strongly
lensed events, we updated the constraints on the rate of such
events from several di↵erent analyses. First, we searched for
sub-threshold repeated signals associated with super-threshold
events using reduced template banks produced from the poste-
rior probability distributions of the super-threshold events. In-
teresting sub-threshold/super-threshold pairs and pairs formed
from two super-threshold events were further analyzed for
their probability of being from a single, strongly lensed source.
For super-threshold/super-threshold pairs, we calculated the
degree of overlap between the posteriors of the intrinsic param-
eters and sky location, which were obtained from Bayesian
inference. Moreover, we analyzed these pairs using a new
analysis based on the comparison of spectrograms through
machine learning. Finally, pairs with false-positive probability
from either analysis smaller than 10�2 were further studied
by conducting full joint Bayesian inference analyses that take
population priors and selection e↵ects into account. We found
no pairs that show significant evidence for strong lensing.

The events from O3b were also analyzed for distortions
caused by the lens on the gravitational waveform. First, we
searched for the distortions that lensing introduces on type
II signals, which are in the form of a frequency-independent
phase shift (Morse phase). The Bayes factors for all events
show no evidence for type II signal distortions. Similarly, we
searched for the frequency-dependent distortions caused by
point masses. None of the computed Bayes factors show any
significant signs of microlensing. For both analyses, some
events show interesting features in the posteriors for the Morse
phase or lens mass. However, follow-up analyses using sim-
ulated signals show no further signs of the lensing nature
of these features. Altogether, we found no significant evi-
dence for distortions of the gravitational waveforms that can
be attributed to lensing.

The lack of evidence for lensing is then used to infer prop-
erties of the lensing rates and to set constraints on the dark
matter fraction of (dark) compact objects.

Finally, we note that our conclusions are based on estimates
and assumptions that are in line with other analyses from the
LIGO–Virgo–KAGRA Collaboration (Abbott et al. 2021f,j).
It is possible to arrive at di↵erent conclusions and interpreta-
tions if assumptions are chosen di↵erently. Examples include
claims that almost all detections are strongly lensed if one
assumes that heavy BHs do not exist (Broadhurst et al. 2018,
2020a,b). Data from the upcoming observing runs are ex-
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• First detection of strong lensing expected 
soon. 


• Precise localization of mergers from lensed 
images from the observed time delay and 
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• Early warning of EM precursors: Predict the 
arrival of the next image.  [Magare et al, 2023]


• Better ability to constrain the polarization 
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EM follow-up

Combined sky localization

Individual sky localizations

FIG. 1. An illustration of a sky localization of a quadruply lensed
gravitational wave. We show both the individual (color) and the
combined (black) sky localizations at 90% confidence. Each lensed
gravitational-wave essentially gives us a new set of detectors with
which to localize the event in the sky, allowing for improved sky lo-
calization. A dedicated follow-up of the narrowed sky region would
then allow us to search for the lensed host galaxy from which the
gravitational-wave originates.

Therefore, we limit our investigation to quadruple image
systems. These systems have three independent time delay
and magnification ratios: any lens system that cannot produce
consistent time delays and magnification ratios cannot be the
host of the lensed GW. Indeed, by combining the GW infor-
mation with the information from the EM side, we can investi-
gate if observations of a quadruply lensed GW event can pro-
vide a sufficiently unique fingerprint to definitively identify its
host galaxy without an EM counterpart to the GW event.

Let us, therefore, make the following four assumptions:

1. We detect a quadruply imaged GW event.

2. GW events originate within galaxies that emit EM radi-
ation.

3. We identify all of the strong lensing systems within the
sky localization of the event.

4. We have redshift information of each lens and source
from EM observations.

The first assumption is plausible when /Virgo reach design
sensitivity: Single detector forecasts suggest ⇠ 1 strongly
lensed event per year at LIGO design sensitivity [17–19].
Moreover, [17] found that ⇠ 30% of the detectable lensed
events within LIGO would be quadruply lensed. In the third-
generation detectors such as the Einstein Telescope [34], we
could observe hundreds of lensed events [35, 36]. These esti-
mates assume that the signals that are below the noise thresh-
old can not be detected. However, in the future, there exists
an exciting possibility of identifying even some of the signals
that are below the noise threshold [22, 23].

The second assumption should apply when the progenitors
of binary black holes are stellar objects. BBH progenitors

should trace the star formation rate or the stellar-mass, de-
pending on the delay between massive black hole formation
and BBH merger. That the host galaxies emit EM radiation is
widely applied in cosmography studies utilizing galaxy cata-
log based methods [2–6].

The assumption that we know all of the lenses is challeng-
ing, even though we expect Euclid and LSST to find ⇠ 105

lenses [25]. Euclid lacks the depth to find every faint lensed
source, and LSST lacks the angular resolution to detect small
Einstein radius systems. However, there is no need to know
the strong lenses at the moment the GW event is detected.
If the sky localization is restricted to a few square degrees,
then dedicated follow-up of this area with a wide field imag-
ing space telescope like Euclid or WFIRST should quickly go
deep enough to detect virtually all of the strongly lensed light
(and hence stellar mass) originating at the typical redshifts of
lensed GW events [37].

Once the lenses are known, spectroscopic follow-up with
a multi-object spectrograph (e.g., 4MOST, DESI, or Mauna
Kea Spectroscopic Explorer) could be used to obtain redshifts
for the lenses and sources. These facilities have thousands
of spectroscopic fibers and fields-of-view of a few square de-
grees; hence they could simultaneously obtain all of the re-
quired redshifts in one or two very deep exposures.

II. THE CATALOG OF STRONGLY LENSED BINARY
BLACK HOLE EVENTS

Our simulated lens distribution follows the galaxy-galaxy
lens population of [25]. The lenses are singular isothermal el-
lipsoid mass profiles with ellipticities and velocity dispersions
following the observed distribution from SDSS [38]. We as-
sume these potential lenses are uniformly distributed in a co-
moving volume out to z = 2. Sources are then drawn from the
Millennium Simulation [39] with galaxies painted on using a
semi-analytic model [40] and matched to the redshift distribu-
tions from the Hubble Ultra Deep Field [41]. If the center of
the source is multiply imaged, we include the system in our
strong lens catalog. This catalog is complete down to sources
with an i-band magnitude of 27.

Our lensed GW population follows the lensed galaxy dis-
tribution: we treat every lensed source as equally likely to
contain a lensed GW event (a more optimal method would
involve luminosity and redshift weighting, but we leave this
to future work). For the GW properties, we use a power-law
black hole mass profile p(m1) / m

�2.35 with a stellar-mass
cut-off at 50M� and uniform in mass ratio q, consistent with
the LIGO/Virgo O1/O2 binary black hole population [42]. We
use the IMRPHENOMPV2 waveform model [43–45], which
includes the full inspiral, ringdown, and merger parts of the
GW signal, as implemented in the LALSUITE software pack-
age [46]. We infer the GW parameters using the BILBY pa-
rameter inference software [47].

A two or three detector network may have typical sky lo-
calization errors larger than we require here, and so we con-
sider four gravitational-wave instruments. We assume the
LIGO/Virgo/Kagra network at design sensitivity [48–53], ran-

[Hannuksela  et al 2020]
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2 Chapter 1. Introduction

SENSITIVITY OF ET AND CE COMPARED TO ADVANCED LIGO & THE REACH FOR 3G OBSERVATORIES
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Figure 1.1: GW strain noise for current and future detectors (left) and astrophysical reach for equal-mass,
nonspinning binaries distributed isotropically in sky and inclination (right).

at least three sites is required to accurately localize sources in the sky and infer their distances. ET alone
could measure the wave’s polarization but cannot resolve all the parameter degeneracies to determine the sky
position even when the signals last for days.

The science potential of the 3G network is immediately apparent from the dramatic improvement in strain
sensitivity that CE and ET are able to deliver (Figure 1.1, right panel). The network makes a leap of 1–2
orders of magnitude in the redshift reach for binary coalescences compared to Advanced LIGO and Virgo.
The network will survey a large redshift range for merging binary black holes and provide a massive catalog
of detections to constrain their population and origins. The network will explore a wide parameter space of
quantum chromodynamics and study high density matter in a region complementary to heavy ion physics
experiments. The Box below summarizes the science potential of a 3G observatory, elucidated in the next
several paragraphs.

SCIENCE TARGETS FOR THE NEXT GENERATION OF GRAVITATIONAL WAVE DETECTORS

GW astronomy provides a complementary window to EM, neutrino and particle astronomy that could
reveal hitherto unseen world. A new generation of detectors will:

• determine the properties of dense matter, discover phase transitions, and the emergence of quarks
• reveal merging black holes across the cosmos and search for seeds of supermassive black holes
• investigate the particle physics of the primeval Universe and probe its dark sectors
• explore new physics in gravity and in the fundamental properties of compact objects
• understand physical processes that underlie the most powerful astrophysical phenomena

1.2 Extreme Matter, Extreme Environments.
Neutron stars are the densest objects in the cosmos and sites of stupendously strong magnetic fields, up to
billions of tesla. Six decades after their discovery, we still lack a clear understanding of the equation of state
of their deep cores and the origin of their strong magnetic fields. Neutron stars in binaries are subject to the
tidal fields of their companions although the tides raised are extremely small. The extent of tidal deformation
depends on the internal structure of neutron stars and the net effect is to accelerate the rate of inspiral allowing
to read-off their internal structure from the observed phase evolution of the signal. The merger remnant could
be a rapidly rotating, short-lived, hypermassive neutron star that eventually collapses to a black hole. GWs
from the merger will lead to tight measurements of NS radii and hence reveal the equation of state of both
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ARTISTS CONCEPTION OF EINSTEIN TELESCOPE (LEFT) AND COSMIC EXPLORER (RIGHT)

Artists conception of the Einstein Telescope (left panel) and Cosmic Explorer (right panel) observatories. ET
is conceived to be six, V-shaped, underground interferometers, formed out of 10 km sides of an equilateral
triangle, while Cosmic Explorer is conceived to be an L-shaped, overground interferometer, with 40 km arms.

seed the formation of new stars and whether starquakes cause mysterious bursts of radio emission. And as
with any completely new method of observation, there is also the possibility that next generation detectors
will reveal completely new dark phenomena, unseen with light, that we have not yet conceived of.

Today’s gravitational-wave detectors are barely sensitive enough to detect the loudest gravitational waves
in the Universe, like a simple radio able to pick up only the loudest signals. Next-generation network detector
designs leverage cutting-edge technology to surpass current ground-based detectors, making their ability to
measure passing gravitational waves more than ten times better than the current instruments.

More powerful detectors will let us listen to the gravitational-wave universe with unprecedented fidelity,
fully revealing the rich physics encoded in the waves but currently hidden by observational uncertainty.
Einstein Telescope (ET) is a European design featuring six V-shaped interferometers in a triangular topology
with 10 km interferometer arms and Cosmic Explorer (CE) is a U.S. design for one or two interferometers
with 40 km L-shaped interferometer arms. ET and CE are expected to detect hundreds of thousands of
mergers, as well as tens of thousands of multimessenger sources that would also likely emit EM radiation and
particles that telescopes and neutrino and cosmic ray detectors can observe. A network of three detectors
distributed around the globe will triangulate the gravitational wave signal’s location in the sky, critical
information that will guide telescopes on Earth and in space in searches for related EM emission.

21st century astronomy will be further revolutionized by the launch of the space-based LISA gravitational-
wave observatory, expected in 2034. LISA will sense gravitational waves emitted by more massive systems
than ground-based detectors, detecting the signature of orbiting black hole systems up to years before
ground-based detectors observe them collide. Combining space-based and ground-based observations will
allow us to catalog a much broader expanse of the extreme gravitational Universe than ever before.

Gravitational waves have already given us a first glimpse of the dark, hidden, violent Universe. A global
next-generation gravitational wave observatory will propel the field of astrophysics and all foundational
science research forward. Observing light, neutrinos and cosmic rays in concert with next-generation
gravitational wave detectors will launch enormous advances beyond the current limits of human knowledge,
from the quantum realm to the largest cosmological structures in the known Universe.
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Artists conception of the Einstein 
Telescope (top) and Cosmic Explorer 
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[The Next Generation Global Gravitational Wave 
Observatory:The Science Book  arXiv:2111.06990]
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and towards larger values with increasing ⌦m. Even though
the impact of varying cosmology on the time delay distribution
appears small by eye, the Bayesian approach delineated in this
section is able to adequately capture these imprints to provide
O(1%) constraints.

EXPECTED CONSTRAINTS ON COSMOLOGICAL
PARAMETERS
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FIG. 2. Expected posterior distributions of H0 and ⌦m computed
from the time delay distribution and the number of lensed events
separately, along with the combined posterior (shown in orange). We
assume a BBH merger rate R = 5 ⇥ 105 yr�1 and total observation
time period Tobs = 10 yrs. The “true” cosmology (dashed cross-hairs)
is recovered within the 68% confidence interval (orange shade), with
H0 = 67.8 ± 1.1 and ⌦m = 0.3142 ± 0.0056. The top right panel
shows a comparison of the the combined posterior obtained from GW
lensing with the same obtained from CMB observations by Planck.

To assess the ability of our method to constrain cosmologi-
cal parameters, we choose a “true” cosmology ~⌦true = {H0 =
67.3, ⌦m = 0.316}. We further assume that the “true” halo
mass model is described by [38], as implemented in the hmf-
calc package [40], and the “true” source distribution is given
by [37]. We assume a total observing period Tobs = 10 yrs
and a BBH merger rate R = 5 ⇥ 105 yr�1. We neglect the
selection e↵ects in the detection as 3G detectors are expected
to detect all the BBHs out to large redshifts (z ⇠ 100). We
compute the expected number ⇤ of lensed events making use
of Eq.(0.12). To simulate one observational scenario where
N events are detected, we draw one sample from a Poisson
distribution with mean ⇤. Further, we draw samples {�ti}Ni=1
from p(�t | ~⌦true,Tobs) [see Eq.(0.11)].

Using N and {�ti}Ni=1, we evaluate the posterior described
in Eq. (0.7) for di↵erent values of ~⌦. We assume uniform
priors on H0 and ⌦m, so that the final posterior is given by the
product of the likelihoods p(N | ~⌦,Tobs) and p(�ti | ~⌦,Tobs).
Figure 2 shows these two likelihoods as well as the posterior
on H0 and ⌦m obtained from combining these two likelihoods.
We find that the posteriors are centred around the true values

of cosmological parameters. Further, the constraints on ~⌦
are found to be H0 = 67.8 ± 1.1 and ⌦m = 0.314 ± 0.006
(68% confidence intervals of marginalised posteriors). These
constraints are comparable to those derived from CMB [29].
Additionally, they probe a very di↵erent redshift regime (z ⇠
10 as compared to z ⇠ 1000 probed by the CMB) and have
di↵erent systematics.

While we have assumed a BBH merger rate of R =
5 ⇥ 105 yr�1, the true merger rate is uncertain as of now.
Hence we repeat these calculations assuming a more mod-
erate merger rate of R = 5 ⇥ 104 yr�1 and a pessimistic
rate of R = 2.5 ⇥ 104 yr�1. This will, in turn reduce the
observed number of lensed events over the observational pe-
riod of Tobs = 10 yrs. The expected posteriors on cosmological
parameters assuming the three di↵erent merger rates is shown
in Fig.3. As expected, a smaller merger rate (resulting in a
smaller number of lensed events) increases the width of the pos-
teriors, although the true cosmology continues to be recovered
within the 68% confidence interval.

FIG. 3. Expected posterior distributions of H0 and ⌦m from a 10-year
observation period, assuming di↵erent values for the merger rate R
(shown in the legend). A lower merger rate (producing a smaller
number of lensed events) will result in less precise estimates of the
cosmological parameters.

While the redshift distribution of BBHs is currently uncon-
strained, we expect it to be well constrained from the observa-
tions of ⇠ 106 unlensed events and the stochastic GW produced
by BBH mergers using 3G detectors. However, a major source
of systematic error in this method is the model of the halo-
mass-function. We therefore also study the e↵ect of using the
wrong halo-mass model to construct the template time delay
distributions. In particular, we continue to assume the model
of Behroozi [38] to be the “true” model, but construct the tem-
plates using the model by Jenkins [39], implemented in the
hmfcalc package [40]. For R = 5⇥ 105 yr�1 and Tobs = 10 yrs,
we find that, while the precision of the estimates are similar
to the one when the templates also used the “true” halo mass
model, the estimates of the cosmological parameters are sig-
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and towards larger values with increasing ⌦m. Even though
the impact of varying cosmology on the time delay distribution
appears small by eye, the Bayesian approach delineated in this
section is able to adequately capture these imprints to provide
O(1%) constraints.
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H0 = 67.8 ± 1.1 and ⌦m = 0.3142 ± 0.0056. The top right panel
shows a comparison of the the combined posterior obtained from GW
lensing with the same obtained from CMB observations by Planck.
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FIG. 1. Left: Expected number of lens pairs for di↵erent values of ~⌦ in flat ⇤CDM model, assuming a merger rate R = 5 ⇥ 105 yr�1 and
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Above, the likelihood of observing N lensed BBH mergers can
be described by a Poisson distribution

p
⇣
N | ~⌦,Tobs

⌘
=
⇤(~⌦,Tobs)N e�⇤(~⌦,Tobs)

N!
, (0.9)

where ⇤(~⌦,Tobs) is the expected total number of lensed events
observed within the observation period as predicted by the
cosmological model with parameters ~⌦. Assuming that di↵er-
ent BBH mergers are independent events, the likelihood for
observing the set of time delays {�ti} can be written as

p
⇣
{�ti} | ~⌦,Tobs

⌘
=

NY

i=1

p
⇣
�ti | ~⌦,Tobs

⌘
. (0.10)

p(�ti | ~⌦,Tobs), can be thought of as “model” time-delay
distribution p(�t | ~⌦,Tobs) evaluated at the measured �ti,
whose shape is governed by the cosmological parameters ~⌦.
p(�t | ~⌦,Tobs) is obtained from the expected time delay distri-
bution p(�t | ~⌦), after applying the condition that we can not
observe the time delays which are greater than the observation
time Tobs:

p
⇣
�t | ~⌦,Tobs

⌘
/ p
⇣
�t | ~⌦

⌘
(Tobs � �t)⇥(Tobs � �t), (0.11)

where ⇥ denotes the Heaviside function. We evaluate the
posterior p(~⌦ | N, {�ti}) on a finely meshed grid spanning
the space of cosmological parameters ~⌦. The likelihood
p(N, {�ti} | ~⌦,Tobs) requires the calculation of the expected
total number of lensed events ⇤(~⌦,Tobs) and the expected time
delay distribution p(�t | ~⌦) for di↵erent values of ~⌦. Indeed
these quantities depend on the distribution of the source and
lens properties, such as the redshift distribution of BBH merg-
ers and the halo mass function. In this work, we assume that
these properties are known from other observations.

We compute the expected number of lensed binaries using
the following integral

⇤(~⌦,Tobs) = R
Z zmax

s

0
pb(zs|~⌦) P`( zs|~⌦) dzs

⇥

Z Tobs

�t=0
p(�t|~⌦) (Tobs � �t) d�t,

(0.12)

where R is the BBH merger rate, pb(zs|~⌦) is the redshift distri-
bution of merging binaries and P`(zs|~⌦) is the strong lensing
probability for the source redshift zs. Here we assume that the
GW detectors are able to detect all the merging binaries out
to zs = zmax. For 3G detectors, this is a good assumption for
zmax  15, which we use.

Similarly, we compute the expected time delay distribution
p(�t | ~⌦) for di↵erent values of the cosmological parameters
~⌦ by marginalising the distribution of time delay over all other
parameters ~� ⌘ {y,�, z`, zs} determining the distribution of the
lensing time delay [see Eq.(0.5)]:

p
⇣
�t | ~⌦

⌘
=

Z
p
⇣
�t | ~�, ~⌦

⌘
p(~� | ~⌦) d~�, (0.13)

where p(~� | ~⌦) denotes the expected distribution of the impact
factor y, lens velocity dispersion �, lens redshift z` and source
redshift zs, given the cosmological parameters ~⌦.

The redshift distribution pb(zs | ~⌦) will be known with ade-
quate precision from the observation of the larger number of
unlensed events, which will dominate the data. For illustration,
we assume the model described in [37]. Only a fraction of
these samples will be strongly lensed. This is given by the lens-
ing probability P`(zs, ~⌦) = 1 � exp(�⌧(zs, ~⌦)), where ⌧(zs, ~⌦)
is the lensing optical depth. The optical depth is a measure of
the total number lenses that lie within an Einstein radius from
the line connecting the source and the Earth. This depends on
the source redshift zs, the assumed cosmology ~⌦, and a model
of the lens distribution. We model the lens distribution using
the halo mass function, which gives the distribution p(�, z`) of
� and z`. We consider two halo mass functions, described in
[38] and [39]. Finally, the distribution of impact parameter y,
py(y) / y, with y 2 [0, 1]. This corresponds to a uniform dis-
tribution of lensed sources in the lens plane within the Einstein
radius.

Figure 1 illustrates the imprint of cosmology on the number
of lensed events observable for a period of ten years as well as
the distribution of time delays. The number of lensed events in-
crease with increasing H0 and ⌦m. The peak of the distribution
shifts towards smaller time-delay values with increasing H0,

[S. Jana et al, PRL 2023]

Expected constraints from 10 yr observations observation of 
3G detectors (conservative assumptions on merger rates)
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parameters using ~100 GW-EM detections

observations of lensed GW and EM signals, consisting of lens and
source redshifts, accurate time-delay measurements, Fermat
potential differences with uncertainties, and LOS environment
uncertainty for each system. The corresponding time-delay dis-
tances can then be obtained from these data (see the “Methods”
section for details).

Time-delay distance is primarily sensitive to (the inverse of)
H0, since c/H0 sets the length scale of the universe. The
dependence on other parameters, such as density parameters or
dark energy cosmic equation of state is weaker, but can show up
when the samples are large or the measurement precision is
improved. Therefore, we first chose a flat ΛCDM model with
matter density ΩM= 0.3 fixed and we constrained H0 using
simulated data. For comparison, we also considered the current
state-of-the-art case of lensed quasars3. Table 1 summarizes the
uncertainties of three factors contributing to the final uncertainty
of time-delay distance. The resulting constraints on H0 in unit of
km s−1 Mpc−1 are shown in Fig. 1. Lensed GW and EM signals
give much more stringent constraint, the relative uncertainty of
H0 being ~0.37% in contrast to the lensed quasars observed
exclusively in the EM window, having ~1.5% relative uncertainty,
four times larger. This can be understood because of substantial
improvements in time delay and Fermat potential measurements
in the multi-messenger systems. We also considered a flat ΛCDM
universe with the matter density being another free parameter.
Figure 2 shows the confidence contours and marginalized
probability distribution functions (PDFs) of matter density ΩM

and H0. The constraining power of lensed GW and EM signals is
also superior to systems observed exclusively in the EM domain.
Considering that statistically the precision is inversely propor-
tional to the

ffiffiffiffi
N

p
, where N is the number of systems, one needs a

sample of ~160 time-delay systems in a traditional approach in
order to get reasonable constraints on parameters other than H0
as in the GW+ EM case. However, future observations of lensed
GW and EM signals will enable us to get useful information from
just a few such systems. For completeness, we also considered flat
ωCDM model, where the coefficient ω in dark energy equation of
state p=ωρ is an arbitrary constant and an open ΛCDM model,
and where the spatial curvature Ωk of the universe is not fixed as
vanishing. The results are shown in Table 2.

Discussion
Let us compare cosmological applications of strong lensing dis-
cussed in the literature. In the EM window, strong lensing time
delays of AGNs in quasars plus the host galaxy observation are
known as a cosmological tool24 (see also ref. 25). Recently, this
technique enabled the determination of the Hubble constant with
a few percent precision3. The upcoming large synoptic survey
telescope (LSST) will enable the first long baseline multi-epoch
observational campaign on several thousand lensed quasars26.
The strong lens time-delay challenge program22 has proven that
the LSST will yield ~400 quasar-elliptical galaxy systems with
well-measured time-delay light curves, with Δti,j measurements
up to precision ~3% including systematics. On the other hand,
current high-resolution imaging of the host combined with
spectroscopic observations of stellar kinematics of the lens galaxy
could give similar ~3% uncertainty (including the systematics)
concerning the Fermat potential3.

Lensing of pure GW signals has already been discussed in the
literature27–30. In the context of laser interferometer space
antenna (LISA) interferometric detector in space, weak lensing
causes significant uncertainties of luminosity distance
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Table 1 Relative uncertainties of three factors contributing
to the accuracy of time-delay distance measurement

δΔt δΔψ δLOS

Lensed GW+ EM 0% 0.6% 1%
Lensed quasar 3% 3% 1%

δΔt, δΔψ, δLOS correspond to time delay, Fermat potential difference, and light-of-sight
environment, respectively. We show the case for lensed gravitational wave (GW) +
electromagnetic (EM) signals compared with standard technique in the EM domain using lensed
quasars
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[Liao et al, Nat. Comm(2017)]•3G detectors are expected to 
detect ~106 mergers. ~104 would 
be strongly lensed. 


•Detected number of lensed signals 
& their time delay distribution 
contain imprints of cosmological 
parameters — a new probe of 
cosmology. 



Probing the nature of dark matter using GW lensing 

•Warm dark matter would 
affect the abundance of low-
mass halos ⟹ imprint on the 
distribution of time delays 
and lensing fraction. 
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Probing the nature of dark matter using GW lensing 

•Warm dark matter would affect 
the abundance of low-mass 
halos ⟹ imprint on the 
distribution of time delays and 
lensing fraction. 


• Also: Probe sub-structure of 
DM halos from individual, 
well resolved lensed events 
⟹ potential probes of 
self-interacting / ultra-
light / fuzzy  DM  [Tambalo et al, 
2022, ]
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Executive Summary Jx

ARTISTS CONCEPTION OF EINSTEIN TELESCOPE (LEFT) AND COSMIC EXPLORER (RIGHT)

Artists conception of the Einstein Telescope (left panel) and Cosmic Explorer (right panel) observatories. ET
is conceived to be six, V-shaped, underground interferometers, formed out of 10 km sides of an equilateral
triangle, while Cosmic Explorer is conceived to be an L-shaped, overground interferometer, with 40 km arms.

seed the formation of new stars and whether starquakes cause mysterious bursts of radio emission. And as
with any completely new method of observation, there is also the possibility that next generation detectors
will reveal completely new dark phenomena, unseen with light, that we have not yet conceived of.

Today’s gravitational-wave detectors are barely sensitive enough to detect the loudest gravitational waves
in the Universe, like a simple radio able to pick up only the loudest signals. Next-generation network detector
designs leverage cutting-edge technology to surpass current ground-based detectors, making their ability to
measure passing gravitational waves more than ten times better than the current instruments.

More powerful detectors will let us listen to the gravitational-wave universe with unprecedented fidelity,
fully revealing the rich physics encoded in the waves but currently hidden by observational uncertainty.
Einstein Telescope (ET) is a European design featuring six V-shaped interferometers in a triangular topology
with 10 km interferometer arms and Cosmic Explorer (CE) is a U.S. design for one or two interferometers
with 40 km L-shaped interferometer arms. ET and CE are expected to detect hundreds of thousands of
mergers, as well as tens of thousands of multimessenger sources that would also likely emit EM radiation and
particles that telescopes and neutrino and cosmic ray detectors can observe. A network of three detectors
distributed around the globe will triangulate the gravitational wave signal’s location in the sky, critical
information that will guide telescopes on Earth and in space in searches for related EM emission.

21st century astronomy will be further revolutionized by the launch of the space-based LISA gravitational-
wave observatory, expected in 2034. LISA will sense gravitational waves emitted by more massive systems
than ground-based detectors, detecting the signature of orbiting black hole systems up to years before
ground-based detectors observe them collide. Combining space-based and ground-based observations will
allow us to catalog a much broader expanse of the extreme gravitational Universe than ever before.

Gravitational waves have already given us a first glimpse of the dark, hidden, violent Universe. A global
next-generation gravitational wave observatory will propel the field of astrophysics and all foundational
science research forward. Observing light, neutrinos and cosmic rays in concert with next-generation
gravitational wave detectors will launch enormous advances beyond the current limits of human knowledge,
from the quantum realm to the largest cosmological structures in the known Universe.
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