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Dataset DNN model Compression

Inference 
hardware

Final 
hardware Bitstream Application

End-to-end workflow

A- DNN training and compression

B- Integration with a hardware synthesis  tool for ML

C- Hardware assessment framework

Hardware synthesis tool 
for ML

Available at https://github.com/RomiSolMolina/workflowCompressionML

https://github.com/RomiSolMolina/workflowCompressionML
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● (Q)Keras
● PyTorch (limited)

● (Q)ONNX (in development)

Neural networks architectures:

● Fully Connected NN 
● Convolutional NN
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● Vitis HLS (experimental)
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Integration with a hardware synthesis tool for ML

Romina Soledad Molina | Trieste - Italia | 2023



QKeras for quantization-aware training
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● Tagged dataset of gamma and neutron events from Deuterium-Deuterium 

(DD) and Deuterium-Tritium (DT) generators. 

● The dataset was recorded at the Neutron Science Facility (NSF) of the 

Nuclear Science and Instrumentation Laboratory (NSIL), IAEA. 

● The detector is based on a small CLYC (Cs2LiYCl6:Ce) crystal (0.5 in 

diameter by 30 mm length) coupled to a 4-element SiPM array. 

● The data were sampled at 4 GSPS with 10-bits resolution using a CAEN 

DT5761 digitizer. 

● The total gamma and neutron events in this dataset are 10913 and 

27696, respectively.

https://www.iaea.org/publications/15101/nuclear-science-and-instrumentation-newsletter-no-3-february-2022
https://www.iaea.org/publications/15101/nuclear-science-and-instrumentation-newsletter-no-3-february-2022
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Morales, I. R., Crespo, M. L., Bogovac, M., Cicuttin, A., Kanaki, K., & Carrato, S. (2023). Gamma/neutron classification with SiPM CLYC detectors 
using frequency-domain analysis for embedded real-time applications. Nuclear Engineering and Technology.

Dataset from https://doi.org/10.5281/zenodo.8037059
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○ 4 FC layers

● Accuracy:

○ Gamma: 99.44%
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Student based on MLP

● 950 parameters

● Composed of

○ 3 FC layers

● 9-bit fixed point
● Sparsity: 30%
● Accuracy:

○ Gamma: 98%

○ Neutron: 97.22%
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A standard dataset available in the literature for training, 
granting a stable and effective performance.

Images provided by the current system in Argentina.
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Left. Teacher architecture based on MLP - 16,352 parameters. 

Right: Distilled architecture - 529 parameters
Compression ratio: 30.91x.
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● SoC memory footprint in terms of resource utilization @200MHz

○ Artix-7: below 27%

● Overall accuracy

○ Teacher architecture: 99.70%
○ Student architecture:  98.96%

■ 8-bit fixed point
■ Target sparsity: 20%

● SoC latency @200MHz

○ Artix-7: 10 clock cycles
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Final remarks

● The experiments show that the proposed workflow successfully generates compressed models, leading 
to a fully on-chip memory-mapped implementation on the FPGA. 

● The integration of KD into the ensemble of compression techniques contributes to achieving a 
balanced student model in terms of size, computational efficiency, and accuracy. 

● The workflow addresses the entire development cycle: from the ML-based architecture training to the 
hardware deployment, overcoming the limitations outlined in previous works. 

● Furthermore, the ComBlock in the hardware assessment framework facilitates the model performance 
evaluation in the FPGA by simplifying the communication interfaces.

Romina Soledad Molina | Trieste - Italia | 2023 13
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