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It’s really exciting that we can 
(re-)start to meet in person again 
and meet each other … 

It’s been a strange past 2-3 years … 



Projects that I have worked on ...

•RD42 Collaboration (Diamond Detector 
Development) (1995-6, 2006-11)

•ZEUS Collaboration for HERA at DESY 
(1995-2006)

•LHC Machine-Experiment Interface group 
(2005-2008)

•CMS Collaboration  for LHC at CERN 
(2006–11)

•RD51 Collaboration (Micro Pattern 
Gaseous Detectors) (2013—-) 

•European Spallation Source (2011-2022)

The ZEUS Detector at HERA
1992 - 2007  

MVD
Micro-Vertex Detector

CTD
Central Tracking Detector

Barrel:
Three double layers of silicon-strip detectors: 4,10 
and 16 layers consisting of 5 modules (ladders), 
made of 2 half-modules with 
r-z, r-� sensors and r-�, r-z sensors of 512 readout 
channels each.

Forward part:
Four double layers of silicon-strip detectors 
(wheels) arranged in 14 sectors, made of two 
trapezoidal sensors of 480 readout channels each.

The CTD is a cylindrical drift chamber, containing 4608 sense and 19584 field wires,
organised in 9 concentric super-layers. It has a polar coverage of 15˚ < � < 164˚, 
is 2.05 m long and has in inner and outer radius of 0.182 m and 0.794 m, respectively.

Geometry of the wires in a CTD cell and 
the shape of the associated drift field

FDET
Forward Tracking Detector

The forward region of the ZEUS detector consists of the 
Forward Tracking Device (FTD) and the Straw Tube Tracker (STT).
The FTD measures the tracks of charged particles in planar drift
chambers located at the ends of the central tracking detector
in forward (proton) direction. 
The STT comprises sectors of straw tube like drift chambers. 
It was installed in 2001 to improve the reconstruction of charged 
particles in the forward region. It has a polar coverage of 6˚ < � < 23˚. 

Arrival of the CTD in the ZEUS hall

Photo of the STT superlayers

Transport and arrival of the FDET 

Poster: Ingrid-Maria Gregor, Isabell-Alissandra Melzer-Pellmann

Schematic view of 
the MVD layout.

Photo of the lower half of the MVD.

Installation of the MVD

Photo of the ZEUS collaboration on June 30th, 2007

Photo of the ZEUS detector during installation

Overview of the ZEUS detector

Photo of the straws in the STT

Installation of the CTD in the ZEUS hall

ZEUS

DESYZEUS XP

ZEUS XP

CMS XP

LHC ESS

ESS

ESS



Caveat Emptor

… the contents of this talk 
are reflections from 

personal experience …





What am I going to talk about … 
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•You have been learning about: Systems-on-Chip Based on FPGA for Scientific Instrumentation and Reconfigurable 
Computing

•Detailed courses on how to perform a very particular and valuable technical skill 


•Here, I am going to give a bird’s eye view of how a large data acquisition system might look, utilising these skills you 
have been looking at …

•Am going to go through - with very broad strokes and very little detail - what needs to be taken into account in the 
design of the data acquisition system ….


•Like everyone, I will show this from my own experience - of the detector data acquisition system for the European 
Spallation Source … 



Data Acquistion

Basic Principles of Neutron Detectors
•Need to produce a measurable electric signal

•Not possible to directly detect slow neutrons - energy is too low

•Need to use nuclear reactions to convert neutrons into charged particles

•Then indirectly detect the charged particles in a charged particle detector

•Amplify, digitise, process as needed. 

•Store data on disk

photons

or charge

converter

n
collect 

charge or 
photons

amplify

gain

digitise algorithm

write to disk

order may be different, or step skipped
View Data 


Monitor Data 

Act on data (control)


Analyse Data

Data Acquisition 

•Data acquisition is about being able to extract the information from the sensors to be able to carry 
out the measurements of interest as simply and best as possible

•Optimisation can be done for performance, cost, simplicity, off-the-shelf, size, energy usage, …   

“horses for courses”

What is your end goal?



Instrumentation

Bleeding edge Instrumentation enables novel and future science

What camera you use has a big impact on the quality of photos that you get out of it … 

IN5@ILL CMS@CERNGTC@La Palma



What is the aim of the European Spallation Source?
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1932: Chadwick discovers "a 
radiation with the more 
peculiar properties", the 

neutron. 

Cliff Shull
: where are 

the 

atoms ?
Bert Brockhouse: what do they do ?

1994 Nobel Prize in Physics

Neutrons
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Geo science

Lighting

Tailor made 
materials

Medicine

Solar energy

Bio fuels

Transportation

Cosmetics

Food

Mobile 
phonesPacemakers

Implants

New 
materials



Applications of Neutron Science

Urate oxidase

Deeply penetrating

Li motion in fuel cells

Help build 
electric cars

Charge neutral
Directly probe magnetism

Solve the puzzle of High-Tc 
superconductivity

Efficient high speed trains

S=1/2 spin
Sensitive to light elements 
and isotopes

Active sites in proteins

Better drugs

Nuclear scattering

Human Hair   
~100,000 nm

Red Blood 
Cells 

~7000 nm

Deposited

Nanostructures 

~500 nm

Influenza Virus 
~100 nm DNA ~2 nm

Si Atoms 
~0.2 nm

Probing length scales and dynamics
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ESS intensity allows studies of:
•  Complex materials
•  Weak signals
•  Important details
•  Time dependent phenomena

Neutron Science Pushes the 
Boundaries



Visions for the coming decade … 
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Lund

(113 500)

Malmö

(309 000)

Copenhagen

(1 200 000)

 MAX IV

 ESS

Science City – a new part of town

The European Spallation Source: 
view to the Southwest in 2025

 Science City

Max IV – a national research facility, under construction, opened in 2016



NDRA 2014 |  2014-07-03  |  Neutron Sources 

2011

The ESS Site

• He-3 Crisis

• Schedule: 10 years until initial operations start



ESS Construction - October 2020
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Helium-3 Crisis

Little or None Available

Aside ... maybe He-3 detectors are anyway 
not what is needed for ESS? 


eg rate, resolution reaching the limit ... 

Crisis or opportunity ... ? 

....an 
appropriate 

initial 
reaction ... 

Sin
ce

 ca
. 2

00
9Figure 1: Global supply and demand situation for 3He gas in bar-litres as reported in late 2011. The demand

for the gas here exludes any ESS requirements or those of other future spallation sources.

in Europe of 3He, when available, is a factor 40-70 above its historical price. These factors puts 3He out of
scope for any future request, for large and medium area neutron detectors.

This dilemma was recognised by the neutron research community in 2009, and led to the formation of the
International Collaboration for the development of Neutron Detectors to investigate and develop alternatives
for large area detectors. In particular, three Joint Research Activity (JRA) working groups were formed: on
Scintillator detectors, 10B thin film gaseous detectors and BF3 gaseous detectors. In the discussion below,
extant technologies such as image plates and scintillator/ccd imagers are not mentioned; whilst they are well
proven technologies, and readily available, but they have poor time resolution. As such they are not appropriate
for core detectors for ESS instruments and are not considered further here.

Detector Requirements for the Instruments. The estimated detector requirements from the 22 reference
neutron scattering instruments outlined in this document are summarised in Table 1.

Technologies chosen for Matching Instrument Requirements.

10Boron thin film gaseous detectors. One possible replacement for 3He for neutron detection is the boron
isotope 10B. 10B has a relatively high neutron absorption cross section, resulting in an absorption e�ciency
of 70% compared to 3He, at a neutron wavelength of 1.8 Å. Naturally occurring boron contains 20% of 10B,
but due to the almost 10% mass di↵erence to the other boron isotope, 11B, the isotope separation is relatively
easy. Such a detector will typically contain Aluminium sheets that are coated with 10B4C (Boron Carbide)
layers where 10B absorbs the incident neutrons. The nuclear reaction results in Lithium and Helium ions. Both
the 7Li and 4He ions can be detected, with both temporal and spatial resolutions, in a detecting gas. Due
to a reduced escape probability for the reaction particles with increasing depth of the events (typically a few
microns), a detector, on which the neutrons impinge at normal incidence, will be based on a number of thin
(1 µm) consecutive conversion layers, coated with thin 10B-containing films, to be traversed by the neutrons
(typically ca. 30). To overcome the reduction in escape probability with depth, it is also possible to incline
the layers at high angles to increase the e↵ective interaction length, whilst not adversely a↵ecting the escape
e�ciency. This has an additional benefit in potentially improving the position resolution. It does however
complicate the design of such a detector; such a configuration is termed an “inclined geometry” detector.

The potential of Boron thin film gaseous detectors is evidenced by the number of presently ongoing e↵orts:
There are presently more than 10 ongoing R+D e↵orts, equally directed towards designs with “normal” ge-
ometry, and “inclined” geometry configurations. The discussion below will concentrate on three illustrative

5
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For almost all instruments, detectors are a 
limitation on performance


Opportunity to implement modern DAQ

•Comment: seems to be some naivety at the 
moment as stocks are being emptied rapidly



Schedule ... 
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•10 years until first neutrons …



Instruments and their Requirements

20



Instrument Design

•Instrument Design is about selecting the phase space of interest and maximising that

•Phase space here primarily means flux (6D: position, divergence) and neutron energy/
wavelength

•Remember that as the neutron energy is not measurable, need to use time-of-flight or 
diffractive scattering to determine neutron energy

•Remember Liouville’s theorem: 


•Phase space density is constant for conservative force fields

•It implies that high resolution measurements are low flux and vice-versa

MXType.Localized 

Document Number MXName 

Project Name <<project name>> 

Date 31/10/2013 

  
 

12(24) 

The accessible range in wavelength resolution due to pulse shaping is illustrated in Fig. 8. 
For the shortest pulses of 10 µs and cold neutron, PowHow can achieve a world wide leading 
resolution utilizing in particular the backscattering option. More importantly, the instrument 
will have a large flexibility choosing and trading resolution for intensity without comprising its 
performance. Such properties cannot be realized at existing sources by a single instrument. 
The instrument is limited for short wave lengths to 0.8 Å. The standard setting covers a 
frame 0.8 Å<λ<4.6Å offering a Q-range of 0.01Å-1<Q<16Å-1 when including the whole 
detector. The chopper systems allows for shifting to cold neutrons up to 20Å wave length. 
 
 
 
 
 
Fig. 8  Range of wavelength resolution Δλ/λ  
versus λ due to pulse shaping form 10µs to 1ms. 
 
 
 
 
 
 
 
The PowHow instrument and its components 
 

 

Fig. 9 Schematic layout of the POWHOW diffractometer. 

A schematic layout of the instrument is shown in Fig. 9. The instrument will have a common 
view to thermal and cold moderator. The elliptic guide system has the focal points at the 
pulse shaping chopper (PSC) and the sample. The focal point at the PSC is ahe needle eye in 
space and time and is illuminated from the source by the required divergence. PSC, a 14Hz 
overlap chopper and a 14 Hz T0 chopper for prompt pulse suppressing fit all near to the 
monolith wall; note, the 1m long chopper system can be placed favourably in the defocusing 
initial part of the elliptic neutron guide without losses for the neutron transport. Two 
additional choppers for and a heavy instrument shutter are placed in this initial part that is 
still with the copper shelf shielding as can be seen from the floor plan Fig. 10. The final 
guide section will have exchangable neutron guide parts either to focus the intensity to a 
smaller sample spot or, with absorbing end pieces to improve the divergence of the incoming 
beam. The sample position is at 76.50 m from the moderator and surrounded by a large 
detector. The detector geometry is cylindrical with its axis in common with the beam axis, 
rigorously adapted to the Debye-Scherrer cones.  
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Why?

•The purpose of the instruments is to probe 
with neutrons some aspect of a sample

•Very generically, this can be divided into elastic and inelastic categories

•elastic: gives information on where atoms are

•inelastic: gives information on what atoms do (ie move)


•This is measuring the cross sections:


sample

detector

n

define E and direction

in instrument design

x
outgoing neutron

measure x,y (=Θ)
sometimes measure t


E typically not measured

Part 1 24  Instrument components 

What do we measure, elastic – cont’d? 
To measure (d /d ), we measure the counts [detected neutrons] per 
unit time C(2) in a detector covering a solid angle  at a 
scattering angle 2 and azimuthal angle  at a wavelength  

To express this as a probability, divide by the number of incident 
neutrons per unit area per unit time () [incident spectrum] 

Some of the counts in the detector will be due to background - not 
to scattering from the sample.  The background  B(,2, ) must 
be measured and subtracted to get the true sample scattering 

     
 



 


N

BC
d
d ,2,,2,,2,

N is the number of scattering atoms in the sample (single atom type) 
Part 1 26  Instrument components 

What do we measure, inelastic – cont’d? 
To measure (d2/ddE ), we measure the counts [detected neutrons] 
per unit time C(insc,2) in a detector covering a solid angle   
around a scattering angle 2 and azimuthal angle  at incident and 
scattered wavelengths  insc consistent with a range E of energy 
transfers.   

To express this as a probability, divide by the number of incident 
neutrons per unit area per unit time (in) [incident spectrum] . 

Here also, the background  B(in,sc,2, ) must be measured and 
subtracted to get the true sample scattering. 

     
  EN

BC
dEd

d
in

scinscin
scin 




 
 ,2,,,2,,,2,,

2

N is the number of scattering atoms in the sample (single atom type) 

elastic inelastic

•cross section / scattering probability 
into a solid angle, as a function of 
wavelength, scattering angle and 
aximuthal angle

•double differential cross section /
scattering probability into a solid angle, 
as a function of wavelength, scattered 
wavelength scattering angle and 
aximuthal angle



Science Drivers for the Reference Instrument 
Suite from the Technical Design Report
Multi-Purpose Imaging

General-Purpose SANS

Broadband SANS

Surface Scattering

Horizontal Reflectometer

Vertical Reflectometer

Thermal Powder Diffractometer

Bispectral Power Diffractometer

Pulsed Monochromatic Powder 
Diffractometer

Materials Science Diffractometer

Extreme Conditions Instrument

Single-Crystal Magnetism 
Diffractometer

Macromolecular Diffractometer

Cold Chopper Spectrometer

Bispectral Chopper Spectrometer

Thermal Chopper Spectrometer

Cold Crystal-Analyser 
Spectrometer

Vibrational Spectroscopy

Backscattering Spectrometer

High-Resolution Spin-Echo

Wide-Angle Spin-Echo

Fundamental & Particle Physics

life sciences magnetism & superconductivity

soft condensed matter engineering & geo-sciences

chemistry of materials archeology & heritage conservation

energy research fundamental & particle physics



NSS Project scope: 15 neutron instruments 
+ test beamline + support labs 

ESS Instrument Layout (September 2017)

ESS Lead Partners for 
instrument construction

ODIN

DREAM

NMX

MIRACLES

T-REX

MAGIC

BIFROST

FREIA LOKI
VESPA

ESTIASKADI

+  

+  

C-SPEC

+  
Nuclear Physics 

Institute

BEER

Test Beam Line
D07

D08

D04

E03

E04

HEIMDAL

+Data Acquistion on Monitoring 
from the Facility (Accelerator, 

Target, … 
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Instantaneous

Rate Capability (log)

1 10 100 1000

Requirements Challenge for Detectors for ESS:

beyond detector present state-of-the art

Rate Requirements

Imaging

Diffraction SANS

Reflectometry

Direct Spectroscopy

Indirect Spectroscopy

1 = state-of-the-art

factor by which requirements 
exceed state-of-the-art

Resolution and Area Requirements
Increase factor 

detector area 


  2 ___


   


  1 ___
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Imaging

Diffraction
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Resolution 

improvement 
factor

The farther the box from the (1,1) 
reference point, the bigger the 
challenge for detectors. 

(1,1) = state-of-the-art



Typical Detector Requirements

• Size: from 0.25mˆ2 up to 30mˆ2

• Position resolution: 100um - 10mm

• Time Resolution: <1us


• Rate and DAQ requirements very much defined by the instrument and data topology

• Can be >MHz/channel instantaneous in some cases

• Average rates much lower 


• Every instrument is very much a bespoke individual design … 

• For a good user experience … 

• … It’s important to design the detector to the individual detector

• … it’s important to make sure that the DAQ can cope with the, and has a homogeneous look 

and feel 
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Instrument Control 
System  Design

•Need a modular system to cope 
with diversity in design 


•Use EPICS as the control system for 
the DAQ 

•Use accelerator timing system: only 
1 timing system needed for the facility 

•Can access monitoring & diagnostic 
data across the facility data 


•High rate & high number of 
channels = high data volume 

•Use a dedicated data interface 


•Unify the data where you actually 
want to utilise it

 
 
 
 
 
 

 

3.2. Topology (figure 3) 
Backbone of the ESS instrument control is the EPICS and Timing network of the ICS with the control 
boxes as interface points (orange). Physically there will be one EPICS subnet per instrument with 
connectivity to the whole facility. All instruments subsystems (different colours according to 
functionality) link to these boxes and could be clustered in electrically isolated groups following the 
geographical layout of the instrument in the different instrument halls. The user interface of the DMSC 
(brown) is connecting to the EPICS layer via a data gateway. Modules with larger volumes of data like 
detector electronics or fast sample environment require a dedicated link to a DMSC aggregator node 
called a bulk data interface (BDI, violet, figure 3). The red boxes #1 to 3 indicate engineering user 
interfaces on the different layers for diagnostics purposes. 

3.3. Design principles 
Every control process that can be done (or has to be done) locally in one of the modules will be done 
locally, every signal that needs to be related to data from other modules has to be time stamped and 
sent to the DMSC user interface. That gives clear functionalities and clear interfaces for single 
modules, easy to specify and to bring in as in-kind contributions or from external suppliers. All 
modules are linked together by the instrument control/data acquisition software of the DMSC (via the 
EPICS layer); it’s a crucial part of the instrument and will be tailored to the needs of each instrument. 
It gives the flexibility necessary to adapt the same hardware to each of the ESS instruments and to 
future instrument upgrades: the hardware is done once and prepared for all future (hi-level) 
functionalities.  

However care must be taken about the latency in collecting the data from all modules together to 
allow the formation of a full ‘frame’ of neutron data being presented to the user for monitoring 
purposes. We will address this by introducing a maximum tolerated ‘latency budget‘ as a design 
requirement for the whole instrument control system. 

4. Module interfaces and functionalities 
Each control module basically has two or three interface types to the upper device layers: Timing, 
command interface and – if necessary- an interface for larger volumes of data (figure 4). 
 

  
Figure 4. Interfaces and time stamping functionality for a motion control module (left) and a 

detector electronics module (right). 

4.1. Command and meta data interface 
The command interface connects through the control box to the EPICS network and is able to transfer 
smaller volumes of instruments metadata through this channel as well. This data is bridged via 
gateway to the DMSC user interface ‘off instrument‘. Currently the data rate is limited to about 1kB/s 
but improvements of data rates in later versions of EPICS (version 4) will be considered. Physically 
this command/meta data connection is mostly a serial interface like RS232 or Ethernet with latencies 
between 20 and 100 ms. 

•Where possible use network equipment & standard PCs: lower the expert knowledge needed

•Use FPGAs only where performance needed … 

 
 
 
 
 
 

 

Timestamps are global, across the entire facility, although the resolution of the time stamp used can 
be optimised in each instance; the highest resolution is 11.357ns. Coordinated synchronous strobes are 
available at the timing receiver interface (figure 2) to facilitate coordinated synchronous control across 
instrument subsystems. So, for example, instrument run control can be coordinated to any required 
precision. Signals include 88.0525Mhz master clock, custom clocks in fractions of the master, 14Hz 
master pulse, and any custom pulses in multiples and fractions of 14 Hz; all synchronised with jitter 
requirements as low as 1ns and possibly delayed to the master pulse in multiples of 113,57ns.  

 
Figure 2. Set of synchronous strobe signals available at the timing receiver interface. 

3. Instrument control and readout concept 

3.1. Modular concept 
The control and readout model that has been envisaged for ESS instruments is modular, where an 
instrument is made up from a number of independent subsystems (“modules“) that do not interact with 
each other, but only centrally through the EPICS and DMSC interfaces. Each module simply takes 
care of it’s own responsibilities, collecting data (which can be neutron or meta data) or controlling 
some physical configuration of the instrument (motion control, chopper speed and phase, magnets, 
etc.) or often both. These systems present the data in the natural form for the module – data is time-
stamped, but the significance of the timing cannot be realised until the data is combined at the DMSC. 
Similarly, detector data is formatted in the natural units of the detector (channel number etc.) rather 
than physical units (e.g. position) so that the local readout systems do not have to change when an 
instrument is reconfigured. 
  

 
Figure 3. Topology of the modular instrument control concept for a 160m long Neutron 

Scattering Instrument at ESS. (CB = Control Box, BDI = Bulk Data Interface). 



Collaborations

29•Everyone should play to their strengths



ESS Partners on Detectors



Detectors for ESS Instruments

Instrument Neutron 
Converter

Detector Type Gas Gain Number of 
Channels

Front-End

Type/ASIC

CSPEC 10B4C MWPC ca. 10 ca.20k VMM3A

TREX 10B4C MWPC ca. 10 ca. 15k VMM3A

ESTIA 10B4C MWPC ca. 10 ca. 6k VMM3A

FREIA 10B4C MWPC ca. 10 ca. 4k VMM3A

NMX Gd GEM ca. 1000 ca. 15k VMM3A

DREAM 10B4C MWPC <100 400k CDT/CIPIX

MAGIC 10B4C MWPC <100 165k CDT/CIPIX

HEIMDAL 10B4C MWPC <100 250k CDT/CIPIX

LOKI 10B4C Straws >1000 5k Discrete Preamp/

CAEN R5560

BIFROST 3He Tube >1000 ca. 100 Discrete Preamp/

CAEN R5560

VESPA 3He Tube >1000 ca. 100 Discrete Preamp/

CAEN R5560

MIRACLES 3He Tube >1000 ca. 100 Discrete Preamp/

CAEN R5560

SKADI 6Li Scintillator N/A 25000 IDEAS/IDE3465

ODIN 6Li Various N/A ca. 1M TIMEPIX4

BEER 10B4C MWPC >100 40 Delay Line + Custom FPGA

Beam 
Monitors

Various MWPC/GEM/IC 1-100 50 Discrete Preamp / ADC

OHWR FMC-

ADC-100m14b4Cha

TestBeam Line 10B4C MWPC ca. 10 ca. 1k VMM3A

• Step change # channels cf. 
current instruments


• From 100’s to 10k’s


• Need for using ASICs to 
handle large channel count at 
moderate cost


• Different detector partners 
means a variety of choices for 
front-end


• Key requirement for DAQ 
system is to be able to 
integrate a multiplicity of 
detector types and 
approaches


• Unify the “look and feel” 
within the electronics DAQ 
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Instrument Neutron 
Converter

Detector Type Gas Gain Number of Channels Front-End

Type/ASIC

CSPEC 10B4C MWPC ca. 10 ca.20k VMM3A

TREX 10B4C MWPC ca. 10 ca. 15k VMM3A

ESTIA 10B4C MWPC ca. 10 ca. 6k VMM3A

FREIA 10B4C MWPC ca. 10 ca. 4k VMM3A

NMX Gd GEM ca. 1000 ca. 15k VMM3A

DREAM 10B4C MWPC <100 400k CDT/CIPIX

MAGIC 10B4C MWPC <100 165k CDT/CIPIX

HEIMDAL 10B4C MWPC <100 250k CDT/CIPIX

LOKI 10B4C Straws >1000 5k Discrete Preamp/

CAEN R5560

BIFROST 3He Tube >1000 ca. 100 Discrete Preamp/

CAEN R5560

VESPA 3He Tube >1000 ca. 100 Discrete Preamp/

CAEN R5560

MIRACLES 3He Tube >1000 ca. 100 Discrete Preamp/

CAEN R5560

SKADI 6Li Scintillator N/A 25000 IDEAS/IDE3465

ODIN 6Li Various N/A ca. 1M TIMEPIX4

BEER 10B4C MWPC >100 40 Delay Line + Custom FPGA

Beam Monitors Various MWPC/GEM/IC 1-100 50 Discrete Preamp / ADC

OHWR FMC-ADC-100m14b4Cha

TestBeam Line 10B4C MWPC ca. 10 ca. 1k VMM3A

Have managed to settle on 3 main front ends for 13/16 
instruments:


• CAEN R5560 for detectors using charge division 
(He-3 PSDs and Boron Straws). 4 instruments.


• CIPIX for diffraction detectors using CDT Jalousie 
detectors. 3 instruments. 


• VMM3A for Boron wire detectors (MultiGrid, 
MultiBlade and GEM detectors). 6 instruments. 
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Data: Calculation, Simulation, Prototype Data

Simulation

Analytical 
Calculation

Data from prototypes

•As you have heard, simulation is a very powerful tool

•... but the computer will always lie to you ... 


•Data from prototype tests is golden

•Lack of ability to trigger independently on the neutron 
means some degree of arbitrariness in defining the 
measurement

•Checking that your measured data is correct is 
complicated


•Additionally, always try and calculate analytically or 
“back of envelope” what your expectation is

•(Or at least upper and lower limits)


•Use all 3 of these together to understand the 
performance of your prototypes

•Expect “features” and non-agreement and investigate 
them

•Iterative

Results



Definitions and Standards
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Detector Rate and Data Rate

Important to define what is meant by rate when it is quoted: 


• Global time-averaged incident/detection rate: the total 
number of neutrons per second entering/recorded by the 
entire detector


• Local time-averaged incident/detection rate: the total 
number of neutrons per second entering/recorded in a 
detector pixel, channel or unit


• Global peak incident/detection rate: the highest 
instantaneous neutron incident/detection rate on the whole 
detector


• Local peak incident/detection rate: the highest 
instantaneous neutron incident/detection rate on the 
brightest detector pixel, channel or unit


*I. Stefanescu et al., JINST12 (2016) P01019 

    …    …    …    …    …    …    …    …    …

ICS DMSCMFE MFE MFE

Backend Master

MFE

ADC ADC ADC

MFE

ADC ADC ADC

MFE

ADC ADC ADC

Internal Routing and Aggregation

ICS (timing/slow control) DMSC (science data)

Detector Channels

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

Readout Architecture is described in BrightnESS Deliverable D4.1:  
https://dx.doi.org/10.17199/BRIGHTNESS.D4.1 

VMM hybrid

Assister and  
adapter

Schematic drawing

2 x 100 Gb/sGb/s

2 x 6 Gb/s

2 x 400 MB/s
7.3 MHits/s
4 MHits/s

River Network

• Any DAQ system is vulnerable to 
“flooding" at any point in the system


• Important to with realistic data as much 
as possible 


• Pattern & quantity 

PCs
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Diffraction
Sizes probed = “atomic structures” = 0.1 nm - 10 nm 

Position and intensity of diffraction peaks gives atomic positions



Data Acquistion

Detectors are tools

θλ sin2d=

Basically, in some form, 
you want to measure 

Bragg’s equation

Alternatively, high resolution can be obtained with Söller collimators as fine
as 5’ as on D2B, and then much larger samples can be used, with sample volume

2.9-3

Figure 2. The first diffraction pattern (1984) from the D2B high-resolution powder
diffractometer2. The peak intensity is rather constant over the entire d-spacing
range, unlike with X-rays where scattering falls off with angle, orwith time-of-flight
techniques where intensity falls for shorter d-spacings orwavelengths. 

Figure 3. The dispersion of the “white” band of wavelengths on the quasi-Laue
diffractometer VIVALDI. The large PSD collects many simultaneous reflections
from the single-crystal sample, where each reflection corresponds to a different
wavelength.

Detectors allow you to measure theta

Define the neutron wavelength with your instrument design

It means that you can calculate “d”

Therefore the detector should be designed to give you the most 
appropriate measurement of scattering angle for a instrument class “horses for courses ”

n



40



41

n/
s

λ (Å)

Pre- and post sample λ distribution (McStas) 
water sample, 2m collimation

2 10

10^10

10^6

Selecting phase space ...

Kalliopi Kanaki



What does data look like? 
Neutron Diffraction

Powder Diffraction Protein Diffraction

Data is sparse and peaky

(Time of flight)
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What does data look like? 

Reflectometry, Small Angle Scattering, Spectroscopy 

4310

MG Performance at SEQ

STAP Meeting, ESS,  Lund, 7th October 2019

Summary of all measured Energy transfer spectra for C4H2I2S 
(2,5-diiodothiophene) sample (left) comparing MG data 
with 3He for 100meV (right).

Additional Key achievements:

• Vacuum compatibility of the design is shown.

• Capability of MultiGrid detector to function with 
RRM (repetition rate multiplication mode) 
demonstrated. It is possible to analyse data.

• Full DMSC Event formation integration 
demonstrated: DAQ chain demonstrated.

2018 JINST 13 P07016

Figure 12. Geometry of the SoNDe scintillator tiles in an arrangement of 400 (20 ⇥ 20) modules occupying
a 1 m ⇥ 1 m rear detector bank. In red appear primary neutrons originating from the sample.
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Figure 13. Time-averaged incident rates per SoNDe module (a) or pixel (b) for instrument configuration 1.

(a) (b)

Figure 14. Peak incident rates per SoNDe module (a) or pixel (b) for instrument configuration 1.
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Figure 5. (a) Combination of the three measured angles of a Ni/Ti multilayer sample in the I(�, ✓) space, the
two horizontal black lines indicate the overlap of two adjacent datasets. The color scale represents counts
in a whole acquisition run. (b) Simulation of the same sample for high intensity reflectivity measurement.
From the Estia instrument proposal [10].

In order to obtain the specular reflectivity, R(qz), the intensity must be normalized to a known
reference sample with a high reflectivity over a wide qz-range, measured under similar conditions.
The sample used is Ni/Ti supermirror (m = 5) with a known reflectivity R(qz) and same dimensions
of the Ni/Ti multilayer sample (10 ⇥ 10 mm2), in order to ensure a comparable footprint. This was
measured at ! = 1.4� and the intensity profile is shown in figure 6. The uniform response of the
supermirror over a wide � range is obtained as expected. The inhomogeneities can be corrected,
because a pixel-by-pixel normalisation can be applied on the reflected intensities dividing it by the
reference measurement intensity (figure 6). The less intense horizontal lines originate from the
imperfections of the Selene guide prototype [14].
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Figure 6. Intensity map in the � � ✓ space for a m = 5 Ni/Ti supermirror. This measurements is used to
normalise the reflectivity measurements. The color scale represents counts in a whole acquisition run.

The measurements in the high-intensity mode of a known sample indicate good results both
on the operation of the Multi-Blade detector and on the e�ectiveness of this technique for neutron
reflectometry experiments. In the following sections the counting rate capability, the study of the
background, the spatial resolution and the detector uniformity are investigated. These are the most
crucial features to accomplish high quality reflectometry experiments.

– 6 –

8

rspa.royalsocietypublishing.org
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Figure 5. (a) ToF spectrumof the re&ected beam from the Ir sample. The bin size on theY-axis is 0.35mmand 100µs on the ToF
axis. The horizontal lines depict the end of each cassette and the gap in between is the shadowing e)ect due to the geometric
properties of the detector. (b) ToF spectrum reduced in the (θ , λ) space. The gap does not represent a dead area, and thus can
be removed without losing information as shown for the reduced data in (θ , λ) space. The colour bar represents counts on a
logarithmic scale.

According to equation (1.1), the wavevector transfer qz depends on θ (determined by the
instrumental settings) and λ. The maximum intensity corresponds to the angle between the
scattered beam and the sample, αf , being equal to the incident angle αf = αi = θ . According to
the conventional analysis, for each wavelength, qz is calculated with a fixed and unique θ

following equation (1.1) and integrating the intensity over the full size of the beam. The width of
the reflected intensity is defined in a range αf = θ ± $θ . The latter originates from the divergence
of the beam.

The spatial resolution of the detector can be used to include a correction over θ , as for a
small projected sample size this position directly correlates with the reflection angle. This can
be used to correct for the increased spread of the reflected beam caused by a slight bend of the
sample surface, which would otherwise reduce the q-resolution. In contrast with the conventional
analysis, each value of qz is calculated according to its relative θi = αi + δθi defined by the position
on the detector. The correction is shown in equation (4.2):

θi = αi + δθi = αi + f × arctan
(

(Yi − Y0) × ps

L

)
, (4.2)

where Y0 is the position of the bin corresponding to αf = αi, Yi is any other position in the
integration range, L is the distance between the sample and the detector (2.3 m), and ps is the
pixel size of the detector. Note that the pixel size of the Multi-Blade is ps = p × sin(β) ≈ 0.34 mm,
where p = 4 mm is the wire pitch, and is finer than the spatial resolution of the detector, which is
≈0.6 mm. The factor f = 1/2 has to be introduced, as the bending of the sample surface acts as a
change in sample angle and leads to a change in reflection angle by 2θ . Different combinations of λ

and θ correspond to the same qz in a diagonal cut of the (θ , λ) space; this leads to an improvement
in the resulting reflectivity profile.

Figure 5 clearly visualizes the effect for the bent Ir sample in this manner as it is possible
to distinguish three intensity minima from the thickness oscillations that are spread over an
extended detector area, much larger than the direct beam.

The sample is a layer of Ir of 550 Å deposited on a Si substrate. The roughness between the
two interfaces is ≈10 Å with scattering length density Nb = 7.3 × 10−6Å−2 (see equation (1.2)).
Figure 6a shows the reflectivity curves for several angles used in the measurement, in the range
0.2–0.8◦, in steps of 0.1◦. The theoretical reflectivity is also shown; it is calculated using the Parratt
formalism [39] and is in good agreement with the experimental data.
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Different types of instruments have very 
different data characteristics 43



Scientific Results from CRISP: Scattering from 

Fe/Si Supermirror

Results

Specular Reflectivity

Supermirror edge 
(m=3.8)

Si edge

Correlated roughness  
domains from the layers

Spin-flip scattering signal,  
from the layersSam

ple Horizo
n 

Transmitted beam  
through the sample

No Transmitted beam, 
total reflection 

All features have been clearly identified

Technology 
demonstrated, 

ready for 
deployment

BrightnESS is funded by the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 676548

 

F. Piscitelli et al, Journal of 
Instrumentation13 P05009 (2018) 
arXiv:1803.09589

G. Mauri et al., Proc. Royal Society 

A474 (2018) 20180266 

arXiv 1804.03962



Detector Data Acquisition System 



PRESENTATION TITLE/FOOTER

Data Acquisition Chain for ESS Instruments

462021-10-1
3

Most detectors for instruments are provided by in-kind partners


The integration of the DAQ for the instruments is done at the backend readout electronics 

 

• Upstream the DAQ looks different for different instruments. 

• In general ESS instruments have a very high number of channels

• However there was a desire to reduce the number of integrations: 3 main types.  


• Downstream, there is a compute layer (the EFU: event formation unit) to form the events

• Aim is to do whatever can be done in standard PCs is done (i.e. reduce development effort in 

the electronics).


• Integration includes facility time (ICS timing) and slow control (EPICS)


Maintenance:

 

• Integration needs to be as simple as possible to reduce level of effort needed. 



Detector Electronics

• Standardised Instrument Data Acquisition at the Electronics Backend: All instruments will use the "Master Module" using a commercial 
FPGA dev board (VCU118)


• Front-ends handled using 12 data rings of “assistor" boards

• Facility ("accelerator”) timing distributed to the front-end via the rings

    …    …    …    …    …    …    …    …    …

ICS DMSCMFE MFE MFE

Backend Master

MFE

ADC ADC ADC

MFE

ADC ADC ADC

MFE

ADC ADC ADC

Internal Routing and Aggregation

ICS (timing/slow control) DMSC (science data)

Detector Channels

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

FEA 

FEE

Readout Architecture is described in BrightnESS Deliverable D4.1:  
https://dx.doi.org/10.17199/BRIGHTNESS.D4.1 

VMM hybrid

Assister and  
adapter

Schematic drawing
Software layer: 

Event Formation Unit

Master Module

12 rings

47



Master Module 

48

• Standardised Instrument Data Acquisition at 
the Electronics Backend: All instruments will 
use the "Master Module" using a commercial 
FPGA dev board (Xilinx VCU118)



    …    …

ICS DMSCMFE MFE

ESS Readout Architecture (VMM Implementation)

Steven Alcock, Detector Group, 25th March 2022

VCU118 Backend Master

VMM

DMSC (science data) ICS (timing/slow control)

Hybrid

VMM

KC705 Assistor

    …    …

VMM

Hybrid

VMM

KC705 Assistor

    …    …

VMM

Hybrid

VMM

KC705 Assistor

Detector Channels

Up to 12

rings

Up to 31

nodes



 detector readout with VMM

KC705

VCU118
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ICS EPICS Slow Control Integration 1/2

Steven Alcock, Detector Group, 25th March 2022

• A very simple UDP-based Ethernet protocol has been implemented on the backend 
Master for configuration and monitoring of the entire readout system.


• UDP was selected instead of TCP for ease of firmware implementation. A Master-Slave 
configuration is adopted whereby the EPICS IOC is the Master, and every command 
must be acknowledged by the backend Master (which is actually the slave in this 
context). In other words, link reliability is achieved in the application layer of the stack.


• Each Instrument will have a dedicated IOC and a dedicated backend Master, 
provisioning a 32-bit address space for each readout system.


• The backend Master forwards read/write requests to the relevant register based on the 
address.


• To reduce cabling and simplify grounding, read/write requests to registers on front end 
nodes are sent over the same 8B/10B fibre used for timing distribution.


• ICS have implemented a baseline IOC which handles generic read/write requests, and 
are actively working on Instrument-specific functionality.



ICS EPICS Slow Control Integration 2/2

Steven Alcock, Detector Group, 25th March 2022

Backend Master
UDP Stack

Ring 0

Slow control 
protocol

Ring 11

Slow control 
protocol

Front End Assister Node 0

Slow control 
protocol

Front End Assister Node N

Slow control 
protocol

Local registers Local registers

8B/10B Fibre links

Address MuxLocal registers

EPICS IOC Server1 Gb Ethernet

Register Space Base Address Range
Ring 0 0x0000_0000 256M
Ring 1 0x1000_0000 256M
Ring 2 0x2000_0000 256M
Ring 3 0x3000_0000 256M
Ring 4 0x4000_0000 256M
Ring 5 0x5000_0000 256M
Ring 6 0x6000_0000 256M
Ring 7 0x7000_0000 256M
Ring 8 0x8000_0000 256M
Ring 9 0x9000_0000 256M
Ring 10 0xA000_0000 256M

Ring 11 0xB000_0000 256M
Ring Config 0xC000_0000 4K
Board Config 0xC000_1000 4K
DMSC Config 0xC000_2000 4K
Timing Config 0xC000_3000 4K
100 G Config 0xC000_4000 8K



DMSC Neutron Event Integration 1/2

Steven Alcock, Detector Group, 25th March 2022

• The standardised “front end assistor” (FEA) firmware makes the ESS clock and 
timestamp available to the rest of the Instrument-specific “front end electronics” (FEE), 
which is responsible for detector data acquisition and signal processing.


• Timestamped neutron event data is transmitted over the 8B/10B fibre links to the 
backend Master.


• Each fibre ring can support approximately 10 Gbps: a 12-ring system can theoretically 
egress approximately 120 Gbps. 


• The backend Master aggregates this data into jumbo frames associated with the 
current 14 Hz ESS accelerator pulse time, and these jumbo frames are then sent to the 
DMSC Event Formation Unit via UDP packets over one or two 100 Gb Ethernet links.



DMSC Neutron Event Integration 2/2

Steven Alcock, Detector Group, 25th March 2022

Backend Master

Ring 11

Data protocol

Front End Assister Node 0

Ring data 
protocol

Front End Assister Node N

Ring data 
protocol

Local DAQ/DSP Local DAQ/DSP

8B/10B Fibre links

Frame Buffer

DMSC EFU Server100 Gb Ethernet

Ring 0

Data protocol

Frame Buffer

Packet Mux

UDP StackUDP Stack



VMM Integration

Steven Alcock, Detector Group, 25th March 2022

• The VMM3A is the primary choice of ASIC for the MultiBlade, MultiGrid and NMX 
detectors in order to satisfy high channel count requirements.


• Significant development (the VMM Hybrid) already undertaken by CERN RD51 to read 
out and control this ASIC, but targeting the SRS readout system.


• Best solution in terms of design-reuse is to implement the FEA logic on a separate 
FPGA board – a so-called “Assistor Board”:


• The current assistor board is a commercial off-the-shelf Xilinx development board (the 
KC705).


• The SRS FEC firmware has been ported to the KC705, allowing the VMM hybrid to be 
controlled and read out using existing firmware. A new interface has been written to 
the ESS assistor logic.


• This work does not preclude the use of custom solutions in the future with smaller 
size/weight/power/cost.



Front-End Integration for ESS Instruments

Chess document: ESS-2055809

Assister Specification Document

• FEA assister is an FPGA which 
glues the integration together 


• FEA (front end assister) 
firmware communicates with 
the ring/backend


• FEE (front end user firmware) 
communicates with frontend 
ASIC like VMM3a or ADC


• FEA and FEE part of firmware 
communicate via AXI4 streams
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Front End Electronics: VMM3A ASIC

• VMM3a is the 4th version of an ASIC developed by Brookhaven National lab for the ATLAS New 
Small Wheel upgrade at CERN


• ASIC developed to read out Micro Pattern Gaseous detectors (MPGD)

• ASIC is high rate, sub-ns time resolution

• RD51 VMM3A hybrid common ESS-CERN project: successful 
integration of the VMM3a ASIC into the CERN Scalable Readout 
System (SRS) during BrightnESS


• 7.3 Mhits/s per VMM3a ASIC

• Per single VMM3a channel 4 Mhits/s

• Works well also for wire-based gaseous detectors
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Master Module

Ring

Ring

Ring

Ring

Ring

VMM 
Hybrid

FMC-HDMI
FMC-SFP

KC705VCU118

MM
FEA 1

FEA 2

of

of

of
hdmi

hybrid

VMM

VMM

VMM Integration 



VMM Integration 

• Data seen from VMM input 
channel through to data egress 
from Master Module


• Through data rings

• End-end data in electronics 

MM
FEA 1

FEA 2

VMM
of

of

of

VMM

hdmi

hybrid 59



Engineering the whole system … 

It’s not just digital … 

… or only about data transport and manipulation … 



MultiBlade

Assistor crate

detector

VMM3As

Detector rack ca. 15-20m distant
ca. 1-2m services path from VMM3As to Assistor crate



PRESENTATION TITLE/FOOTER

Backend Readout Electronics 

622021-10-1
3

Electronics DAQ system works

Electronics DAQ system scales



MultiGrid

Eg CSPEC instrument

VMM3A and assister inside 
electronics box


ca. 50cm services path 
from electronics box to 
outside world. 


Detector rack ca. 10-15m 
distant



PRESENTATION TITLE/FOOTER

CSPEC Demonstrator on LET

642021-10-1
3

 Aim: Testing half length version of the CSPEC 
detector on LET instrument with final electronics. 


 Status:

 2x2 day test in March '22

 Vessel ready

 Coatings, Blade quality control, blade cutting done

 Preparation for grid assembly & documentation

 Successful mockup installation in the LET tank

MultiGrid detector on LET instrument@ISIS 

 Aim: final sign-off 
for construction



MultiGrid Electronics Box

LV regulators

Assistor board 1

Assistor board 2

EMI shielding on top of 2x VMM hybrids
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Figure 9 Principle drawing of earthing and bonding in a generic zone. ZEP in orange frame.  

Functional bonding may be required on systems which are “noisy” or propagate noise 
within the instrument. All instrument stakeholders are responsible for ensuring that their 
systems and components do not impart common mode and differential mode noise onto 
the instrument. Where necessary the stakeholders shall provide filtering to remove this 
noise. 

4.7. Sensitive equipment within the zone 
“Sensitive” is defined as being susceptible to electromagnetic interference (EMI). This 
includes, but is not limited to, the detector array and beam monitors which shall be 
isolated from all other instrument systems and be within its own isolated EMC zone. This 
zone shall be joined with the corresponding parts in the cabinet in order to extend the 
faraday cage of the detector cabinet to the detector array. The detector system (detector 
array + corresponding part) shall be Functionally Earthed and possibly Protective Bonded.  

Power supply to this complex is via its private UPS. For signal and communication, 
galvanic isolation (e g opto-couplers) shall be used. Apart from the connections described 
above, the entire detector complex shall be isolated from everything else.  

Re
vie
w

NB Faraday cage

Sensitive part of detector will be 
surrounded by Faraday cage


i.e. Faraday cage encompasses from 
voltage supply (in rack) through detector 
sensitive element, through to Front End 
ASIC


For NMX this Faraday cage encompasses 
the detector module, 

As this is the metallic object that surrounds 
readout plane

Therefore this should be isolated from 
robot/support


It is always wise to forsee bonding points at 
all isolated points - as it may be necessary 
to connect later 


Details of NMX grounding will be drawn up 
Autumn this year 

Principle



NB Caveat: indicative. 

This diagram is not 
uptodate. 

New version coming 


NB all networks, & similar 
will be optically decoupled


Master Module
All LV HV to detector

CAEN (or Wiener) multichannel system

Power and ground

Prototype Rack exists in Utgard and 
it is starting to be populated to 
determine configuration

Example for LOKI

DRAFT: Not final



Some Final Thoughts … 



Mood Message for the Development so far ... 

71

from here in 2010 ... 
to here in 2022… 

•Development time is long: typically 10 years from 
conception to utilisation

•Solve challenges one at a time, and remain calm



Time from first proposal of a neutron source to 
operation at full specification

trend not unique to 
neutrons


Similar trends noted 
previously for Power 
Reactors, HEP, civil 
infrastructure, etc … 



Collaborations for Construction Phase

73

Big projects are very very difficult
•Berlin airport … 
•Every military contract … 
•Your local hospital … 

It’s not going to be smooth …
… don’t worry about this months crisis … 

Focus on the goal and the vision and work towards 
this 



Timeline for detectors (schedule from 2012)

74

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
2013-4 Proposal Round
Conceptual Design Work
Instrument Submission

2013-4 Proposal Selection
Instrument Decision

Instrument Construction
Phase 1: Conceptual Design

Tollgate 2

Phase 2: Detailed Design
Tollgate 3

Construction
Installation

Commissioning
Ready For Hot Commissing

Detector
Multi-Grid Development

Proof of Concept
Prototype 2

Report

Design Optimisation
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Design for ESS Instrument
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Ready for Deployment

Detector Construction
Final Design Verification

In-Kind Contracts
Coatings

Mechanics
Assembly
Testing

Final Electronics Design
Electronics Production

Electronics Testing
Detector Integration and Calibration

Installation and Commissioning
Detector Ready For Neutrons

Figure 11: Simplified schedule for a hypothetical tranche 1 bispectral direct spectroscopy instrument at ESS - a
”day one” instrument - and in particular the timeline for the detector development and technology choices for this
instrument. The top part of the schedule shows the design update phase of the instrument and the instrument
construction timeline for this instrument, assuming that it is chosen in this proposal round. The bottom part of
the schedule shows how the timing of the detector development and the necessary prototyping stages fit in with
the detector construction for this instrument. The MultiGrid design is taken here as representative of the various
developments underway.
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•Here is the timeline for a thermal 
chopper spectrometer with one concept 
for detector technology

•note: 10 years from concept to 
(potential) utilisation

•note: neither the proof of concept nor 
construction phases dominate the 
timeline, but rather the numerous 
prototyping and demonstration phases 
in between 

“just in time”
•Design friction: Only review decisions made  if you 
really really need to 

•I have seen many systems redesigned without any need 
to … wasted effort. 


•Get it working - keep it working - 

•and then only then improve it 



An aside on Project Management … 
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Multi-Grid Development

Proof of Concept
Prototype 2

Report

Design Optimisation
IN6 Demonstrator
IN5 Demonstrator

Performance and Costing Report

Optimisation for Bispectral Instrument
Design for ESS Instrument

Report

Technology Demonstrator
Ready for Deployment

Detector Construction
Final Design Verification
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Figure 11: Simplified schedule for a hypothetical tranche 1 bispectral direct spectroscopy instrument at ESS - a
”day one” instrument - and in particular the timeline for the detector development and technology choices for this
instrument. The top part of the schedule shows the design update phase of the instrument and the instrument
construction timeline for this instrument, assuming that it is chosen in this proposal round. The bottom part of
the schedule shows how the timing of the detector development and the necessary prototyping stages fit in with
the detector construction for this instrument. The MultiGrid design is taken here as representative of the various
developments underway.
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“just in time”

• You must to use “waterfall” project management 
• (Gantt charts, etc). 
• Most appropriate for “known” builds
• eg house… 
• Focuses on immediate issues and critical path 
• Use it to make sure that decisions are made, and interfaces 

understood and to understand progress

• However, detectors are very much a hi-tech item … 
• … agile technique much better reflects actual work 

methodology
• You don’t know what exactly you will achieve during R&D
• Be aware that this might better reflect day-day work 

• 3rd method: “successive principle”.
• Focus on the goal, and work back from these. 
• Use non-experts to evaluate schedule given by experts … 

• Making progress and getting things done is complex in big 
projects …



•From "the mythical man month”



•From "the mythical man month”



Teamwork ... 
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• A pleasant working atmosphere … 

• A working culture that is open to diversity

• Creativity …



Thoughts … 

• Detector & DAQ development takes time

• Very difficult to go from concept to beam line in less than a decade

• e.g. Multi Grid started 2009/10. On ESS instrument ca. 2024/25

• Detector development time >> Instrument construction time


• This should be our aspiration level for a (every?) decade … :
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The	farther	the	box	from	the	
(1,1)	reference	point,	the	bigger	
the	challenge	for	detectors.	

(1,1)	=	state-of-the-art

…and cost improvement of a factor 
of few …

Basic	Principle	of	Neutron	Detectors

photons 
or charge

converter

n
collect 

charge or 
photons amplify

gain
digitise algorithm

disk / “dmsc-land”

order may be different, or step skipped

“Converter”
“Detector”

“Electronics”

Efficient neutron converters a key component for neutron detectors

+ +
ESS 2013-11-12

Demonstrator#for#Timing#and#
Control#Interface##

Control!Boxes!
•  Servers controlling a collection 

of equipment 

•  Standardized platform 
Components 
CS core services 
HMI 
Integration support 

• Computing and electronics have become 
ubiquitous and very cheap


• Future detectors will be much more 
designed around electronics


• Don't divide DAQ &detector efforts


• Simulation will play a much bigger role in 
design 


• Specialisation and collaboration
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Summary
•Every DAQ system has different requirements: “horses for courses”

•Used ESS as an example for how a data acquisition system is designed

•What do you actually want to do with the DAQ system?

•What is important?


•Optimise your time. Recycle what you can 

•You will underestimate the amount of time for changes (NRE).  

•Only change what you need to. 

•Don’t be afraid to take off the shelf solutions. 


•What can go wrong?

•Remember: typically 10 years concept to implementation

•Don’t forget all the engineering factors … not just data transport … 


•Make sure that you define what you want to measure clearly and 
unambigiously

•Publish what you do: too many of the best results remain forgotten and 
are redone 3-10 years later


•It’s all about people … 

•… and how they work with each other 

BrightnESS is funded by the European Union Framework Programme for 

Research and Innovation Horizon 2020, under grant agreement 676548
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