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LoRa in the Antarctic

a SD-card and transmitted through LoRa to the gateway. From
the comparison of the received and originally transmitted data,
a bit error rate can be calculated. However, we observed that
no received package had a bit error but not all packages were
received. In other words, a whole data package of 20 Bytes has
been received completely or not at all. Therefore a package
success rate has been calculated instead of a bit error rate.
Figure 9 shows the results from one motorboat drive along
the Weser shipping lane. As it can be seen in Table I, one

Fig. 9. success rate for different data rates

cycle of transmitting a data package with each data rate
takes around 3.7 s. The boat speed is around 18 kn, which
is 33 km/h or 9.3 m/s. The relatively high boat speed and the
long airtime results in only few measurements per distance.
In average along a 1 km track only 6 data packages per data
rate are transmitted. Therefore the packages success rate is
calculated in 3 km bins for a more significant statistics. It can

TABLE I
AIRTIME FOR DIFFERENT DATA RATES

CALCULATED FROM [3]

Data rate Airtime

DR0 1810 ms
DR1 987 ms
DR2 453 ms
DR3 247 ms
DR4 134 ms
DR5 72 ms

be observed, that the package success rate is almost 100 %
for the first 10 km for all data rates. When the transmitter
gets further away from the gateway, some packages are not
successfully received anymore. The lower the data rate, the
further a successful transmission is maintained. Applying a
50 % threshold for a successful transmission, distances from
15 km for DR5 to 25 km for DR0 can be achieved. However,
it is assumed that even greater transmission ranges can be
covered with higher antenna positions.

B. sea ice measurements in Antarctica
The system was used in Antarctica near the Neumayer III

station to measure sea ice parameters on the Atka Bay. It was

placed at ATKA11, one of the regularly visited measurements
sites shown in Figure 1. ATKA11 is around 17 km away
from the station. Figure 10 shows the installation on the sea
ice. Both, the kayak including the EM31 conductivity meter
and the waterproof case containing the data acquisition unit
and the battery, were buried under the snow to prevent snow
accumulation from drift. For the LoRa link to the station, a
dipole antenna was placed on a 2.5 m long stick. The gateway
on the station was equipped with a 8 dBi directional antenna.

Fig. 10. The AutonomousEM on the sea ice at Atka Bay

The system was deployed on December 25. 2022 and was
expected to run for at least a month until the sea ice breaks
away beginning of February. Unfortunately the bay opened
already on January 01. 2023 and the sea ice drifted away,
including the measurement system. In the evening of January
02., the system was outside the coverage of the LoRaWAN. On
January 07. the instrument was recovered by helicopter and the
data could still be evaluated. Figure 11 shows the position data
received by the gateway. Figure 12 shows the position received

Fig. 11. The position of the measurement system during the opening of Atka
Bay

by the gateway and the position stored locally. It can not be
clearly resolved if the measurement system drifted behind the
shelf ice, leaving the line of sight, drifted outside the main
beam of the gateway’s directional antenna, went behind the
horizon or left the maximum transmission range.

the data base from Neumayer III station is mirrored. The
Grafana instance in Germany can be reached from the internet,
whereas the Chirpstack and InfluxDB are only accessible from
inside the AWI network - or from the internet using a VPN
connection.

B. Sensors

In this chapter the used sensors are introduced, although in
this document, we will focus on the data flow and not on the
sensors itself or the results of the sea ice measurements.

To measure sea ice and platelet ice layer thickness, an EM31
conductivity meter is used. The instrument emits a time vary-
ing magnetic field with a frequency of 9.1 kHz. It measures
the response from a conductive ground under the instruments
and calculates the strength of an induced secondary field. For a
better dynamic range, the transmitter and receiver are installed
4m away from each other in two booms, which are connected
to the central electronics of the instrument. Data can be read
using a serial connection. The instrument is fully analog and
has mechanical switches. It can be connected to an external
power supply and it starts measuring as soon as power is
applied. For a reliable calculation of the sea ice parameters, no
conductive material is allowed closer than 5 m to the EM31. To
protect the instrument from the harsh Antarctic environment,
it is placed in a plastic kayak, that has no conductive elements
on the hull.

Fig. 4. top: EM31 conductivity meter, bottom: kayak with installed EM31

The EM31 is known to have a small drift, when turned
on. To have the possibility for any temperature related drift
correction, a DTM5080 temperature sensor is installed near
the data acquisition unit. The sensor is connected to a serial
port and is powered by the DTR or RTS connections of the
serial interface.

To monitor the systems position and for a accurate time
reference, a GNSS receiver is installed on the data acquisition
unit. Like explained later in chapter IV-C, the GNSS receiver
is a L76-L module from Quectel that is mounted to one of the
circuit boards of the data acquisition unit and can be controlled
using the I2C bus.

C. Data acquisition unit
The data acquisition unit (DAQ) controls the sensors, stores

the data locally on a SD-Card, transmits the data through a
LoRa radio link and puts the whole system in a deep sleep
mode between measurements cycles. The DAQ consists of a
custom made mainboard, built around the LoPy4 development
board and the Pytrack expansion board, both built by Pycom.
The two Pycom boards are connected to the mainboard using
pin headers. The LoPy4 provides an ESP32 microcontroller,
Wifi connection and a LoRa transceiver. The ESP32 is pro-
grammed using Pycoms version of MicroPython. The Pytrack
expansion board offers a USB connection for programming, a
SD-card slot and a GNSS receiver. The mainboard hosts a real-
time-clock (RTC), DC-DC regulators and two level sifter to
connect the LoPy4’s TTL uart interface to serial connections.
For protection the electronics is stored in a water tight case
together with the battery. The DAQ and the EM31 can run on

Fig. 5. left: data acquisition unit (DAQ), right: DAQ placed on sea ice

a wide input voltage range from 8 V to 28 V, making it easy
in the field to use whatever battery is available.

The configuration of each measurement cycle is stored
on the SD-card. Each measurement cycle is defined by the
warm-up time, the measurement time, the interval between
measurements and the next wakeup-time. Usually each mea-
surement interval lasts between 1 minute to 20 minutes where
a measurement is performed every 1 s to 10 s. Between each
cycle the DAQ goes into a deep sleep mode, where it turns
off all connected sensors. In the deep sleep mode, only the
RTC is powered by the main battery. The deep sleep power
consumption is 360µW and the power consumption during a
measurement cycle is around 2 W.

For the radio connection the LoPy4 board offers a LoRa
transceiver chip and the Pycom MicroPython version pro-
vides support for the LoRaWAN protocol. For LoRa different
data rates exist resulting in multi second air times for the
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Protecting livestock from wolves
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Wolf Repelling
ÒUltrasonic, sonic, light pulses, etc.
ÒNeeds to be random and surprising to prevent accommodation
ÒNeeds to be safe for livestock
ÒNeeds to work from distance (10-20 meters at least)
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Mosquito Counting in Thailand
ü Count mosquitos in the wild based on their 

wingbeat sound
ü LoRa used for communication (large distances, 

no infrastructure)
ü Machine learning model trained for recognition
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Wireless Problems
Ø Wireless signal is very sensitive to the environment, especially to obstacles and water.
Ø Experiment from Thailand, Feb. 2020
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Reception success on a map

ÒNeeds line of sight
ÒFoliage is an obstacle
ÒElevated gateways will help 

(accessibility?)

hotel

RTIC

hills
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Signal Strength over 
Distance

ÒAs expected, signal strength goes 
down with distance, quite fast
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LoRa Reception quality over distance
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LoRa on ice
ÒVarious sensing campaigns for ice thickness 

in the Antarctic by the Alfred-Wegener-
Institute (Germany).
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Abstract—To understand processes in sea ice, the atmosphere,

or in the ocean, many different parameters need to be measured

on different spatial and temporal scales. Data collection and

sensor behavior monitoring of single sensor platforms are usually

carried out with satellite communication links. When deploying

many (100+) sensors over a smaller area (radius ¡ 30km), research

stations and ships can serve as a central hub where the data are

centrally collected, eliminating the need for satellite links for each

sensor. To offer a network that allows easy integration of sensors,

we successfully implemented a Long Range Wide Area Network

(LoRaWAN) at the Neumayer III station in Antarctica, providing

near real-time access to sea ice parameters around the station.

The network currently includes two LoRa gateways receiving

data from multiple sensors and a software stack enabling the data

flow to Bremerhaven, including database synchronization and

data visualization. As a first application, we built and deployed

an energy-efficient autonomous data acquisition unit that collects

data from an EM31 conductivity meter and transmits the results

via the network. Here we summarize the results from the first

implementation of the sensor network and give an outlook on

the potential of this technology for the sea ice research.

Index Terms—Wireless sensor networks, hardware

I. INTRODUCTION

To understand climate change and its effects, many small
elements of our planet need to be investigated in detail.
One important and very dominant indicator of your planet’s
condition in the sea ice in the Arctic and Antarctic. To better
understand the influence of sea ice on the interaction between
ocean and atmosphere, it’s parameters need to measured in
different spatial and temporal scales. For regular measurements
on sea ice - besides many other parameters - the Alfred-
Wegener Institute, Helmholtz Centre for Polar and Marine
Research (AWI) operates the permanently staffed research
station Neumayer III in Antarctica. The station is positioned
on the shelf ice, approximately 10km away from the shelf
ice edge, the transition to the sea ice cover. The Atka Bay,
a seasonally frozen bay inside the shelf ice, offers the possi-
bility to equip measurement sites on the sea ice, to regularly

measure sea ice parameters. Since 2010, a monitoring program
observing the seasonal evolution of fast ice in Atka Bay has
been implemented as part of the Antarctic Fast Ice Network
(AFIN). A number of sampling sites are visited on a monthly
basis to obtain a continuous record of sea ice parameters [1].
Figure 1 shows the location of Atka Bay, the Neumayer III
station and the different measurement sites that are regularly
sampled.

Fig. 1. study site and its surroundings [1]

One feature that can be observed in large amounts on Atka
Bay is platelet ice, frozen melt water from the shelf, that forms

the data base from Neumayer III station is mirrored. The
Grafana instance in Germany can be reached from the internet,
whereas the Chirpstack and InfluxDB are only accessible from
inside the AWI network - or from the internet using a VPN
connection.

B. Sensors

In this chapter the used sensors are introduced, although in
this document, we will focus on the data flow and not on the
sensors itself or the results of the sea ice measurements.

To measure sea ice and platelet ice layer thickness, an EM31
conductivity meter is used. The instrument emits a time vary-
ing magnetic field with a frequency of 9.1 kHz. It measures
the response from a conductive ground under the instruments
and calculates the strength of an induced secondary field. For a
better dynamic range, the transmitter and receiver are installed
4m away from each other in two booms, which are connected
to the central electronics of the instrument. Data can be read
using a serial connection. The instrument is fully analog and
has mechanical switches. It can be connected to an external
power supply and it starts measuring as soon as power is
applied. For a reliable calculation of the sea ice parameters, no
conductive material is allowed closer than 5 m to the EM31. To
protect the instrument from the harsh Antarctic environment,
it is placed in a plastic kayak, that has no conductive elements
on the hull.

Fig. 4. top: EM31 conductivity meter, bottom: kayak with installed EM31

The EM31 is known to have a small drift, when turned
on. To have the possibility for any temperature related drift
correction, a DTM5080 temperature sensor is installed near
the data acquisition unit. The sensor is connected to a serial
port and is powered by the DTR or RTS connections of the
serial interface.

To monitor the systems position and for a accurate time
reference, a GNSS receiver is installed on the data acquisition
unit. Like explained later in chapter IV-C, the GNSS receiver
is a L76-L module from Quectel that is mounted to one of the
circuit boards of the data acquisition unit and can be controlled
using the I2C bus.

C. Data acquisition unit
The data acquisition unit (DAQ) controls the sensors, stores

the data locally on a SD-Card, transmits the data through a
LoRa radio link and puts the whole system in a deep sleep
mode between measurements cycles. The DAQ consists of a
custom made mainboard, built around the LoPy4 development
board and the Pytrack expansion board, both built by Pycom.
The two Pycom boards are connected to the mainboard using
pin headers. The LoPy4 provides an ESP32 microcontroller,
Wifi connection and a LoRa transceiver. The ESP32 is pro-
grammed using Pycoms version of MicroPython. The Pytrack
expansion board offers a USB connection for programming, a
SD-card slot and a GNSS receiver. The mainboard hosts a real-
time-clock (RTC), DC-DC regulators and two level sifter to
connect the LoPy4’s TTL uart interface to serial connections.
For protection the electronics is stored in a water tight case
together with the battery. The DAQ and the EM31 can run on

Fig. 5. left: data acquisition unit (DAQ), right: DAQ placed on sea ice

a wide input voltage range from 8 V to 28 V, making it easy
in the field to use whatever battery is available.

The configuration of each measurement cycle is stored
on the SD-card. Each measurement cycle is defined by the
warm-up time, the measurement time, the interval between
measurements and the next wakeup-time. Usually each mea-
surement interval lasts between 1 minute to 20 minutes where
a measurement is performed every 1 s to 10 s. Between each
cycle the DAQ goes into a deep sleep mode, where it turns
off all connected sensors. In the deep sleep mode, only the
RTC is powered by the main battery. The deep sleep power
consumption is 360µW and the power consumption during a
measurement cycle is around 2 W.

For the radio connection the LoPy4 board offers a LoRa
transceiver chip and the Pycom MicroPython version pro-
vides support for the LoRaWAN protocol. For LoRa different
data rates exist resulting in multi second air times for the

EM31 conductivity meter
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very thin platelet while rising up in the water column. The
platelet ice accumulates under the sea ice and is of interest
for climate research, because it changes the heat exchange
between the ocean and the atmosphere. Since the platelets float
under the sea ice, the thickness and distribution of the platelet
ice layer is affected by the tides.

Fig. 2. Neumayer III station and Atka Bay

To measure the thickness of the platelet ice layer without
drilling holes for every measurement, a ground conductivity
meter can be used. To observe the thickness changes in the
tidal cycle, a measurements period of 30 minutes to 2 hours
is needed. The measurement sites on Atka Bay are visited
approximately once per month. From these two conditions,
the need to develop an autonomous data acquisition system
resulted.

In addition to pure data collection, we observed that a
real-time connection to the measurement device significantly
increased the quality of the data; furthermore, accessibility to
the database significantly increased the motivation to use the
data for the sea ice research.

Many instruments in the field of environmental research
can benefit from a wireless link to monitor the data in near
real-time. It would therefore be sustainable to develop a
measurement system that is as modular and universally usable.
Nevertheless, in this project, we describe a specific application
that is already in use.

II. RELATED WORK

A time-series measurement of the evolution of sea ice and
sub-ice platelet layer thickness in the tidal cycle was alredy
discussed in [2]. Although the manuscript was not published
and does not give any details about the measurement system,
the idea for an autonomous data acquisition unit with a radio
link was adopted and improved for this project.

III. APPLICATION SCENARIO

To study the change of the platelet ice layer thickness in
the tidal cycle, a long term measurement is set up on the
Atka Bay near the Neumayer III station. The instruments used,

are a EM31 conductivity meter, a temperature sensor and a
GNSS receiver. To monitor the data and the system status from
the station, a radio link is established as well as a database
and visualization. The furthest point on Atka Bay is 30 km
away from the station. The measurement system is deployed
on one regularly visited measurement sites, that are visited
every month, as long as the Atka Bay is accessible. The system
is first deployed in early Antarctic summer in November. The
air temperatures in that time are expected to be between -
15 and �C and 5 �C. Around mid-January, during Antarctic
summer, the sea ice breaks away. The system will be recovered
before the opening of the bay and will be deployed again after
the refreezing of the sea ice around end of May to early June.
During winter it will remain installed until the next summer
season.

The Neumayer III station is used as base for sea ice
measurements for many years. Since the shelf ice near Atka
Bay is around 200 m thick, the Neumayer III positioned around
20 m above sea level. The antenna on top of the station is ?? m
above the shelf ice. The total antenna height is will be therefore
??? m above sea level.

IV. MEASUREMENT SYSTEM

A. System overview

During the development of the measurement system, inter-
mediate stages with less features were developed and already
deployed in Antarctica. In this document we will focus on the
latest stage, that was implemented in the field. The current
system offers a data flow from the sensor to visualization.
Figure 3 shows the different elements of the measurement
system. The sensors for measuring sea ice and platelet layer

Satellite
LinkLoRaWAN

Sensor Unit

Open Source
Software Stack

Gateway Mirrored
Database

Data
Visualization

Neumayer III Bremerhaven

Fig. 3. system overview

thickness as well as the temperature and GNSS position are
connected to a data acquisition unit, which is explained in
detail in section IV-C. The data is stored locally on a SD-
card and additionally transmitted through LoRa using the Lo-
RaWAN protocol. At the Neumayer III station a commercially
purchased gateway is installed. The gateway forwards any
received data to a server that runs a software stack consisting
of the Chirpstack network server, the InfluxDB data base and
the visualization software Grafana. The same software stack
is set up on a server in Bremerhaven, Germany, to which

the data base from Neumayer III station is mirrored. The
Grafana instance in Germany can be reached from the internet,
whereas the Chirpstack and InfluxDB are only accessible from
inside the AWI network - or from the internet using a VPN
connection.

B. Sensors

In this chapter the used sensors are introduced, although in
this document, we will focus on the data flow and not on the
sensors itself or the results of the sea ice measurements.

To measure sea ice and platelet ice layer thickness, an EM31
conductivity meter is used. The instrument emits a time vary-
ing magnetic field with a frequency of 9.1 kHz. It measures
the response from a conductive ground under the instruments
and calculates the strength of an induced secondary field. For a
better dynamic range, the transmitter and receiver are installed
4m away from each other in two booms, which are connected
to the central electronics of the instrument. Data can be read
using a serial connection. The instrument is fully analog and
has mechanical switches. It can be connected to an external
power supply and it starts measuring as soon as power is
applied. For a reliable calculation of the sea ice parameters, no
conductive material is allowed closer than 5 m to the EM31. To
protect the instrument from the harsh Antarctic environment,
it is placed in a plastic kayak, that has no conductive elements
on the hull.

Fig. 4. top: EM31 conductivity meter, bottom: kayak with installed EM31

The EM31 is known to have a small drift, when turned
on. To have the possibility for any temperature related drift
correction, a DTM5080 temperature sensor is installed near
the data acquisition unit. The sensor is connected to a serial
port and is powered by the DTR or RTS connections of the
serial interface.

To monitor the systems position and for a accurate time
reference, a GNSS receiver is installed on the data acquisition
unit. Like explained later in chapter IV-C, the GNSS receiver
is a L76-L module from Quectel that is mounted to one of the
circuit boards of the data acquisition unit and can be controlled
using the I2C bus.

C. Data acquisition unit
The data acquisition unit (DAQ) controls the sensors, stores

the data locally on a SD-Card, transmits the data through a
LoRa radio link and puts the whole system in a deep sleep
mode between measurements cycles. The DAQ consists of a
custom made mainboard, built around the LoPy4 development
board and the Pytrack expansion board, both built by Pycom.
The two Pycom boards are connected to the mainboard using
pin headers. The LoPy4 provides an ESP32 microcontroller,
Wifi connection and a LoRa transceiver. The ESP32 is pro-
grammed using Pycoms version of MicroPython. The Pytrack
expansion board offers a USB connection for programming, a
SD-card slot and a GNSS receiver. The mainboard hosts a real-
time-clock (RTC), DC-DC regulators and two level sifter to
connect the LoPy4’s TTL uart interface to serial connections.
For protection the electronics is stored in a water tight case
together with the battery. The DAQ and the EM31 can run on

Fig. 5. left: data acquisition unit (DAQ), right: DAQ placed on sea ice

a wide input voltage range from 8 V to 28 V, making it easy
in the field to use whatever battery is available.

The configuration of each measurement cycle is stored
on the SD-card. Each measurement cycle is defined by the
warm-up time, the measurement time, the interval between
measurements and the next wakeup-time. Usually each mea-
surement interval lasts between 1 minute to 20 minutes where
a measurement is performed every 1 s to 10 s. Between each
cycle the DAQ goes into a deep sleep mode, where it turns
off all connected sensors. In the deep sleep mode, only the
RTC is powered by the main battery. The deep sleep power
consumption is 360µW and the power consumption during a
measurement cycle is around 2 W.

For the radio connection the LoPy4 board offers a LoRa
transceiver chip and the Pycom MicroPython version pro-
vides support for the LoRaWAN protocol. For LoRa different
data rates exist resulting in multi second air times for the
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Experiment 1 in Bremerhaven (Germany)

lowest data rate and the furthest transmission range. If the
measurement interval is faster than the transmission of each
data set, the data acquired during a LoRa transmission is
stored only locally on the SD-card and not transmitted when
a transmission is possible again.

D. LoRa radion link and gateway
For receiving the data from the data acquisition unit at the

station, a gateway is installed. There are different gateways
available off-the-shelf and for this project two DLOS8N from
Dragino is used. Different antennas can be connected to the
gateway. All data received are forwarded to a network server
through an Ethernet connection.

E. software stack
On a server at Neumayer III station, a Docker Engine

is hosting the software stack for processing the data. The
software stack contains of the Chirpstack network server, the
InfluxDB data base and a Grafana for visualization. The same
software stack is set up on a server at AWI’s computing centre
in Bremerhaven, Germany. The data base from Neumayer
station is mirrored to the data base in Bremerhaven using the
station’s satellite link. The Grafana instance in Germany is
available through the internet, enabling world wide access to
the sensor data from Atka Bay. Additionally, a gateway can be
connected to the software stack in Bremerhaven, generating a
completely mirrored system of the set up from Neumayer III
station, allowing extensive testing of the system before finally
deploying it in Antarctica.

V. PERFORMANCE TESTS

A. data rate comparison
The LoRa technology provides different data rates where

the transmission range increases with decreased data rate. With
decreasing data rate and increasing range, the time on air also
increases. To estimate the data rate for different application
scenarios and therefore the transmission time and band usage,
a range test for different data rates has been conducted.

The position of the Alfred-Wegener Institute near the Weser
river, offers the possibility to have a 40 km track along the
shipping lane without any obstacles. Figure 6 shows the line
of sight from AWI’s main building along the Weser river. To
measure the maximum range for each data rate, a motorboat
has been equipped with the sensor unit, shown in Figure 7. A
dipole antenna is mounted on a pole in the center of the boat,
2.5 m above the water line. A aluminium box is mounted next
to the steering on the port side of the boat. Inside the box, the
data acquisition unit, the temperature sensor and a battery are
stored. The GNSS antenna is mounted on top of the box. The
software of the data acquisition unit has been modified in a
way, that it measures data and transmits the results with each
data rate. The DAQ repeats this three times in a row as fast as
possible, afterwards the program is paused for 1 minute. The
system transmits data while the boat drives along the river.

The gateway for receiving the data through LoRa and Lo-
RaWAN is installed on one of the roofs of the AWI buildings,

Fig. 6. viewing line from AWI’s main building along the shipping lane of
the Weser river

Fig. 7. motorboat equipped with the measurement system

at a position where a clear line of sight is established along
the Weser river, shown in Figure 8. The same dipole antenna
is used for the gateway, that is also installed on the motorboat.

Fig. 8. Gateway on the roof

Each data set has a length of 20 Bytes, is stored locally on

ÒBoat with LoRa, gateway on the roof of the institute
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lowest data rate and the furthest transmission range. If the
measurement interval is faster than the transmission of each
data set, the data acquired during a LoRa transmission is
stored only locally on the SD-card and not transmitted when
a transmission is possible again.

D. LoRa radion link and gateway
For receiving the data from the data acquisition unit at the

station, a gateway is installed. There are different gateways
available off-the-shelf and for this project two DLOS8N from
Dragino is used. Different antennas can be connected to the
gateway. All data received are forwarded to a network server
through an Ethernet connection.
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is hosting the software stack for processing the data. The
software stack contains of the Chirpstack network server, the
InfluxDB data base and a Grafana for visualization. The same
software stack is set up on a server at AWI’s computing centre
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station is mirrored to the data base in Bremerhaven using the
station’s satellite link. The Grafana instance in Germany is
available through the internet, enabling world wide access to
the sensor data from Atka Bay. Additionally, a gateway can be
connected to the software stack in Bremerhaven, generating a
completely mirrored system of the set up from Neumayer III
station, allowing extensive testing of the system before finally
deploying it in Antarctica.
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decreasing data rate and increasing range, the time on air also
increases. To estimate the data rate for different application
scenarios and therefore the transmission time and band usage,
a range test for different data rates has been conducted.

The position of the Alfred-Wegener Institute near the Weser
river, offers the possibility to have a 40 km track along the
shipping lane without any obstacles. Figure 6 shows the line
of sight from AWI’s main building along the Weser river. To
measure the maximum range for each data rate, a motorboat
has been equipped with the sensor unit, shown in Figure 7. A
dipole antenna is mounted on a pole in the center of the boat,
2.5 m above the water line. A aluminium box is mounted next
to the steering on the port side of the boat. Inside the box, the
data acquisition unit, the temperature sensor and a battery are
stored. The GNSS antenna is mounted on top of the box. The
software of the data acquisition unit has been modified in a
way, that it measures data and transmits the results with each
data rate. The DAQ repeats this three times in a row as fast as
possible, afterwards the program is paused for 1 minute. The
system transmits data while the boat drives along the river.

The gateway for receiving the data through LoRa and Lo-
RaWAN is installed on one of the roofs of the AWI buildings,
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Fig. 7. motorboat equipped with the measurement system
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the Weser river, shown in Figure 8. The same dipole antenna
is used for the gateway, that is also installed on the motorboat.

Fig. 8. Gateway on the roof

Each data set has a length of 20 Bytes, is stored locally on

lowest data rate and the furthest transmission range. If the
measurement interval is faster than the transmission of each
data set, the data acquired during a LoRa transmission is
stored only locally on the SD-card and not transmitted when
a transmission is possible again.

D. LoRa radion link and gateway
For receiving the data from the data acquisition unit at the

station, a gateway is installed. There are different gateways
available off-the-shelf and for this project two DLOS8N from
Dragino is used. Different antennas can be connected to the
gateway. All data received are forwarded to a network server
through an Ethernet connection.

E. software stack
On a server at Neumayer III station, a Docker Engine

is hosting the software stack for processing the data. The
software stack contains of the Chirpstack network server, the
InfluxDB data base and a Grafana for visualization. The same
software stack is set up on a server at AWI’s computing centre
in Bremerhaven, Germany. The data base from Neumayer
station is mirrored to the data base in Bremerhaven using the
station’s satellite link. The Grafana instance in Germany is
available through the internet, enabling world wide access to
the sensor data from Atka Bay. Additionally, a gateway can be
connected to the software stack in Bremerhaven, generating a
completely mirrored system of the set up from Neumayer III
station, allowing extensive testing of the system before finally
deploying it in Antarctica.

V. PERFORMANCE TESTS

A. data rate comparison
The LoRa technology provides different data rates where

the transmission range increases with decreased data rate. With
decreasing data rate and increasing range, the time on air also
increases. To estimate the data rate for different application
scenarios and therefore the transmission time and band usage,
a range test for different data rates has been conducted.

The position of the Alfred-Wegener Institute near the Weser
river, offers the possibility to have a 40 km track along the
shipping lane without any obstacles. Figure 6 shows the line
of sight from AWI’s main building along the Weser river. To
measure the maximum range for each data rate, a motorboat
has been equipped with the sensor unit, shown in Figure 7. A
dipole antenna is mounted on a pole in the center of the boat,
2.5 m above the water line. A aluminium box is mounted next
to the steering on the port side of the boat. Inside the box, the
data acquisition unit, the temperature sensor and a battery are
stored. The GNSS antenna is mounted on top of the box. The
software of the data acquisition unit has been modified in a
way, that it measures data and transmits the results with each
data rate. The DAQ repeats this three times in a row as fast as
possible, afterwards the program is paused for 1 minute. The
system transmits data while the boat drives along the river.

The gateway for receiving the data through LoRa and Lo-
RaWAN is installed on one of the roofs of the AWI buildings,

Fig. 6. viewing line from AWI’s main building along the shipping lane of
the Weser river

Fig. 7. motorboat equipped with the measurement system

at a position where a clear line of sight is established along
the Weser river, shown in Figure 8. The same dipole antenna
is used for the gateway, that is also installed on the motorboat.

Fig. 8. Gateway on the roof

Each data set has a length of 20 Bytes, is stored locally on
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a SD-card and transmitted through LoRa to the gateway. From
the comparison of the received and originally transmitted data,
a bit error rate can be calculated. However, we observed that
no received package had a bit error but not all packages were
received. In other words, a whole data package of 20 Bytes has
been received completely or not at all. Therefore a package
success rate has been calculated instead of a bit error rate.
Figure 9 shows the results from one motorboat drive along
the Weser shipping lane. As it can be seen in Table I, one

Fig. 9. success rate for different data rates

cycle of transmitting a data package with each data rate
takes around 3.7 s. The boat speed is around 18 kn, which
is 33 km/h or 9.3 m/s. The relatively high boat speed and the
long airtime results in only few measurements per distance.
In average along a 1 km track only 6 data packages per data
rate are transmitted. Therefore the packages success rate is
calculated in 3 km bins for a more significant statistics. It can

TABLE I
AIRTIME FOR DIFFERENT DATA RATES

CALCULATED FROM [3]

Data rate Airtime

DR0 1810 ms
DR1 987 ms
DR2 453 ms
DR3 247 ms
DR4 134 ms
DR5 72 ms

be observed, that the package success rate is almost 100 %
for the first 10 km for all data rates. When the transmitter
gets further away from the gateway, some packages are not
successfully received anymore. The lower the data rate, the
further a successful transmission is maintained. Applying a
50 % threshold for a successful transmission, distances from
15 km for DR5 to 25 km for DR0 can be achieved. However,
it is assumed that even greater transmission ranges can be
covered with higher antenna positions.

B. sea ice measurements in Antarctica
The system was used in Antarctica near the Neumayer III

station to measure sea ice parameters on the Atka Bay. It was

placed at ATKA11, one of the regularly visited measurements
sites shown in Figure 1. ATKA11 is around 17 km away
from the station. Figure 10 shows the installation on the sea
ice. Both, the kayak including the EM31 conductivity meter
and the waterproof case containing the data acquisition unit
and the battery, were buried under the snow to prevent snow
accumulation from drift. For the LoRa link to the station, a
dipole antenna was placed on a 2.5 m long stick. The gateway
on the station was equipped with a 8 dBi directional antenna.

Fig. 10. The AutonomousEM on the sea ice at Atka Bay

The system was deployed on December 25. 2022 and was
expected to run for at least a month until the sea ice breaks
away beginning of February. Unfortunately the bay opened
already on January 01. 2023 and the sea ice drifted away,
including the measurement system. In the evening of January
02., the system was outside the coverage of the LoRaWAN. On
January 07. the instrument was recovered by helicopter and the
data could still be evaluated. Figure 11 shows the position data
received by the gateway. Figure 12 shows the position received

Fig. 11. The position of the measurement system during the opening of Atka
Bay

by the gateway and the position stored locally. It can not be
clearly resolved if the measurement system drifted behind the
shelf ice, leaving the line of sight, drifted outside the main
beam of the gateway’s directional antenna, went behind the
horizon or left the maximum transmission range.
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very thin platelet while rising up in the water column. The
platelet ice accumulates under the sea ice and is of interest
for climate research, because it changes the heat exchange
between the ocean and the atmosphere. Since the platelets float
under the sea ice, the thickness and distribution of the platelet
ice layer is affected by the tides.

Fig. 2. Neumayer III station and Atka Bay

To measure the thickness of the platelet ice layer without
drilling holes for every measurement, a ground conductivity
meter can be used. To observe the thickness changes in the
tidal cycle, a measurements period of 30 minutes to 2 hours
is needed. The measurement sites on Atka Bay are visited
approximately once per month. From these two conditions,
the need to develop an autonomous data acquisition system
resulted.

In addition to pure data collection, we observed that a
real-time connection to the measurement device significantly
increased the quality of the data; furthermore, accessibility to
the database significantly increased the motivation to use the
data for the sea ice research.

Many instruments in the field of environmental research
can benefit from a wireless link to monitor the data in near
real-time. It would therefore be sustainable to develop a
measurement system that is as modular and universally usable.
Nevertheless, in this project, we describe a specific application
that is already in use.

II. RELATED WORK

A time-series measurement of the evolution of sea ice and
sub-ice platelet layer thickness in the tidal cycle was alredy
discussed in [2]. Although the manuscript was not published
and does not give any details about the measurement system,
the idea for an autonomous data acquisition unit with a radio
link was adopted and improved for this project.

III. APPLICATION SCENARIO

To study the change of the platelet ice layer thickness in
the tidal cycle, a long term measurement is set up on the
Atka Bay near the Neumayer III station. The instruments used,

are a EM31 conductivity meter, a temperature sensor and a
GNSS receiver. To monitor the data and the system status from
the station, a radio link is established as well as a database
and visualization. The furthest point on Atka Bay is 30 km
away from the station. The measurement system is deployed
on one regularly visited measurement sites, that are visited
every month, as long as the Atka Bay is accessible. The system
is first deployed in early Antarctic summer in November. The
air temperatures in that time are expected to be between -
15 and �C and 5 �C. Around mid-January, during Antarctic
summer, the sea ice breaks away. The system will be recovered
before the opening of the bay and will be deployed again after
the refreezing of the sea ice around end of May to early June.
During winter it will remain installed until the next summer
season.

The Neumayer III station is used as base for sea ice
measurements for many years. Since the shelf ice near Atka
Bay is around 200 m thick, the Neumayer III positioned around
20 m above sea level. The antenna on top of the station is ?? m
above the shelf ice. The total antenna height is will be therefore
??? m above sea level.

IV. MEASUREMENT SYSTEM

A. System overview

During the development of the measurement system, inter-
mediate stages with less features were developed and already
deployed in Antarctica. In this document we will focus on the
latest stage, that was implemented in the field. The current
system offers a data flow from the sensor to visualization.
Figure 3 shows the different elements of the measurement
system. The sensors for measuring sea ice and platelet layer

Fig. 3. system overview

thickness as well as the temperature and GNSS position are
connected to a data acquisition unit, which is explained in
detail in section IV-C. The data is stored locally on a SD-
card and additionally transmitted through LoRa using the Lo-
RaWAN protocol. At the Neumayer III station a commercially
purchased gateway is installed. The gateway forwards any
received data to a server that runs a software stack consisting
of the Chirpstack network server, the InfluxDB data base and
the visualization software Grafana. The same software stack
is set up on a server in Bremerhaven, Germany, to which

a SD-card and transmitted through LoRa to the gateway. From
the comparison of the received and originally transmitted data,
a bit error rate can be calculated. However, we observed that
no received package had a bit error but not all packages were
received. In other words, a whole data package of 20 Bytes has
been received completely or not at all. Therefore a package
success rate has been calculated instead of a bit error rate.
Figure 9 shows the results from one motorboat drive along
the Weser shipping lane. As it can be seen in Table I, one

Fig. 9. success rate for different data rates

cycle of transmitting a data package with each data rate
takes around 3.7 s. The boat speed is around 18 kn, which
is 33 km/h or 9.3 m/s. The relatively high boat speed and the
long airtime results in only few measurements per distance.
In average along a 1 km track only 6 data packages per data
rate are transmitted. Therefore the packages success rate is
calculated in 3 km bins for a more significant statistics. It can

TABLE I
AIRTIME FOR DIFFERENT DATA RATES

CALCULATED FROM [3]

Data rate Airtime

DR0 1810 ms
DR1 987 ms
DR2 453 ms
DR3 247 ms
DR4 134 ms
DR5 72 ms

be observed, that the package success rate is almost 100 %
for the first 10 km for all data rates. When the transmitter
gets further away from the gateway, some packages are not
successfully received anymore. The lower the data rate, the
further a successful transmission is maintained. Applying a
50 % threshold for a successful transmission, distances from
15 km for DR5 to 25 km for DR0 can be achieved. However,
it is assumed that even greater transmission ranges can be
covered with higher antenna positions.

B. sea ice measurements in Antarctica
The system was used in Antarctica near the Neumayer III

station to measure sea ice parameters on the Atka Bay. It was

placed at ATKA11, one of the regularly visited measurements
sites shown in Figure 1. ATKA11 is around 17 km away
from the station. Figure 10 shows the installation on the sea
ice. Both, the kayak including the EM31 conductivity meter
and the waterproof case containing the data acquisition unit
and the battery, were buried under the snow to prevent snow
accumulation from drift. For the LoRa link to the station, a
dipole antenna was placed on a 2.5 m long stick. The gateway
on the station was equipped with a 8 dBi directional antenna.

Fig. 10. The AutonomousEM on the sea ice at Atka Bay

The system was deployed on December 25. 2022 and was
expected to run for at least a month until the sea ice breaks
away beginning of February. Unfortunately the bay opened
already on January 01. 2023 and the sea ice drifted away,
including the measurement system. In the evening of January
02., the system was outside the coverage of the LoRaWAN. On
January 07. the instrument was recovered by helicopter and the
data could still be evaluated. Figure 11 shows the position data
received by the gateway. Figure 12 shows the position received

Fig. 11. The position of the measurement system during the opening of Atka
Bay

by the gateway and the position stored locally. It can not be
clearly resolved if the measurement system drifted behind the
shelf ice, leaving the line of sight, drifted outside the main
beam of the gateway’s directional antenna, went behind the
horizon or left the maximum transmission range.
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Fig. 12. Drift of the measurement system. Blue: position data received by
the gateway, red: only locally recorded position data

When investigating the success rate of the LoRa transmis-
sion, again the data packages were either received completely
or not at all, like explained in section V-A. Therefore the
package success rate is evaluated. Figure 13 shows the per-
centage of successful received data packages over time. It can
be observed that during normal operation, almost all packages
were successfully received. Shortly after the instrument started
drifting, the connection was interrupted. Figure 14 shows the

Fig. 13. Successfully received data packages during normal measurement and
drift, plotted over time.

percentage of successful received data packages over distance.
It can be observed, that up to a distance of 25 km, almost all
packages are received and then the suddenly the connection is
lost.

VI. DISCUSSION AND OUTLOOK

In this document we described the successful implemen-
tation of a measurement system, that measures sea ice pa-
rameters in remote areas and makes the data accessible world
wide. Where possible, open-source hardware and software was
used. Even though not all elements of the system are fully
developed, the system is already successfully deployed in the
field in Antarctica. Additionally the current version of the
hardware and the software is relatively cheap compared to
commercially available solutions.

Particular noteworthy is the increased quality on field mea-
surements through a complete data stream from the sensor to
visualization. During the deployment in Antarctica, problems

Fig. 14. Successfully received data packages during normal measurement and
drift, plotted over distance from the gateway.

with the EM31 conductivity meter were observed within a
few hours and could be discussed with other scientists around
the world by only sharing a link to the Grafana dashboard
or the database. For further analysis, the data could be easily
downloaded from the database using different programming
languages. Solutions were found quickly and the measurement
parameters were changed. This scenario is a good example on
how sensors for scientific measurements combined with IoT
technology, can improve the overall quality of the results of
scientific field campaigns.

After the successful implementation for one measurement
scenario, it is likely that other sensors will benefit from
the data flow implemented in this project. Therefore, further
possible areas of application for the system presented here will
be investigated.

With an increased number of sensor inside the LoRaWAN,
the available airtime of each individual node decreases. Meth-
ods for compressing the data and reducing transmission time
for a given data rate need to be evaluated.

The project will be continued and the system will be
deployed again in the Antarctic winter season 2023, when
the sea ice near Neumayer III station forms again and allows
access of the Atka Bay.

Since the LoPy4 development board, a central element
of the data acquisition unit, is discontinued, a revision of
the hardware is necessary. We already started replacing the
proprietary hardware and software from Pycom by open-
source solutions.
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with the EM31 conductivity meter were observed within a
few hours and could be discussed with other scientists around
the world by only sharing a link to the Grafana dashboard
or the database. For further analysis, the data could be easily
downloaded from the database using different programming
languages. Solutions were found quickly and the measurement
parameters were changed. This scenario is a good example on
how sensors for scientific measurements combined with IoT
technology, can improve the overall quality of the results of
scientific field campaigns.

After the successful implementation for one measurement
scenario, it is likely that other sensors will benefit from
the data flow implemented in this project. Therefore, further
possible areas of application for the system presented here will
be investigated.

With an increased number of sensor inside the LoRaWAN,
the available airtime of each individual node decreases. Meth-
ods for compressing the data and reducing transmission time
for a given data rate need to be evaluated.

The project will be continued and the system will be
deployed again in the Antarctic winter season 2023, when
the sea ice near Neumayer III station forms again and allows
access of the Atka Bay.

Since the LoPy4 development board, a central element
of the data acquisition unit, is discontinued, a revision of
the hardware is necessary. We already started replacing the
proprietary hardware and software from Pycom by open-
source solutions.
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Figure 9. Received signal strength indicator (RSSI) as a function of temperature on the Moteino MEGA
platform employing a HopeRF RFM95 transceiver [42].
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Figure 10. RSSI as a function of temperature on the ST Microelectronics Nucleo L073RZ platform
employing a Semtech SX1272 transceiver [9].

Remarkably, the attenuation of received signal strength caused by an increase of temperature in
the range [0–60] �C is comparable to the change in sensitivity that can be observed when switching
from the fastest to the slowest PHY setting [14]. Therefore, in case of cold temperatures, it may even
be possible to avoid using extremely slow radio settings by carefully deploying the LoRa devices in
locations that are not directly exposed to sunlight.

Impact on packet reception ratio. We further analyze the effects of temperature variations on
nodes that are at the edge of their communication range. We intentionally place two nodes at the
limits of their communicating range and slowly change the temperature of the transmitter from 15 to
60 �C and quickly back to 15 �C. Figure 11 shows the distribution of lost, corrupted and successfully
received packets for every minute in a 75-min experiment. We can observe that what was a perfect
link at minute 0 (100% prr at 15 �C) slowly becomes unusable at higher temperatures. As soon as
temperature (red line) starts to increase, either packets are received, but their content is corrupted,
or the radio was unable to receive the packet at all. Once temperature starts decreasing again, the
link is restored and sustains a high delivery rate. These experiments confirm results from previous
studies on specific IEEE 802.15.4 radios [18,19], and show that temperature can drastically affect packet
delivery. An important takeaway message is that LoRa nodes employing the radio transceivers used
in our experiments should be deployed during the warmest time of the day or year, to ensure that
network performance is sufficient throughout the system lifetime, and that nodes should be shielded
from sunlight if possible.
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Figure 11. Increase of packet corruption and loss at higher temperature on a LoRa link at the edge of
the communication range.

7. Conclusions

This paper presents an analysis of the performance of LoRa as a function of different PHY settings
and environmental conditions. We first study the effects of different LoRa settings on the effective
bit-rate that can be achieved (i.e., on the amount of information that LoRa is able to successfully deliver
during a given period). Our experimental results suggest that, when nodes are at the edge of their
communication range, using the fastest PHY setting and the highest transmission power is more
efficient than selecting slower settings that maximize the link quality. Even though, for example, the
fastest PHY setting in our experiments yields an average packet reception rate that is 10% lower than
the slowest setting, the former’s effective bitrate is 100⇥ faster than the latter’s. Compared to the slower
settings, the efficiency of the fastest PHY setting is so high that even in its worst case scenario—when
the minimum prr reaches 20%—the effective bitrate is faster than twelve of the slowest PHY settings
(settings 7–18, from 1⇥ to 25⇥ better). Second, we analyze the external factors affecting the reliability
of LoRa. Our outdoor experiments show a clear correlation between temperature, humidity, packet
reception rate, and received signal strength. A deeper investigation in controlled settings shows
that the signal strength of received packets decreases linearly when temperature increases in two
different LoRa transceivers. Different LoRa radios have shown that, over a range of 60 �C, the received
signal strength is consistently reduced by 6 dBm (1 dBm/10 �C). This decrease in signal strength can
significantly affect LoRa links that are at the edge of the communication range, increasing packet
corruption and loss, and rendering a perfectly good link (100% prr at 15 �C) completely unusable (0%
prr at 60 �C).

As a future work, we plan to quantify the impact of other environmental factors on LoRa
performance, e.g., humidity and radio interference. Our ultimate goal is to design and implement an
environmental-aware MAC protocol tailored to LoRa that can sustain reliable and energy-efficient
operations regardless of changes in the surrounding environmental conditions.
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No maintenance

• No repair
• No relocation
• No further hardware

Hardware

• Reduced lifetime
• Reduced resources

Environment

• Humidity and temperature affect communication
• Extreme humidity/temperature breaks your 

hardware and/or battery
• Extreme radiation breaks your software!


