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RMT is a very vast subject with many
applicators To try to pretend to give
lectures on 2 weeks would be foolish

from mypart So instead I am goingto be selfish and present some of
the work I have done duringthe last
years that one could entitled very
bravelystatisticalMechanics

of
RandomMatrices

If you could go away with a main
goalofInge lectures will be theart ofstealingtoolsof statistied mechanics
of disordered systems to solve problems
of interest in ththis case Random matrics

Train ofthought is the following
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2 tools from disordered systemsDays2,3IF 3 problems in RMs mapped into
problems of statistical mechanics
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day a spectral densityof directed
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Thespectrumof random graphs
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for large N One can showthat
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Gaussian measure perturbativeterms

Wick'stheorem

Feynmandiagram
leadyterm etc

Intef Eff
If f is complexfunction f
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the same idea applies by deformingthe path f so that is goesthrough
a point to such that

f Z 0

and then youfurtherdeform thepath
so that the imaginarypart of
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is constantfor a while sothat the
Laplace method can be applied the
red part

which f 31 6

This is also called of a saddle
stationary phase thusthename
approximation

The equations conditions for which
FCA 0

are called saddle point equations

of course this is quickly generalizable
to multivariate case andpath
integrals
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NdnralGussigrd
Very important in condensedmatter QFT
CFT etc In our case we worry
about integral expressions of determinants

supposethat we have a definitepositive
symmetric matrix A of size NXN

A AT T means to
transpose

and A 0 so eigenvalues are positive

then
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or more generally
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Btw this is IRN
also called Inbhysksthe.se
Hubbard stratorrich are usually called
transformation generating or

externalfields
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Define a transformation x ̅

x ̅ Ox ̅
this implies that
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Exercise Dothe case for 548

Suppose nowthat A is an NaN complex
matrix with nonvanishing determinant
Then

data Iᵈ 4I epffjza.jo
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and a prescription for theHeaviside
stepfunction
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