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Hybrid workflow abstractions [1] allow users to quickly design and orchestrate cross-facility
workloads, decoupling tasks from environment-specific technical details to reduce complexity
and increase reusability. Plus, workflow descriptions help ensure the reproducibility of scientific
experiments through prospective and retrospective provenance collection.

This module has been designed to provide a hands-on exploration of scientific workflows
from various angles, from the initial design phase to their orchestration at extreme scales. We
will use the practical example of the Common Workflow Language (CWL) open standard [2] to
demonstrate how workflows can be written, and the StreamFlow workflow system [3] to execute
them seamlessly on the CINECA HPC facility. We will also delve into the integration between
scientific workflows and Jupyter Notebooks [4], which aims to give data scientists a familiar
interface to scientific workflows.

In this module, students will gain a comprehensive understanding of scientific workflows.
They will learn how to use these workflows to model and orchestrate Machine Learning and
Deep Learning pipelines. Additionally, they will explore how modern workflow management
systems can efficiently scale data-oriented workloads from a researcher’s laptop to an entire
HPC facility.
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