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The goal of these lectures is to delve into Large Language Models, starting with an 
introduction to Deep Learning for Natural Language Processing, exploring the Transformer 
architecture and the GPT-2 generative model in PyTorch. Finally, we will play with open-
source pre-trained LLMs such as Llama and Mistral. 


