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Gromov–Witten invariants

X is a smooth projective complex 3-fold, and

Mg,n(X , β) = {f : (C , p1, . . . , pn) → X}/∼

is the space of stable maps from nodal curves of genus g with n
markings in the class β ∈ H2(X ,Z).

For classes γi ∈ H∗(X ), we can define Gromov–Witten invariants:

⟨γ1 ··· γn⟩GW
g,β :=

∫
Mg,n(X ,β)

∏
i

ev∗
i (γi), evi : Mg,n(X , β) → X .

Algebraic geometers want to interpret ⟨γ1 ··· γn⟩GW
g,β as counts of

curves of genus g in a class β passing through γi .
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Problems

There are problems with this interpretation.

• Contracted components:

• Multiple covers:

This leads to overcounts in GW invariants, i.e. lower-genus counts
contribute to higher-genus ones. Moreover, they are rational numbers.
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Solution

For a Calabi–Yau 3-fold, Gopakumar–Vafa’98:

∑
g,β

⟨∅⟩GW
g,β qβλ2g−2 =

∑
g,β

⟨∅⟩GV
g,βλ

2g−2

∑
d≥1

1
d

(
sin(dλ/2)
λ/2

)2g−2
qdβ

 .

This can be taken as an indirect definition of Gopakumar–Vafa
invariants ⟨∅⟩GV

g,β , also known as BPS invariants.

For a Fano 3-fold, e.g. P3, Pandharipande’03:

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩GV

g,βλ
2g−2

(
sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

In this case, there are no multiple covers. When β ̸= dβ′ and
c1(X ) · β = 0, these formulas coincide.



Solution

For a Calabi–Yau 3-fold, Gopakumar–Vafa’98:

∑
g,β

⟨∅⟩GW
g,β qβλ2g−2 =

∑
g,β

⟨∅⟩GV
g,βλ

2g−2

∑
d≥1

1
d

(
sin(dλ/2)
λ/2

)2g−2
qdβ

 .

This can be taken as an indirect definition of Gopakumar–Vafa
invariants ⟨∅⟩GV

g,β , also known as BPS invariants.

For a Fano 3-fold, e.g. P3, Pandharipande’03:

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩GV

g,βλ
2g−2

(
sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

In this case, there are no multiple covers. When β ̸= dβ′ and
c1(X ) · β = 0, these formulas coincide.



Solution

For a Calabi–Yau 3-fold, Gopakumar–Vafa’98:

∑
g,β

⟨∅⟩GW
g,β qβλ2g−2 =

∑
g,β

⟨∅⟩GV
g,βλ

2g−2

∑
d≥1

1
d

(
sin(dλ/2)
λ/2

)2g−2
qdβ

 .

This can be taken as an indirect definition of Gopakumar–Vafa
invariants ⟨∅⟩GV

g,β , also known as BPS invariants.

For a Fano 3-fold, e.g. P3, Pandharipande’03:

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩GV

g,βλ
2g−2

(
sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

In this case, there are no multiple covers. When β ̸= dβ′ and
c1(X ) · β = 0, these formulas coincide.



Solution

For a Calabi–Yau 3-fold, Gopakumar–Vafa’98:

∑
g,β

⟨∅⟩GW
g,β qβλ2g−2 =

∑
g,β

⟨∅⟩GV
g,βλ

2g−2

∑
d≥1

1
d

(
sin(dλ/2)
λ/2

)2g−2
qdβ

 .

This can be taken as an indirect definition of Gopakumar–Vafa
invariants ⟨∅⟩GV

g,β , also known as BPS invariants.

For a Fano 3-fold, e.g. P3, Pandharipande’03:

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩GV

g,βλ
2g−2

(
sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

In this case, there are no multiple covers. When β ̸= dβ′ and
c1(X ) · β = 0, these formulas coincide.



Solution

For a Calabi–Yau 3-fold, Gopakumar–Vafa’98:

∑
g,β

⟨∅⟩GW
g,β qβλ2g−2 =

∑
g,β

⟨∅⟩GV
g,βλ

2g−2

∑
d≥1

1
d

(
sin(dλ/2)
λ/2

)2g−2
qdβ

 .

This can be taken as an indirect definition of Gopakumar–Vafa
invariants ⟨∅⟩GV

g,β , also known as BPS invariants.

For a Fano 3-fold, e.g. P3, Pandharipande’03:

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩GV

g,βλ
2g−2

(
sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

In this case, there are no multiple covers. When β ̸= dβ′ and
c1(X ) · β = 0, these formulas coincide.



Solution

For a Calabi–Yau 3-fold, Gopakumar–Vafa’98:

∑
g,β

⟨∅⟩GW
g,β qβλ2g−2 =

∑
g,β

⟨∅⟩GV
g,βλ

2g−2

∑
d≥1

1
d

(
sin(dλ/2)
λ/2

)2g−2
qdβ

 .

This can be taken as an indirect definition of Gopakumar–Vafa
invariants ⟨∅⟩GV

g,β , also known as BPS invariants.

For a Fano 3-fold, e.g. P3, Pandharipande’03:

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩GV

g,βλ
2g−2

(
sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

In this case, there are no multiple covers. When β ̸= dβ′ and
c1(X ) · β = 0, these formulas coincide.



Solution

For a Calabi–Yau 3-fold, Gopakumar–Vafa’98:

∑
g,β

⟨∅⟩GW
g,β qβλ2g−2 =

∑
g,β

⟨∅⟩GV
g,βλ

2g−2

∑
d≥1

1
d

(
sin(dλ/2)
λ/2

)2g−2
qdβ

 .

This can be taken as an indirect definition of Gopakumar–Vafa
invariants ⟨∅⟩GV

g,β , also known as BPS invariants.

For a Fano 3-fold, e.g. P3, Pandharipande’03:

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩GV

g,βλ
2g−2

(
sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

In this case, there are no multiple covers. When β ̸= dβ′ and
c1(X ) · β = 0, these formulas coincide.



Properties

The terms
(

sin(λ/2)
λ/2

)2g−2
are responsible for contracted components;

they are Hodge integrals on Mg,m.

Summation of 1
d

(
sin(dλ/2)

λ/2

)2g−2
qdβover d is responsible for multiple

covers; this is a plethystic exponential, S•BPS = DT (or GW).

By the works of Zinger, Ionel, Parker, Doan and Walpuski (the most
recent is from 2021), we know that GV invariants satisfy integrality,

⟨. . . ⟩GV
g,β ∈ Z,

and finiteness,
⟨. . . ⟩GV

g,β = 0, for g ≫ 0.

All together this solves all (geometric) problems of GW theory.
However, a direct construction of GV invariants is very much desired.
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A direct mathematical definition?

Building on the works of Hosono–Saito–Takahashi, Katz and Kiem–Li,
Maulik–Toda’16 proposed to define GV invariants via

M(X ) = {1-dim. sheaves F on X} → Chow(X ), F 7→ supp(F ).

The definition works for Calabi–Yau 3-folds. In agreement with
Gopakumar–Vafa’s approach.

However, it is not clear how to prove that Maulik–Toda invariants are
equal to GV invariants in general. Can be verified in some instances by
explicitly computing the invariants. Very difficult to compute.
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A direct mathematical definition?

Kim–Kresch–Oh’11 constructed another candidate - unramified
Gromov–Witten theory.

The basic idea is simple: consider only unramified maps from curves
(i.e. df ̸= 0 at all points), but also allow the target X to bubble
projective spaces Pdim.
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Unramified Gromov–Witten theory

A Fulton–MacPherson degeneration of X , denoted by W , is X with
trees of Pdim attached to it:

Like in Gromov–Witten theory, we can define spaces of unramified maps
to FM degenerations of X ,

uMg,n(X , β) = {f : (C , p1, . . . , pn) → W | f is unramified}/∼ .

Spaces uMg,n(X , β) are very similar to Mg,n(X , β). If dim(X ) = 1,
these are spaces of covers of a curve, known as Hurwitz spaces.
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Properties of unramified Gromov–Witten theory

We define unramified Gromov–Witten invariants:

⟨γ1 ··· γn⟩uGW
g,β :=

∫
uMg,n(X ,β)

∏
i

ev∗
i (γi).

There are subtle structural differences between uGW and GW invariants:
• In order to glue maps, one has to glue FM degenerations. Hence

uGW theory is not a cohomological field theory (at least not in
the same way as GW theory is).

• Due to the unramification, one can lift maps from W to P(TX ).
Hence uGW theory can be viewed as theory over 5-dimensional
complex manifold P(TX ).

• H∗(P(TX )) = H∗(X )[H]/relations, where H is a hyperplane class.
There are more classes to insert.

• deg(f ∗H) = 2g − 2. The genus parameter becomes a degree
parameter!
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Conjecture

In its current form, uGW theory deals only with contracted
components but not with multiple covers.

Conjecture (Pandharipande’11)
If X is Fano, or if X is Calabi–Yau and β ̸= dβ′, then

⟨γ1 ··· γn⟩uGW
g,β = ⟨γ1 ··· γn⟩GV

g,β ,

or, in other words,

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩uGW

g,β λ2g−2
(

sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

Theorem (N.’24)
The Conjecture is true. Moreover, the formula above is a wall-crossing
formula.
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Where does the wall-crossing come from?

We can define intermediate theories that interpolate between
Gromov–Witten theory and unramified Gromov–Witten theory.

Given a map f : (C , p1, . . . , pn) → W , to each point x ∈ W , and to
each bubble Pdim ⊂ W , we can associate weights,

w(x) ∈ Z, w(Pdim) ∈ Z.

The weight w(x) measures how far the map is from being unramified
over x , while w(Pdim) measures how big the curve is over Pdim.

For example, a contracted component of genus g over x contributes
2g − 2 to w(x), so does a curve of genus g over Pdim for w(Pdim).

Given ϵ ∈ R>0. The map f is ϵ-unramified, if
• for all x ∈ W , w(x) ≤ 1/ϵ,
• for all bubbles Pdim ⊂ W , w(Pdim) > 1/ϵ,
• . . . .
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ϵ-unramified Gromov–Witten theory

For all ϵ ∈ R>0, we have

Mϵ

g,n(X , β) = {f : (C , p1, . . . , pn) → W | f is ϵ-unramified}.

Each value of ϵ provides a stability condition, such that R>0 is
partitioned in chambers and walls.

Spaces Mϵ

g,n(X , β) are the same for each ϵ in a chamber. As we cross a
wall between chambers, the space Mϵ

g,n(X , β) changes abruptly.

If ϵ ≪ 1, then
Mϵ

g,n(X , β) = Mg,n(X , β).

If ϵ > 1, then
Mϵ

g,n(X , β) = uMg,n(X , β).
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ϵ-unramified Gromov–Witten theory

Overall, we get the following picture:

It allows us to compare theories across a single wall instead of
comparing theories for extremal values of ϵ.

Variation of ϵ =⇒ Wall-crossing formulas.
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Wall-crossing formula

Using ideas of Ciocan-Fontanine–Kim’16 and Zhou’19 from the
quasimap theory, we can establish the wall-crossing formula. In plain
English, it says:

GW theory = Unramified GW theory + Hodge integrals,

where
Hodge integrals :=

∫
Mg,m

∏
i
ψki

i ·
∏

j
λ

kj
j .

ψi = c1(Li), Li|C = T ∗
pi

C ,
λj = cj(E), E|C = H0(C , ωC ).

Hodge integrals naturally arise via localisation on Pdim. In our case,
they are invariants associated to parameter spaces of ramifications.

The contribution from Hodge integrals is universal, i.e. depends very
little on X .
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Wall-crossing formula

In terms of mathematical symbols, the wall-crossing formula say:

Theorem (N.’24)
In all dimensions, we have

⟨ψk1
1 γ1 ··· ψkn

n γn⟩GW
g,β − ⟨ψk1

1 γ1 ··· ψkn
n γn⟩uGW

g,β

=
∑
#      »

(g,n)

〈 ∏
j∈N0

ψ
kj
j γj

∣∣∣ i=k∏
i=1

I(gi ,Ni )

(
− Ψi ,

∏
j∈Ni

ψ
kj
j γj

)〉uGW

g0,β

/
k!,

such that:
• we sum over ordered partitions ((g0,N0), . . . , (gk ,Nk)) of g and

{1, . . . , n};

• I(gi ,Ni )

(
z ,

∏
j∈Ni

γj

)
∈ H∗(P(TX ))[z±] is given by Hodge

integrals; we substitute the variable z with a relative ψ-class.
• invariants on the right from the bar are relative invariants, i.e.

invariants associated to markings on the target;



Wall-crossing formula

In terms of mathematical symbols, the wall-crossing formula say:

Theorem (N.’24)
In all dimensions, we have

⟨ψk1
1 γ1 ··· ψkn

n γn⟩GW
g,β − ⟨ψk1

1 γ1 ··· ψkn
n γn⟩uGW

g,β

=
∑
#      »

(g,n)

〈 ∏
j∈N0

ψ
kj
j γj

∣∣∣ i=k∏
i=1

I(gi ,Ni )

(
− Ψi ,

∏
j∈Ni

ψ
kj
j γj

)〉uGW

g0,β

/
k!,

such that:
• we sum over ordered partitions ((g0,N0), . . . , (gk ,Nk)) of g and

{1, . . . , n};

• I(gi ,Ni )

(
z ,

∏
j∈Ni

γj

)
∈ H∗(P(TX ))[z±] is given by Hodge

integrals; we substitute the variable z with a relative ψ-class.
• invariants on the right from the bar are relative invariants, i.e.

invariants associated to markings on the target;



Wall-crossing formula

In terms of mathematical symbols, the wall-crossing formula say:

Theorem (N.’24)
In all dimensions, we have

⟨ψk1
1 γ1 ··· ψkn

n γn⟩GW
g,β − ⟨ψk1

1 γ1 ··· ψkn
n γn⟩uGW

g,β

=
∑
#      »

(g,n)

〈 ∏
j∈N0

ψ
kj
j γj

∣∣∣ i=k∏
i=1

I(gi ,Ni )

(
− Ψi ,

∏
j∈Ni

ψ
kj
j γj

)〉uGW

g0,β

/
k!,

such that:

• we sum over ordered partitions ((g0,N0), . . . , (gk ,Nk)) of g and
{1, . . . , n};

• I(gi ,Ni )

(
z ,

∏
j∈Ni

γj

)
∈ H∗(P(TX ))[z±] is given by Hodge

integrals; we substitute the variable z with a relative ψ-class.
• invariants on the right from the bar are relative invariants, i.e.

invariants associated to markings on the target;



Wall-crossing formula

In terms of mathematical symbols, the wall-crossing formula say:

Theorem (N.’24)
In all dimensions, we have

⟨ψk1
1 γ1 ··· ψkn

n γn⟩GW
g,β − ⟨ψk1

1 γ1 ··· ψkn
n γn⟩uGW

g,β

=
∑
#      »

(g,n)

〈 ∏
j∈N0

ψ
kj
j γj

∣∣∣ i=k∏
i=1

I(gi ,Ni )

(
− Ψi ,

∏
j∈Ni

ψ
kj
j γj

)〉uGW

g0,β

/
k!,

such that:
• we sum over ordered partitions ((g0,N0), . . . , (gk ,Nk)) of g and

{1, . . . , n};

• I(gi ,Ni )

(
z ,

∏
j∈Ni

γj

)
∈ H∗(P(TX ))[z±] is given by Hodge

integrals; we substitute the variable z with a relative ψ-class.
• invariants on the right from the bar are relative invariants, i.e.

invariants associated to markings on the target;



Wall-crossing formula

In terms of mathematical symbols, the wall-crossing formula say:

Theorem (N.’24)
In all dimensions, we have

⟨ψk1
1 γ1 ··· ψkn

n γn⟩GW
g,β − ⟨ψk1

1 γ1 ··· ψkn
n γn⟩uGW

g,β

=
∑
#      »

(g,n)

〈 ∏
j∈N0

ψ
kj
j γj

∣∣∣ i=k∏
i=1

I(gi ,Ni )

(
− Ψi ,

∏
j∈Ni

ψ
kj
j γj

)〉uGW

g0,β

/
k!,

such that:
• we sum over ordered partitions ((g0,N0), . . . , (gk ,Nk)) of g and

{1, . . . , n};

• I(gi ,Ni )

(
z ,

∏
j∈Ni

γj

)
∈ H∗(P(TX ))[z±] is given by Hodge

integrals; we substitute the variable z with a relative ψ-class.

• invariants on the right from the bar are relative invariants, i.e.
invariants associated to markings on the target;



Wall-crossing formula

In terms of mathematical symbols, the wall-crossing formula say:

Theorem (N.’24)
In all dimensions, we have

⟨ψk1
1 γ1 ··· ψkn

n γn⟩GW
g,β − ⟨ψk1

1 γ1 ··· ψkn
n γn⟩uGW

g,β

=
∑
#      »

(g,n)

〈 ∏
j∈N0

ψ
kj
j γj

∣∣∣ i=k∏
i=1

I(gi ,Ni )

(
− Ψi ,

∏
j∈Ni

ψ
kj
j γj

)〉uGW

g0,β

/
k!,

such that:
• we sum over ordered partitions ((g0,N0), . . . , (gk ,Nk)) of g and

{1, . . . , n};

• I(gi ,Ni )

(
z ,

∏
j∈Ni

γj

)
∈ H∗(P(TX ))[z±] is given by Hodge

integrals; we substitute the variable z with a relative ψ-class.
• invariants on the right from the bar are relative invariants, i.e.

invariants associated to markings on the target;



Wall-crossing formulas in dimension three

In dimension three, we need to compute triple Hodge integrals,

Hodge integrals =
∫

Mg,1

c(E∨z ⊗ TX )
(z − H − ψ1

) ∈ H∗(P(TX ))[z±],

where z is a formal (equivariant) variable, and H is the hyperplane class
on P(TX ). After summing over genus, it is equal to

(z − H)
(

sin(λ/2)
λ/2

) 2z+H+c1(X)
z−H

.

Plugging Hodge integrals into the wall-crossing formula, we obtain

∑
g

⟨γ1 ···γn⟩GW
g,β λ

2g−2 =
∑

g
⟨γ1 ···γn⟩uGW

g,β λ2g−2
(

sin(λ/2)
λ/2

)2g−2+c1(X)·β
.

the exponent “2g − 2 + c1(X ) · β” arises due to dilaton and divisor
equations.
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Idea of proof

For a wall ϵ0, let ϵ+, ϵ− ∈ R>0 be the values of ϵ to the right and to the
left of the wall, respectively.

We construct a master space MMϵ0
g,n(X , β) with a C∗-action, such that

the C∗-fixed locus contains both Mϵ+
g,n(X , β) and Mϵ−

g,n(X , β), and
something else M0.

We then apply the equivariant localisation formula and take the
equivariant residue, M0 are responsible for the wall-crossing terms.
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Wall-crossing formulas in dimension one

In dimension one,

Unramified Gromov–Witten theory=Hurwitz theory.

Hurwitz theory counts covers of curves with prescribed ramifications.
For a collection of ramification profiles {η1, . . . , ηn}, HX ,d(η1, . . . , ηn) is
the associated degree-d Hurwitz number of X .

There is a Gromov–Witten/Hurwitz correspondence of
Okounkov–Pandharipande’02,

⟨ψk1
1 [pt] ··· ψkn

n [pt]⟩GW
g,d = 1∏

i ki !
HX ,d

(
(k1 + 1), . . . , (kn + 1)

)
,

where (k + 1) = (k + 1) + . . . are completed cycles, a formal sum of
ramification profiles.

The wall-crossing recovers it in a slightly different but equivalent form,
expressing (k + 1) in terms of Hodge integrals, N.–Schimpf’24.
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Bigger picture

This wall-crossing is not an isolated phenomenon. There are many
similar wall-crossings in very different contexts.

The first wall-crossing of such kind was conjectured by
Ciocan-Fontanine–Kim’16 in the GIT quasimap theory. Zhou’19
proved their conjectures in full generality.

For quasimaps to a quintic, the wall-crossing coincides with the mirror
transformation of A-model and B-model partition functions.

There is also a theory of quasimaps to moduli spaces of sheaves, N.’21.
For a complex surface S, it relates Donaldson–Thomas theory of
product threefolds S × C with Gromov–Theory of moduli spaces of
sheaves of S, e.g. Hilbd(S), such that the domain curve is fixed to be C .

A similar phenomenon holds for Gromov–Witten theories of S × C and
of an orbifold symmetric product Symd(S), N’22.
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Recipe

The general recipe for such wall-crossings:

Trade degeneracies of the space for degeneracies of objects.

For example, in unramified GW theory, we allow the space X to
degenerate, forcing our maps to be unramified.

Instead of a map from a curve, there could be a sheaf.
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Thank you


