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Phase classification in disordered quantum systems through machine
learning

Aamna Ahmed1, Abee Nelson2, Ankur Raina2, and Auditya Sharma2

1University of Augsburg, Augsburg, Germany
2IISER Bhopal, India

This talk discusses the use of supervised machine learning to explore phase transitions in the
long-range Aubry-André Harper (LRH) model, a one-dimensional quasiperiodic system[1]. By
training a neural network on eigenstates, we identify delocalized, localized, and multifractal
phases. When applied to the Aubry-André Harper (AAH) model, the neural network accurately
maps the phase diagram, with results aligning with traditional fractal dimension analysis. Fur-
thermore, binary classification based on probability density enables the identification of critical
transition points. The findings suggest that neural networks are a powerful tool for identifing
phase transitions in condensed matter physics.

[1] A. Ahmed∗, A. Nelson∗, A. Raina and A. Sharma, Phase classification in the long-range Harper
model using machine learning, Phys. Rev. B 108, 155128 (2023)
∗contributed equally
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MatFeaLib: Materials Features Library Python Package 

Saeid Abedi, Samira Baninajarian, and S. Javad Hashemifar 

Department of Physics, Isfahan University of Technology, Isfahan 84156-83111, Iran 

 

Materials representations play a crucial role in the development of successful machine learning 
models for the prediction of materials properties [1]. These representations aim to map 
materials samples into proper feature spaces for machine learning approaches. Chemical 
composition can be encoded in terms of different atomic features, such as electronic, 
thermodynamic, and periodic table characteristics of individual elements. MatFeaLib 
(Materials Features Library) is a Python package designed to easily generate atomic 
representations for use in machine learning algorithms. This library offers distinct functions 
for generating atomic feature vectors and corresponding statistical quantities and is able to deal 
with the input compounds in the form of a string, a list, or a Pandas DataFrame. 
MatFeaLib covers various internal atomic features collected from different sources, including 
DFT features obtained within PBE or HSE functionals, atomic features from the Mendeleev 
package [2], and atomic features from reference [3]. The complete list of collections can be 
accessed from package documentation [4]. Each of these collections contains a different set of 
atomic features that can be chosen arbitrarily. The statistical derivatives of atomic features, 
implemented via NumPy [5] and SciPy [6] packages, are useful for the description of multi-
stoichiometric material data [7]. Users can select their desired statistical quantities as a string 
or a list. The supported functions include sum, standard deviations, skewness, and entropy. The 
output of MatFeaLib is in a proper DataFrame format for various machine learning packages 
including Scikit-learn [8]. 
 

 

[1] A. P. Bartók, R. Kondor, G. Csányi, Phys. Rev. B 87, 184115 (2013). 

[2] L. M. Mentel, Available at: https://github.com/lmmentel/mendeleev. 

[3] L. M. Ghiringhelli, J. Vybiral, S. V. Levchenko et al., Phys. Rev. Lett. 114, 105503 (2015). 

[4] https://matfealib.readthedocs.io/en/latest/ 

[5] P. Virtanen, R. Gommers, T. E. Oliphant et al., Nat. Methods 17, 261 (2020). 

[6] C. R. Harris, K. J. Millman, S. J. van der Walt et al., Nature 585, 357 (2020). 

[7] Y. Zhuo, A. Mansouri Tehrani, and J. Brgoch, J. Phys. Chem. Lett. 9 (7), 1668 (2018).  

[8] F. Pedregosa, G. Varoquaux, A. Gramfort et al., J. Mach. Learn. Res. 12, 2825 (2011). 
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 Resolving degeneracies in Google search via quantum stochastic walks 

  
 

Colin Benjamin1,2 , Naini Dudhe1,2 

1 School of Physical Sciences, National Institute of Science Education and Research Bhubaneswar, Jatni 752050, India 

 2 Homi Bhabha National Institute, Training School Complex, Anushaktinagar, Mumbai 400094, India 
 
The internet is one of the most valuable technologies invented to date. Among them, Google 
is the most widely used search engine. The PageRank algorithm is the backbone of Google 
search, ranking web pages according to relevance and recency. We employ quantum 
stochastic walks (QSW) with the hope of bettering the classical PageRank (CPR) algorithm, 
which is based on classical continuous time random walks (CTRW). We implement QSW via 
two schemes: only incoherence and dephasing with incoherence. PageRank using QSW with 
only incoherence or QSW with dephasing and incoherence best resolves degeneracies that are 
unresolvable via CPR and with a convergence time comparable to that for CPR, which is 
generally the minimum. For some networks, the two QSW schemes obtain a convergence 
time lower than CPR and an almost degeneracy-free ranking compared to CPR.  
 
The talk will be based on the published article [1]. 
 
[1] Journal of Statistical Mechanics: Theory and Experiment (2024) 013402. 
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Talal Ahmed Chowdhury1,2, Kwangmin Yu, Mahmud Ashraf Shamim, M.L. Kabir and
Raza Sabbir Sufian

1Department of Physics, University of Dhaka, P.O. Box 1000, Dhaka, Bangladesh
2Department of Physics and Astronomy, University of Kansas, Lawrence, Kansas 66045, USA

We present the quantum simulation of the frustrated quantum spin-1
2

antiferromagnetic Heisen-
berg spin chain with competing nearest-neighbor (J1) and next-nearest-neighbor (J2) exchange
interactions in the real superconducting quantum computer with qubits ranging up to 100. In
particular, we implement, for the first time, the Hamiltonian with the next-nearest neighbor
exchange interaction in conjunction with the nearest neighbor interaction on IBM’s supercon-
ducting quantum computer and carry out the time evolution of the spin chain by employing
the first-order Trotterization. Furthermore, our novel implementation of the second-order Trot-
terization for the isotropic Heisenberg spin chain, involving only nearest-neighbor exchange
interaction, enables precise measurement of the expectation values of staggered magnetization
observable across a range of up to 100 qubits. Notably, in both cases, our approach results in
a constant circuit depth in each Trotter step, independent of the number of qubits. Our demon-
stration of the accurate measurement of expectation values for the large-scale quantum system
using superconducting quantum computers designates the quantum utility of these devices for
investigating various properties of many-body quantum systems. This will be a stepping stone
to achieving the quantum advantage over classical ones in simulating quantum systems before
the fault tolerance quantum era.

[1] T. A. Chowdhury, K. Yu, M. A. Shamim, M. L. Kabir and R. S. Sufian, “Enhancing quan-
tum utility: simulating large-scale quantum spin chains on superconducting quantum computers,”
[arXiv:2312.12427 [quant-ph]].
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Differentiable Monte Carlo for spin models
Farias, T.S.1,2,3, Schultz, V.V.2, Mombach, J.C.M2 and Maziero, J.2

1Physics Department, Federal University of São Carlos, São Carlos, SP, Brazil
2Physics Department, Federal University of Santa Maria, Santa Maria, RS, Brazil

3Institute and Center for Development and Research in Software Technology, Manaus, AM,
Brazil

Spin models are mathematical representations of spins, which can symbolize various phys-
ical entities such as magnetic moments, lattice sites, and biological cells. One of the most
extensively studied spin systems is the Ising model, where each spin can take on one of two
values. Typically, spins interact locally with their nearest neighbors. Despite its simplicity, the
Ising model exhibits intriguing phenomena such as criticality, where a phase transition can oc-
cur depending on the lattice configuration and external physical parameters, such as temperature
and magnetic field.

To study the behavior of spin models, simulations are essential. Due to the complexity of an-
alyzing these systems analytically, numerical methods become necessary. One such technique
is the Monte Carlo method, which simulates spin models by sampling possible spin configura-
tions and transitioning to states of higher probability. This approach allows for the investigation
of the physical properties of spin models.

Beyond simulating magnetic systems, spin models have versatile applications across various
fields. In biology, they are used to study the behavior and interactions of biological cells, pro-
viding insights into complex cellular processes and structures. In the realm of machine learning,
spin models contribute to the development of algorithms by helping to optimize configurations
and solve complex optimization problems. Additionally, in combinatorial problems, spin mod-
els are employed to find solutions for logistical challenges by exploring numerous possible con-
figurations and selecting the most optimal outcomes. This interdisciplinary utility underscores
the importance of spin models in both theoretical research and practical applications.

In this work, we introduce a modification to the Monte Carlo method that renders the tech-
nique differentiable [1]. This advancement enables the optimization of a spin system with
respect to its properties, such as the exchange interaction or the spin values themselves. By
making the Monte Carlo method differentiable, we can apply gradient-based optimization tech-
niques to fine-tune the system’s parameters, thereby enabling the Monte Carlo method as a
machine learning technique.

We demonstrate the efficacy of this method by applying it to two distinct optimization prob-
lems. The first application involves optimizing the spin interactions to achieve a desired spin
configuration, even in the presence of thermal fluctuations. The second application focuses on
finding the ground state of the system by guiding the Monte Carlo simulation using gradient
information.

Differentiable Monte Carlo has the potential to be applied to a variety of systems and prob-
lems. By combining Monte Carlo with optimization techniques, we can significantly extend its
capabilities, particularly in the realm of machine learning. This integration opens up new av-
enues for utilizing Monte Carlo methods to solve complex optimization tasks, enhance model
performance, and contribute to advancements in various scientific and engineering domains.

[1] Farias, Tiago S., et al. “A Differentiable Programming Framework for Spin Mod-
els.” Computer Physics Communications, vol. 302, Sept. 2024, p. 109234. ScienceDirect,
https://doi.org/10.1016/j.cpc.2024.109234.
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Photonic topological states play an important role in recent optical physics and has led to the 

design of devices with robust properties [1]. The topological properties in photonic systems 

relate to several optical phenomena. In one-dimensional systems, for instance, this topological 

property is called Zak phase [2] and it can be used to predict the existence of topological 

interface states [3] which indeed are states characterized by their robustness to certain type of 

perturbation and disorder in the system. The works about topological photonics reported to date 

are mostly based on a forward-design approach where first we precisely define the geometric 

parameters and subsequently obtain the wave response such as wave dispersion/frequency 

response. In this process, a set of geometric entities are supplied and wave response is 

calculated. But what is even more interesting is the inverse design problem, meaning the direct 

retrieval of the proper structure for the desired optical performance, which traditionally seems 

infeasible as it requires exploration of a much larger degree of freedom in the design space, 

and hence is more challenging.  However recently, deep learning (DL), a subset of machine 

learning that learns multilevel abstraction of data using hierarchically structured layers, offers 

an efficient means to design photonic structures and also it was proved to be very efficient in 

solving the inverse design problem [4], for instance, Inverse design models based on DL used 

to predict the topological properties of 1D photonic [5,6], specifically through the prediction 

of the Zak phase. In this work a data-driven DL model is devloped to inversely design a 

topological photonic system with targeted topological property. Our focus here is on the Zak 

phase, which is the topological property of one-dimensional photonic crystals. After learning 

the mapping between the geometrical parameters and the Zak phases, the neural network can 

be used to obtain the appropriate photonic structures by applying the objective Zak phase 

properties. Our work would give more insights into the application of deep learning on the 

inverse design of the complex photonic systems.  

 

 
 

[1] B. Xie, W. Hong, et al,  Opt. Express, 26, (2018) 

[2] J. Zak,  Phys. Rev. Lett. 62, 1357 (1989) 

[3] S. Khattou, Y. Rezzouk, et al, Phys Rev B, 107, (2023) 

[4] W. Ma, Z. Liu, et al, Nat. Photonics, 15,  (2021) 

[5] L. Yang, R. Jie, et al, Appl. Phys. Lett. 114, (2019) 

[6] M. El Ghafiani, M. Elaouni, et al, Phys. Wave Phenom. 32,  (2024) 
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Machine learning prediction of thermal and elastic properties of double 

half-Heusler alloys 

Anton N. Filanovich 1,2 , Alexander A. Povzner 1 , and Alexey V. Lukoyanov 1,2 

1Ural Federal University, Ekaterinburg, Russia 
2 M.N. Mikheev Institute of Metal Physics UrB RAS, Ekaterinburg, Russia 

 

Double half-Heusler alloys are promising materials for applications as magnetocaloric 

materials, topological insulators, but especially thermoelectric materials. Four different 

elements in their composition provide a wide range of possible compositions, which, on the 

other hand, is difficult to study directly by applying traditional first-principles approaches to 

large number of compositions. In this work [1], based on the gradient boosting method, 

regression models are constructed that allow rapid prediction of the lattice thermal 

conductivity, as well as a number of other thermal and elastic properties, based on the 

composition and crystal structure of a compound. This made it possible for the first time to 

calculate the lattice thermal conductivity, as well as Grüneisen parameter, Debye temperature, 

and elastic moduli for a number of double half-Heusler compounds. We observe that the 

predicted thermal conductivity is in better agreement with the experimental data than the results 

of density functional theory calculations available in the literature. As a result, we have 

predicted a number of stable double half-Heusler compounds with thermal conductivity lower 

than previously known in this class of compounds. In addition, the importance of various 

features for predicting each of the studied properties, and the effect of the crystallographic 

symmetry of the compound on the prediction accuracy were analysed. This study was 

supported by the grant of RSF No 22-22-20109. 

 

 

[1] A.N. Filanovich, A.A. Povzner, A.V. Lukoyanov, Mater. Chem. Phys. 306, 128030 (2023). 
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Supervised and unsupervised machine learning techniques applied to
skyrmion systems

Flavia A. Gómez Albarracín 1,2 and H. Diego Rosales1,2

1Instituto de Física de Liquidos y Sistemas Biológicos, CONICET, Fac. de Ciencias Exactas,
Universidad Nacional de La Plata, La Plata 1900, Argentina

2Departamento de Ciencias Básicas, Fac. de Ingeniería, UNLP, La Plata 1900, Argentina

Machine learning (ML) techniques have certainly gained significant interest in the last few
years in every area of scientific research, including condensed matter physics. Among the
many areas where ML has been applied are a variety of complex topological spin systems,
such as skyrmions, swirling magnetic textures characterized by a topological charge that
renders them stable agaisnt perturbations, and thus relevant for future computational
applications. ML has been used to classify stable phases in a typical skyrmion phase diagram
(helices, skyrmion crystals and ferromagnetic) [1,2], extract information from interactions
[3] and predict order parameters [4].
Here, we discuss two machine learning approaches to explore skyrmion phase diagrams.
Firstly, we present a classification approach to determine intermediate phases (bimerons and
skyrmion gas) that are enhanced with temperature in snapshots obtained from simulations of
a typical skyrmion model that combines ferromagnetic exchange and in-plane Dzyaloshinskii
Moriya interactions [2]. We train and validate a Convolutional Neural Network (CNN), a
technique that is known to work very well on images, and apply it to an independent training
set (snapshots from models with different DM), with surprising results. We compare these
CNN results to those obtained with other ML classification algorithms, Support Vector
Machine and Decision Trees.
Secondly, we resort to the ‘anomaly detection’ technique, an unsupervised ML technique that
aims to detect data that is ‘different’ from the rest. Our main goal here is to detect exotic
phases in skyrmion phase diagrams. To do this, we train a Convolutional Autoencoder (CAE)
with a set of skyrmion crystal snapshots obtained from a parametrisation, and then apply it to
snapshots from Monte Carlo simulations of different models for a wide range of temperature
and magnetic fields [5]. We calculate the root mean square error (RMSE) between the
original image and the output obtained after applying the trained CAE. We find that the
RMSE may be useful to not only detect exotic low temperature phases, but also to distinguish
between the characteristic low temperature orderings of a skyrmion system.

[1] I. A. Iakovlev, O. M. Sotnikov, and V. V. Mazurenko, Phys. Rev. B 98, 174411 (2018)
[2] F. A. Gómez Albarracín, H. D. Rosales, Phys. Rev. B 105 214423 (2022)
[3] Dushuo Feng, Zhihao Guan, Xiaoping Wu, Yan Wu, and Changsheng Song, Phys. Rev. Applied
21, 034009 (2024)
[4] Weidi Wang, Zeyuan Wang, Yinghui Zhang, Bo Sun, and Ke Xia, Phys. Rev. Applied 16, 014005
(2021)
[5] F. A. Gómez Albarracín arXiv:2404.10943
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Approximately-symmetric neural networks for quantum spin liquids
Dominik S. Kufel1,2, Jack Kemp1,2, Simon M. Linsel3,4, Chris R. Laumann5 and Norman

Y. Yao1,2

1 Department of Physics, Harvard University
2 Harvard Quantum Initiative

3 Faculty of Physics, Arnold Sommerfeld Centre for Theoretical Physics,
Ludwig-Maximilians-Universität München,

4 Munich Center for Quantum Science and Technology
5 Department of Physics, Boston University

We propose and analyze a family of approximately-symmetric neural networks for quantum
spin liquid problems [1]. These tailored architectures are parameter-efficient, scalable, and sig-
nificantly outperform existing symmetry-unaware neural network architectures. Utilizing the
mixed-field toric code model, we demonstrate that our approach is competitive with the state-
of-the-art tensor network and quantum Monte Carlo methods. Moreover, at the largest system
sizes (N = 480), our method allows us to explore Hamiltonians with sign problems beyond the
reach of both quantum Monte Carlo and finite-size matrix-product states. The network com-
prises an exactly symmetric block following a non-symmetric block, which we argue learns a
transformation of the ground state analogous to quasiadiabatic continuation of Hastings&Wen
[2]. Our work paves the way toward investigating quantum spin liquid problems within inter-
pretable neural network architectures.

[1] Kufel, D.S., Kemp, J., Linsel, S.M., Laumann, C.R. and Yao, N.Y., 2024. Approximately-symmetric
neural networks for quantum spin liquids. arXiv preprint arXiv:2405.17541.

[2] Hastings, M.B. and Wen, X.G., 2005. Quasiadiabatic continuation of quantum states: The stability
of topological ground-state degeneracy and emergent gauge invariance. Physical review b, 72(4),
p.045141.
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1
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Faculté des sciences, Université Mohammed V - Agdal Av. Ibn Battouta, B.P. 1014, Agdal, 
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2Laboratoire de Physique Théorique et Modèles Statistiques (LPTMS) Faculté des sciences, 

Université paris saclay, Paris, France  
2  

 

In our study of super quantum discord between two excitonic qubits inside a coupled 

semiconductor quantum dots system, our primary focus is to uncover the impact of weak 

measurement on its quantum characteristics. To achieve this, we analyze how varying the 

measurement strength x, affects this super quantum correlation in the presence of thermal 

effects. Additionally, we assess the effect of this variation on the system’s evolution against its 

associated quantum parameters; external electric fields, exciton-exciton dipole interaction 

energy and Förster interaction. Our findings indicate that adjusting x to smaller values 

effectively enhances super quantum correlation, making weak measurements act as a catalyst. 

This adjustment ensures its robustness against thermal effects while preserving the non-

classical attributes of system. Furthermore, our study unveils that the effect of weak 

measurements on this latter surpasses the quantum effects associated with the system. Indeed, 

manipulating the parameter x allows weak measurement to function as a versatile tool for 

modulating quantum characteristics and controlling exciton-exciton interactions within the 

coupled semiconductor quantum dots system. 

 

 
 

T10


