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Figure 5 As Fig 4, but from the SLM. 

3. THE MODELS' RESPONSES TO DOUBLING coz AND ENHANCING SEA SURFACE 
TEMPERATURES BY 2 K  

(a)  Global annual mean 
The globally averaged response of the 11-layer model is similar to that of the S-layer 

model (Table 2). The increase in sea surface temperature raises the saturation vapour 
pressure at the ocean surface and evaporation increases by 5.6% (6.6% in the 5-layer 
model). The total atmospheric moisture content increases by 20% (18%) and precipitation 
by 5.6% (4.9%) (Table 3). The troposphere warms by 3.1 (3.0) K and the land surface 

TABLE 3. CHANGES DUE TO DOUBLING COz AND ENHANCING SEA SURFACE TEMPERATURES 
(GLOBAL ?.-YEAR MEAN) 

Atmospheric Surface temperature 
Tropospheric moisture 
temperature content Globe Land Precipitation 

(K) (%I (K) (K) (%I 
1 1  LM 3.08 20 2.26 3.05 5.6 

S LM 3.02 18 2.21 2.86 4.9 

Mitchell et al. 1987, 10.1002/qj.49711347517



Warmer atmospheres rain more

Held and Soden 2006, 10.1175/JCLI3990.1

troposphere carrying large boundary layer mixing ra-
tios, condensing and precipitating much of this vapor,
and returning with much smaller vapor content. If we
ignore this return flow of vapor, we have simply, in the
global mean, P ! Mq, where P is the precipitation, M
is the mass exchanged per unit time, and q is a typical
boundary layer mixing ratio. (The mass flux in nonprec-
ipitating shallow convection should be excluded from
M.) Since q scales with CC but P increases more slowly,
M must decrease rapidly, albeit a bit less rapidly than
the CC rate. There are a number of ways of measuring
the strength of the atmospheric circulation, but by this
particular measure, the circulation must weaken as the
climate warms. We can, alternatively, speak of the

mean residence time of water vapor in the troposphere
as increasing with increasing temperature (Roads et al.
1998; Bosilovich et al. 2005).

Since the bulk of the evaporation and precipitation
occurs in the Tropics, this argument is relevant for the
Tropics in isolation. We therefore expect the mass flux
in precipitating convective towers to decrease with in-
creasing temperature. In most comprehensive climate
models, this convective mass flux is not explicitly simu-
lated by the resolved motions but is estimated by sub-
grid-scale closure theories. One might think that little
confidence should be placed in the rate of change of
convective mass transport with increasing temperature
predicted by these models, given the uncertainties in

FIG. 2. Scatterplot of the percentage change in global-mean column-integrated (a),(c) water vapor and (b),(d) precipitation vs the
global-mean change in surface air temperature for the PCMDI AR4 models under the (a),(b) Special Report on Emissions Scenarios
(SRES) A1B forcing scenario and (c),(d) 20C3M forcing scenario. The changes are computed as differences between the first 20 yr and
last 20 yr of the twenty-first (SRES A1B) and twentieth (20C3M) centuries. Solid lines depict the rate of increase in column-integrated
water vapor (7.5% K"1). The dashed line in (d) depicts the linear fit of #P to #T, which increases at a rate of 2.2% K"1.
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Energy conservation and global rainfall

Water balance within the atmosphere requires 

Surface evaporation  - surface precipitation  = 0

Energy balance within the atmosphere requires

Net atmospheric radiative heating + latent heat flux + sensible heat flux = 0 
or, in energy units, 

In Earth’s atmosphere  and 

HSW − QLW + LvP + SHF = 0

HSW ≪ |QLW | LvP ≪ SHF



the ocean surface has been diminished in all basins
through reductions to both DLR and DSR, while pre-
cipitation and evaporation have both increased. Over
continents the picture is more varied, with surface radi-
ation increasing over Africa and to a lesser extent South
America, Australia, and Eurasia but decreasing over
North America and Antarctica. Latent and sensible heat
adjustments mirror those in radiation, increasing over
continents where radiation is reduced and decreasing
over continents where radiation is increased. Once con-
verted to flux units (by dividing by 0.147 and 0.364, re-
spectively) the continent and ocean rows of Table 4 show
remarkable agreement with the separate land and ocean
energy budgets presented in Wild et al. (2015). The par-
titioning of ULW, DLR, and ET between land and
oceans all agree within 3Wm22. As noted in Wild et al.
(2015), despite significant differences in their distribution
with latitude, DSR is almost identical over land and
ocean regions, 185 and 187Wm22, respectively, com-
pared to 185 and 184Wm22 reported in Wild et al.
(2015). The most significant exception concerns SH flux
estimates that are more than 15% larger over both land
and oceans in the present study, reflecting the potential
for large biases in these estimates from both satellites and
reanalyses and justifying the large uncertainties assigned
to this quantity in the current study.

The effect of imposing balance constraints is clearly
evident in the global distribution of annually averaged
energy into the surface after optimization (see Fig. 5d).
The component fluxes are now balanced over all conti-
nents as anticipated. While the energy budgets of indi-
vidual basins do not necessarily balance since heat can be
exchanged between basins, imbalances are significantly
smaller than those in Fig. 2d and now exhibit the combi-
nation of surpluses and deficits necessary to support Eq.
(13). TheGulf ofMexico andCaribbean Sea, for example,
exhibit strong heating that likely balances weak overall
cooling in the much larger North Atlantic basin.
The refinements to all annually averaged surface en-

ergy fluxes in each continent and ocean basin are iso-
lated in Fig. 6. As in the global case, adjustments
generally fall within the ranges implied by the un-
certainties in each component flux, but several oceanic
adjustments approach the maximum allowed by their
uncertainties. This, coupled with the fact that fluxes tend
to be adjusted in the same sense (increased or de-
creased) in all basins, suggests that biases exist in some
of the component fluxes. Latent heat fluxes (both pre-
cipitation and evaporation) are generally adjusted by
smaller increments in the current optimization than is
argued by Stephens et al. (2012b), likely owing to the
additional water cycle constraints applied in the current

FIG. 4. As in Fig. 1, but after application of relevant energy and water cycle balance constraints.

1 NOVEMBER 2015 L ’ ECUYER ET AL . 8335
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Observations constrained with energy and water balance



(Results from RCEMIP - beware diagnostics)
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Radiation change constrains precipitation change with temperature

How does precipitation with temperature (what is the “hydrologic sensitivity”)? 

In climate change simulations latent heat fluxes often decrease a little with 
temperature but to first order 

Can we understand ?

(Spoiler alert: everything depends on radiative transfer and water vapor 
thermodynamics) 

Lv
dP
dTS
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−
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“The atmosphere deepens in temperature coordinates” 
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Fig. 2. Net flux divergence �@T F
net, as diagnosed from RRTM coupled to

our CRM RCE simulations at Ts = (280, 290, 300, 310) K. Fluxes are plotted
from the lifting condensation level (LCL) of each simulation to 22.5 km for
clarity and in height, pressure, and temperature coordinates to empha-
size the Ts invariance of (�@T F

net)(T). The gray dotted line (Right) plots
�@T F

net = 0 and shows the Ts invariance of Ttp ⇡ 185 K.

presumably due to the low cloud fraction (whose vertical maxi-
mum at the anvil height never exceeds ⇠ 10%). It is also possible
that the Ts invariance demonstrated here benefits from the fixed
temperature of the anvil cloud peak (FAT) (26–28). We will
touch upon cloud radiative effects further in section 5, when we
apply these results to GCMs.

A Simple Picture for Column-Integrated Radiative Cooling
Now that we have established the Ts invariance of radiative
flux divergences, we can construct a simple, quantitative pic-
ture of how column-integrated radiative cooling, and hence
precipitation, changes with surface temperature.

Let F denote radiative flux in a particular band—LW, SW, or
Net (LW + SW)–and Q the associated column-integrated free-
tropospheric radiative cooling. (If these quantities appear in a
statement with no subscript specifying a band, then the statement
is meant to hold for all bands.) We consider the free troposphere
(i.e., the troposphere above the planetary boundary layer), rather
than the full troposphere, because the radiative constraint on
precipitation

LP ⇡Qnet [7]

holds best for the free troposphere (1). The underlying assump-
tion in Eq. 7 is that surface sensible heat fluxes balance radiative
cooling in the boundary layer, and so both can be eliminated
from the atmospheric energy budget by considering the free tro-
posphere. (This assumption was also made in ref. 9 and goes back
to ref. 29.) We define the free troposphere here as being above
the lifting condensation level (LCL) TLCL where clouds begin to
form and below the tropopause Ttp.

We now write Q as an integral of �@TF in temperature
coordinates:

Q =

Z TLCL

Ttp

(�@T 0F )dT 0 .

If we approximate the change in TLCL as equal to the change in
Ts (this holds to within 10% in our CRM simulations), then the
change in Q with surface temperature is simply

dQ

dTs
= �@TF |TLCL

. [8]

In other words, since the tropospheric cooling profile
(�@TF )(T ) is independent of Ts, increasing Ts just exposes
more of this profile. The contribution of this new section of
the (�@TF )(T ) curve to Q is given by Eq. 8. A cartoon of

this argument is given in Fig. 3. For finite changes in Ts, Eq.
8 approximates (�@TF )(T ) in the newly exposed region as
equal to �@TF at the LCL of the base state, but for small
enough changes in Ts, this approximation should be adequate.
Specializing Eq. 8 to the Net band and invoking Eq. 7 then yields
an equation for precipitation change with surface warming. Note
that Eq. 8 is predictive in the sense that only data from a single
simulation are required for its evaluation.

Let us then test the predictive power of Eq. 8. The pan-
els of Fig. 4 plot Q(Ts) as diagnosed directly from our CRM
simulations, along with estimates of the slope of this curve diag-
nosed via Eq. 8, for the SW, LW, and Net bands (TLCL is
diagnosed as T at the low-level maximum in cloud fraction).
Precipitation LP is also plotted alongside Qnet. Fig. 4 shows
that Eq. 8 captures the changes in cooling in all bands. Fur-
thermore, since LP tracks Qnet closely for 290Ts  310 K,
Eq. 8 also captures precipitation changes in this temperature
regime.

We also see that Eq. 8 predicts a decrease in Qnet with Ts at
Ts = 320 K; this is not an artifact but rather a real effect due to
the fact that �@TF

LW tends toward zero with increasing T while
�@TF

SW stays roughly constant (SI Appendix, Figs. S2 and S3).
That �@TF

LW approaches zero indicates that all LW frequen-
cies are becoming saturated—that is, ⌧�(Ts)> 1 for all �. This
is the well-known “runaway greenhouse regime” (30), known to
set in at roughly 310 K in the absence of large-scale circulations
(31), as we have here, and at somewhat higher temperatures for
GCMs (32, 33).

Note that our constraint Eq. 7 appears to break down in
this Ts regime. This is due to the cooling of the atmosphere
by raindrops that absorb heat as they fall to warmer temper-
atures, an effect that exceeds 10 W/m2 in the Ts = 320 K
case. This is not accounted for in Eq. 7 and also implies that
Eq. 8 will slightly underpredict precipitation change at high
Ts. The radiative constraint also breaks down at low Ts (i.e.,
Ts  280 K), where sensible heat fluxes start to dominate over
latent heat fluxes. Thus, Eq. 8 has explanatory power for pre-
cipitation changes at temperatures somewhat greater than or
equal to Earth’s mean temperature of 288 K. Outside the 290
Ts  310 K range, additional physics must be invoked to predict
changes in P .

Why Does Precipitation Increase at 2 � 3% K�1?
The results in Fig. 4 show that our framework has some predic-
tive power for explaining changes in Qnet and hence P in RCE.
Let us then try to use this framework to answer the question
posed in the introduction—namely, why does mean precipitation
increase at 2� 3% K�1?

Fig. 3. Cartoon depicting the increase in Q with Ts in Eq. 8. Increasing the
temperature range of the troposphere exposes more of the Ts-invariant
curve (@T F)(T) (blue lines). The contribution of this newly exposed region
to column-integrated cooling is given by Eq. 8.

Jeevanjee and Romps PNAS | November 6, 2018 | vol. 115 | no. 45 | 11467
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Fig. 2. Net flux divergence �@T F
net, as diagnosed from RRTM coupled to

our CRM RCE simulations at Ts = (280, 290, 300, 310) K. Fluxes are plotted
from the lifting condensation level (LCL) of each simulation to 22.5 km for
clarity and in height, pressure, and temperature coordinates to empha-
size the Ts invariance of (�@T F

net)(T). The gray dotted line (Right) plots
�@T F

net = 0 and shows the Ts invariance of Ttp ⇡ 185 K.

presumably due to the low cloud fraction (whose vertical maxi-
mum at the anvil height never exceeds ⇠ 10%). It is also possible
that the Ts invariance demonstrated here benefits from the fixed
temperature of the anvil cloud peak (FAT) (26–28). We will
touch upon cloud radiative effects further in section 5, when we
apply these results to GCMs.

A Simple Picture for Column-Integrated Radiative Cooling
Now that we have established the Ts invariance of radiative
flux divergences, we can construct a simple, quantitative pic-
ture of how column-integrated radiative cooling, and hence
precipitation, changes with surface temperature.

Let F denote radiative flux in a particular band—LW, SW, or
Net (LW + SW)–and Q the associated column-integrated free-
tropospheric radiative cooling. (If these quantities appear in a
statement with no subscript specifying a band, then the statement
is meant to hold for all bands.) We consider the free troposphere
(i.e., the troposphere above the planetary boundary layer), rather
than the full troposphere, because the radiative constraint on
precipitation

LP ⇡Qnet [7]

holds best for the free troposphere (1). The underlying assump-
tion in Eq. 7 is that surface sensible heat fluxes balance radiative
cooling in the boundary layer, and so both can be eliminated
from the atmospheric energy budget by considering the free tro-
posphere. (This assumption was also made in ref. 9 and goes back
to ref. 29.) We define the free troposphere here as being above
the lifting condensation level (LCL) TLCL where clouds begin to
form and below the tropopause Ttp.

We now write Q as an integral of �@TF in temperature
coordinates:

Q =

Z TLCL

Ttp

(�@T 0F )dT 0 .

If we approximate the change in TLCL as equal to the change in
Ts (this holds to within 10% in our CRM simulations), then the
change in Q with surface temperature is simply
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= �@TF |TLCL

. [8]

In other words, since the tropospheric cooling profile
(�@TF )(T ) is independent of Ts, increasing Ts just exposes
more of this profile. The contribution of this new section of
the (�@TF )(T ) curve to Q is given by Eq. 8. A cartoon of

this argument is given in Fig. 3. For finite changes in Ts, Eq.
8 approximates (�@TF )(T ) in the newly exposed region as
equal to �@TF at the LCL of the base state, but for small
enough changes in Ts, this approximation should be adequate.
Specializing Eq. 8 to the Net band and invoking Eq. 7 then yields
an equation for precipitation change with surface warming. Note
that Eq. 8 is predictive in the sense that only data from a single
simulation are required for its evaluation.

Let us then test the predictive power of Eq. 8. The pan-
els of Fig. 4 plot Q(Ts) as diagnosed directly from our CRM
simulations, along with estimates of the slope of this curve diag-
nosed via Eq. 8, for the SW, LW, and Net bands (TLCL is
diagnosed as T at the low-level maximum in cloud fraction).
Precipitation LP is also plotted alongside Qnet. Fig. 4 shows
that Eq. 8 captures the changes in cooling in all bands. Fur-
thermore, since LP tracks Qnet closely for 290Ts  310 K,
Eq. 8 also captures precipitation changes in this temperature
regime.

We also see that Eq. 8 predicts a decrease in Qnet with Ts at
Ts = 320 K; this is not an artifact but rather a real effect due to
the fact that �@TF

LW tends toward zero with increasing T while
�@TF

SW stays roughly constant (SI Appendix, Figs. S2 and S3).
That �@TF

LW approaches zero indicates that all LW frequen-
cies are becoming saturated—that is, ⌧�(Ts)> 1 for all �. This
is the well-known “runaway greenhouse regime” (30), known to
set in at roughly 310 K in the absence of large-scale circulations
(31), as we have here, and at somewhat higher temperatures for
GCMs (32, 33).

Note that our constraint Eq. 7 appears to break down in
this Ts regime. This is due to the cooling of the atmosphere
by raindrops that absorb heat as they fall to warmer temper-
atures, an effect that exceeds 10 W/m2 in the Ts = 320 K
case. This is not accounted for in Eq. 7 and also implies that
Eq. 8 will slightly underpredict precipitation change at high
Ts. The radiative constraint also breaks down at low Ts (i.e.,
Ts  280 K), where sensible heat fluxes start to dominate over
latent heat fluxes. Thus, Eq. 8 has explanatory power for pre-
cipitation changes at temperatures somewhat greater than or
equal to Earth’s mean temperature of 288 K. Outside the 290
Ts  310 K range, additional physics must be invoked to predict
changes in P .

Why Does Precipitation Increase at 2 � 3% K�1?
The results in Fig. 4 show that our framework has some predic-
tive power for explaining changes in Qnet and hence P in RCE.
Let us then try to use this framework to answer the question
posed in the introduction—namely, why does mean precipitation
increase at 2� 3% K�1?

Fig. 3. Cartoon depicting the increase in Q with Ts in Eq. 8. Increasing the
temperature range of the troposphere exposes more of the Ts-invariant
curve (@T F)(T) (blue lines). The contribution of this newly exposed region
to column-integrated cooling is given by Eq. 8.

Jeevanjee and Romps PNAS | November 6, 2018 | vol. 115 | no. 45 | 11467

D
ow

nl
oa

de
d 

at
 C

O
LU

M
BI

A 
U

N
IV

ER
SI

TY
 o

n 
O

ct
ob

er
 6

, 2
02

1 

Jeevanjee and Romps 2018, 10.1073/pnas.1720683115Fig. 4. Free-tropospheric radiative cooling Q vs. Ts (black circles), along
with slopes dQ/dTs (red lines) as diagnosed from Eq. 8. These are shown for
the SW (Left), LW (Center), and Net (Right) bands. The black dashed lines
connect the black circles and give a benchmark slope against which to com-
pare the red lines. The Net panel also gives CRM-diagnosed precipitation
values in blue stars. See A Simple Picture for Column-Integrated Radiative

Cooling for discussion.

First, let us confirm in a back-of-the-envelope fashion that Eq.
8 indeed gives a 2� 3% K�1 increase in P . Combining Eqs. 7
and 8 gives

d lnP
dTs

⇡ (�@TF
net)(TLCL)
Qnet

. [9]

For Ts = 300 K, where (�@TF
net)(TLCL)⇡ 3 W/m2/K and

Qnet =104 W/m2, we find d lnP
dTs

=3% K�1, as expected. This
is also, of course, consistent with the directly diagnosed value of
ln

⇣
P(310 K)
P(300 K)

⌘
/10 K=3.14% K�1.

Now, suppose we take Ts = 300 K and try to simply param-
etrize the net cooling as �@TF

net / (T �Ttp)
� . Further sup-

pose (motivated by inspection of Fig. 2) that �⇡ 2—that is,
that �@TF

net is roughly quadratic in (T �Ttp). Then, the full
tropospheric radiative cooling is Q ⇠ (Ts �Ttp)

�+1, and hence

d lnQ
dTs

=
�+1

Ts �Ttp
. [10]

Note that Ts �Ttp is the depth of the troposphere expressed in
temperature coordinates. For Ts = 300 K, this depth is roughly
100 K, and so Eq. 10 gives roughly 3% K�1, consistent with the
result from Eq. 9.

On the other hand, if �@TF
net were constant throughout the

depth of the troposphere (i.e., �=0), then Q would just scale
with Ts �Ttp. But then it is clear that since a 1 K increase in
Ts is a 1% increase in tropospheric depth Ts �Ttp, Q should
increase at 1% K�1, just as expected from Eq. 10. The fact that Q
increases somewhat faster than 1% K�1 can then be understood
as a result of the fact that �@TF

net is increasing, not constant,
with T—that is, that �> 0 in Eq. 10. In other words, Eq. 10
implies that the order of magnitude of fractional mean precip-
itation change is set by the increasing depth of the atmosphere
Ts �Ttp, which increases at O(1%) K�1.

Applicability to GCMs
Now we apply the ideas developed so far to GCM simulations.
Given the complexity of GCMs, we do not aim for the same
quantitative agreement as found in the CRM case but rather to
show that the same basic ideas allow us to make an order of mag-
nitude estimate for how Q and P change with warming in GCMs.
In particular, we do not aim to capture any of the intermodel
scatter in these changes.

The key so far has been the Ts invariance of �@TF . We can
check this in a GCM by binning GCM columns by their local Ts,
computing an average�@TF profile for each bin, and then check-
ing the Ts invariance of each of these profiles. For this, we utilize
the AMIP (Atmospheric Model Intercomparison Project) and
AMIP4K output in the CMIP5 (Climate Model Intercomparison

Project Phase 5) archive. These experiments are atmosphere-
only and feature observed sea-surface temperatures (AMIP) as
well as uniform +4K perturbations to those observed sea-surface
temperatures (AMIP4K), with no change in CO2 concentration;
as such, they are good analogs to our fixed-Ts CRM experi-
ments. The AMIP4K experiment was part of the CFMIP protocol
(Cloud Feedback Model Intercomparison Project) (34), which
also requested the output of vertically resolved radiative fluxes
rather than just surface and top-of-atmosphere fluxes, allowing us
to compute �@TF profiles.

Six models participated in the AMIP and AMIP4K CFMIP
experiments and provided the output we require. We begin by
analyzing the first one whose data we obtained, IPSL-CM5A-
LR (Institute Pierre Simon Laplace Coupled Model 5A Low
Resolution). Fig. 5 shows AMIP and AMIP4K profiles of aver-
age �@TF

net for six of our Ts bins, where for each Ts bin the
average is taken over all columns from the last 30 y of the sim-
ulation for which the lowest model-level air temperature lies in
the range (Ts,Ts +2K). For the AMIP4K calculation in each
panel, the Ts +4K bin is used, so as to compare roughly the same
columns between the two simulations. See Materials and Methods
for further details.

Fig. 5 shows that for IPSL-CM5A-LR and a given Ts, Ts

invariance hold throughout most of the troposphere, with the
profiles diverging at some point in the lower troposphere, below
which the AMIP4K profile typically shifts downward by about
4 K relative to the AMIP profile. We interpret this downward
shift as the influence of various surface-based atmospheric layers
(e.g., subcloud layer, trade cumulus layer) on our profiles, as the
surface and hence the tops of such layers are not expected to stay
fixed in T with warming. Fig. 6 shows that this behavior is fairly
robust across our CFMIP models.

To connect this behavior with that of our RCE simulations,
note that Eq. 8 is equivalent to assuming that the �@TF

net

profile for a climate with surface temperature Ts +�Ts may
be obtained from the �@TF

net profile for a climate with sur-
face temperature Ts by inserting, at TLCL, a vertical segment
of length �Ts and magnitude (�@TF

net)(TLCL). Under such
an extension procedure, it is clear that Eq. 8 holds. We now
attempt the same approach for each of our GCM’s Ts bins; that
is, we attempt to construct, from each AMIP �@TF

net profile,

Fig. 5. Profiles of �@T F
net for various Ts bins for the AMIP (blue) and

AMIP4K (red) runs of IPSL-CM5A-LR, along with the AMIPext profiles (green
dashed) produced by extension of the AMIP profiles at Text (black dots; see
Applicability to GCMs for description). The AMIPext profiles are overall a
decent match to the AMIP4K profiles.

11468 | www.pnas.org/cgi/doi/10.1073/pnas.1720683115 Jeevanjee and Romps
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An explanation: Simpson’s “law”

To the extent that 

The absorption coefficient of water vapor is constant with  and

Water vapor path depends only on local temperature 

Then 

Water vapor optical depth is a function of temperature so  

Cooling by water vapor is independent of temperature in optically thick 
regions 

T, p



An explanation: Simpson’s “law”

Geophysical Research Letters

A pedagogical treatment is given in Jeevanjee  (2018). We emphasize 
at the outset that Simpson's “Law” does not hold exactly, but is rather 
a first-order approximation; we refer to it as a “Law” simply to empha-
size the fundamental role it plays in the spectral structure of radiative 
feedbacks.

To arrive at Simpson's Law, we first note that if RH is uniform, then the 
vapor density ρv (kg/m3) is a function of temperature only, with no explic-
it pressure dependence:

 (3)

where e*(T) is saturation vapor pressure and all other symbols have their 
usual meaning. Viewing T as a vertical coordinate, then, implies that the 
profile ρv(T) should be universal and independent of surface tempera-
ture, that is, “Ts-invariant” (cf. Figure 1 of Jeevanjee & Romps, 2018).

This then implies that H2O optical depth at a given wavenumber should 
also be a Ts-invariant function of T, at least to first order and under typi-
cal circumstance. To see this, we write H2O optical depth in temperature 
coordinates as

 (4)

where Ttp is the tropopause temperature, κ is the mass absorption coefficient (m2/kg), and Γ the lapse rate. 
(Such an expression neglects stratospheric water vapor and cannot be used when tropospheric T(z) is not 
single-valued, that is, when there is a temperature inversion. Future work could investigate the validity of 
Simpson's Law under such circumstances.) Though κ exhibits pressure and temperature dependencies due 
to collisional broadening and quantum effects (Pierrehumbert, 2010), and moist lapse rates Γ also vary in 
the vertical, these variations are expected to be weak compared to the strong exponential T-dependence of 
ρv. Since ρv is Ts-invariant, we expect τ(T) to be so as well, at least to first order (cf. Figure S5 of Jeevanjee 
& Romps, 2018). Since cooling-to-space can be approximated as emanating from τ ≈ 1 for optically thick 
wavenumbers ν (e.g., Petty, 2006; Jeevanjee & Fueglistaler, 2020a), this suggests that the spectrally resolved 
OLRν and corresponding emission temperature Tem (ν), defined in terms of the Planck function B(ν, T) by

 (5)

should also be Ts-invariant (so long as RH is fixed). This then yields Simpson's “Law”:

Simpson's “Law”: At fixed RH, and for optically thick wavenumbers dominated by H2O absorption, emission 
temperatures and OLR are independent of surface temperature (to first order).

We explicitly verify Simpson's Law in Figure 1 by plotting Tem (as diagnosed via Equation 5) as a function 
of wavenumber for a set of moist adiabatic columns at varying Ts and with RH = 0.75 and no CO2, using 
the Reference Forward Model (RFM, details of these calculations are as given in Section 4). Atmospheric 
emission emanates from the optically thick sections of the H2O pure rotational band (0–800  cm−1) and 
vibration-rotational band (1,200–1,500 cm−1), while surface emission emanates through the optically thin 
water vapor “window” at 800–1,200 cm−1 (For further intuition for this structure, see Jeevanjee & Fueg-
listaler, 2020b). The optically thick wavenumbers show relatively little variation of Tem with Ts, validating 
Simpson's Law. Indeed, the average of dTem/dTs over 0 − 800 cm−1 at Ts = 290 K is 0.2. Of course, the fact 
that dTem/dTs is not identically zero shows that Simpson's Law is only approximate, due to our neglect of 
pressure broadening and lapse-rate changes in deducing Simpson's Law above.

Simpson's Law is nonetheless a useful idealization, as it encapsulates the small changes in optically thick 
Tem relative to the much larger changes in Tem in the optically thin water vapor window (in the window, 
which remains optically thin for Ts ≲ 290 K, we have Tem ≈ Ts and thus dTem/dTs ≈ 1). In particular, differen-
tiating Equation 5 with respect to Ts and invoking Simpson's Law tells us that the total feedback parameter 
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Figure 1. Demonstration of Simpson's Law. Emission temperatures Tem 
defined by Equation 5, as calculated with the Reference Forward Model for 
moist adiabatic atmospheres with varying Ts. Emission temperatures are 
relatively insensitive to Ts at optically thick wavenumbers (gray shading), 
but are roughly equal to Ts in the optically thin water vapor “window” 
region (800–1,200 cm−1, white shading). Output is smoothed by averaging 
over bins of width 10 cm−1.
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The atmosphere cools to space and warms from the surface

The monochromatic flux divergence across the whole atmosphere is 

i.e. by cooling to space and heating from the surface at each  

[You can get here by using the solutions to Schwartchild’s equation for up and 
down flux to compute net flux 

 ]

Qν = ∫
τ*ν

0
πBν(T(τν))e−τνdτν − ∫

τ*ν

0
π(Bν(Ts) − Bν(T(τν)))e−(τ*ν −τν)dτν

τ

Qν = (F−
ν (0) − F+

ν (0)) − (F−
ν (τ*) − F+

ν (τ*))



“Hydrologic sensitivity” is dominated by changes in cooling to space

The change in total flux divergence with surface temperature is 

because surface exchanges are small and get smaller at higher  

        

because cooling is dominated by water vapor and “Simpson’s law” 

       

Remember emissivity is bounded by 

dQν

dTs
=

d
dTs ∫

τ*ν

0
πBν(T(τν))e−τνdτν −

d
dTs ∫

τ*ν

0
π(Bν(Ts) − Bν(T(τν)))e−(τ*ν −τν)dτν

Ts

≈ πBν(T(τν))e−τν
dτν

dTs
+ π∫

τ*ν

0

d
dTs

Bν(T(τν))e−τνdτν

≈ πBν(T(τν))
dϵ
dTs

0 ≤ ϵ ≤ 1



… in spectral regions where opacity changes with temperature 

Emission from the atmosphere is dominated by water vapor and carbon dioxide 

  
neglecting pressure broadening and self-continuum

So that 

τν = τν,CO2
+ τν,H2O = τν,CO2

+ Dkν,H2OWVP

dQν

dTs
= e−τν,CO2 (πBν(Ts)

d ln WVP
dTs

τν,H2Oe−τν,H2O)



Complicated spectroscopy can be usefully idealized

F��. 3. Idealized band models compared against the absorption cross-sections of CO2 (top row) and H2O

(bottom). Grey envelopes show cross-sections computed at line-by-line spectral resolution, solid lines are the

cross-sections smoothed by a median filter with width 25 cm�1. Dashed lines are our band models for CO2 and

H2O bands (the sum of line and continuum absorption), while dotted lines show the grey H2O continuum model

only.
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need to account for the H2O continuum. We do so by approximating the continuum as a grey214
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For CO2 line absorption the absorption cross-section is216
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… in spectral regions where opacity changes with temperature 

Emission from the atmosphere is dominated by water vapor and carbon dioxide 

  
neglecting pressure broadening and self-continuum

So that 

Each source of absorption - water vapor lines, water vapor continuum, carbon 
dioxide - adds interesting physics 

τν = τν,CO2
+ τν,H2O = τν,CO2

+ Dkν,H2OWVP

dQν

dTs
= e−τν,CO2 (πBν(Ts)

d ln WVP
dTs

τν,H2Oe−τν,H2O)



Hydrologic sensitivity results from the closing water vapor window



Hydrologic sensitivity results from the closing water vapor window



The window darkens as it closes 



The window darkens as it closes 

The window darkens from the edges, then the whole window goes opaque at once, 
introducing stronger temperature dependence

One the whole window is opaque it’s out of play 



Carbon dioxide masks, with another temperature dependence



Carbon dioxide masks, with another temperature dependence







Hydrologic sensitivity is a consequence of spectroscopy 

The atmosphere rains more with surface temperature not because it warms but 
because it warms and moistens simultaneously

The scale of hydrologic sensitivity is set by the surface Planck function and  
shaped by the spectroscopy of water vapor and carbon dioxide  

Hydrologic sensitivity peaks at ~298K and drops off quickly at higher temperatures 



From theory to models

Shortwave heating also increases with warming, damping sensitivity

Changes in sensible heat fluxes modify hydrological sensitivity 

Partly addressed by considering cooling in the free atmosphere 

Clouds can mask changes in atmospheric emission and/or lower the  
apparent surface temperature 

CO2 forcing damps these already-small estimates

It’s unclear how to integrate across varying temperatures 

… but hydrologic sensitivity atmospheric component of the climate feedback and 
models can be understood in the same framework


