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Cubic antinomy, a parent material for metavalent compounds

Maram A. Ahmed  1,2,3  , Lucia Reining2,3, Alam Osorio2,3 and Matteo Gatti2.3

1 Basic Sciences Department, National Ribat University, Khartoum, Sudan
2 LSI, CNRS, CEA/DRF/IRAMIS, Ecole Polytechnique, F-91120 Palaiseau,France 
3 European Theoretical Spectroscopy Facility (ETSF)

Higher chalcogenides, such as GeTe, GeSe and Sb2Te3,  have been recently proposed as a
new class of materials, called metavalent, which has distinct properties compared to  metallic
and covalent compounds [1].
Metavalent materials share an unusual combination of functional properties such as reversible
amorphous  to  crystalline  phase  change,  large  optical  absorption,  ferroelectricity,  e#cient
thermoelectric and topological properties [1,2].
In order to shed light on the peculiar properties of metavalent materials and better understand
their origin, we have compared cubic antimony, the simplest compound of the family, with
lead telluride in the rocksalt structure. While cubic antimony is unstable and metallic, lead
telluride is stable and a small gap semiconductor. Still, their band structures reveal strong
similarities. 
We have analysed the  origin  of  the  instability  of  cubic  antimony  by calculating  phonon
properties,  its static response function using time-dependent density-functional  theory and
making the link to the nesting properties of its Fermi surface [3].
Ongoing research is dealing with the dynamical response function which can be measured by
electron energy loss spectroscopy.

[1] Guarneri, L., Jakobs, S., von Hoegen, A., Maier, S., Xu, M., Zhu, M., Wahl, S., Teichrib, C., 
Zhou, Y., Cojocaru Mirédin, O. and Raghuwanshi, M., ‐ Advanced Materials, 33(39), p.2102356 
(2021).
[2] Raty, J.Y., Schumacher, M., Golub, P., Deringer, V.L., Gatti, C. and Wuttig, M., Advanced 
Materials, 31(3), p.1806280 (2019).
[3] Arora, R., Waghmare, U.V. and Rao, C.N.R., Advanced Materials, 35(7), p.2208724 (2023).
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Theoretical study of bound excitons in monolayer SnS2

V. A. Bastos1, F. Paleari2, E. Luppi3, and A. Ruini1,2

1
Dipartimento di Scienze Fisiche, Informatiche e Matematiche, UNIMORE, Italy

2
CNR-Nano, Modena, Italy

3
Laboratoire de Chimie Théorique, Sorbonne Université and CNRS, France

SnS2 is a layered material with visible spectrum absorption and energy level alignment suitable
for hydrogen fuel cell electrodes [1]. It exemplifies group IV chalcogenides, increasingly stud-
ied for second harmonic generation (SHG) response [2]. We undertake a thorough theoretical
investigation of bound excitons in monolayer SnS2, employing many-body perturbation theory
[3] atop DFT-PBE electronic structure calculations [4]. Our study reveals a richer structure of
bound excitons than previously reported [5], likely due to overscreening from the interlayer
interaction in the previous work. The calculated first bright-exciton energy of 2.3 eV closely
matches the experimental optical gap of 2.23 eV. We offer a detailed analysis of the composition
and nature of the excitonic states. Future research will extend to non-centrosymmetric group
IV chalcogenide systems such as SnS and SnSe layered structures, also exploring their SHG
response [6].
This research is performed within the PNRR MUR project ECS 00000033 ECOSISTER

[1] Y. Sun et al. , Angew. Chem. Int. Ed. 51, 8727 (2012).
[2] H. Wang and X. Qian, Nano Lett. 17, 5027 (2017).
[3] D. Sangalli et al. , J. Phys. Condens. Matter. 31, 325902 (2019); A. Marini et al. , Com-
put. Phys. Commun. 180, 1392 (2009).
[4] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996); P. Giannozzi et

al. , J. Phys. Condens. Matter. 21, 395502 (2009); P. Giannozzi et al. , J. Phys. Condens. Mat-
ter. 29, 465901 (2017).
[5] H. L. Zhuang and R. G. Hennig, Phys. Rev. B 88, 115314 (2013).
[6] E. Luppi et al. , Phys. Rev. B 82, 235201 (2010).
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First principles calculations of elastic constants and Curie temperature

under high pressure in iron

Bernard Amadon
1
, Frédéric Gendron

1,Agnès Dewaele
1
, Alexei Bosak

2
, Volodymyr

Svitlyk
3
, and Florent Occelli

1

1
CEA DAM-DIF, F-91297, Arpajon, France and Université Paris-Saclay, CEA, Laboratoire

Matière en Conditions Extrêmes, 91680 Bruyères-le-Châtel, France

2
ESRF, BP220, F-38043 Grenoble Cedex, France

3
European Synchrotron Radiation Facility, BP220, 38043 Grenoble Cedex, France and

Helmholtz-Zentrum Dresden-Rossendorf, Institute of Resource Ecology, 01314 Dresden,

Germany

Phase diagram of iron is a long standing challenge for first principles calculations, because of

the important role of electronic interactions. Under pressure, however, it is expected that their

role should decrease. First, we use first principles DFT+DMFT calculations to discuss the evo-

lution of electronic structure under pressure in both the ↵ and ✏ phases[1, 2]. Secondly, we

evaluate the variations under pressure of two quantities, namely the ↵ phase Curie temperature

and elastic constants of the ✏ phase. We discuss evolution of Curie temperature with measure-

ments, previous calculations and thermodynamical relations. Elastic constants are validated in

comparison to recent experimental measurement on single crystal ✏ phase[2]. Then it is used to

evaluate the crystalline anisotropy in -Fe under densities typical of Earths inner core. It allows

to interpret seismological observations that indicate anisotropic behavior within the solid inner

core.

[1] Frédéric Gendron, Nicolas Cliche and Bernard Amadon J. Phys.: Condens. Matter 34 464003 (2022)

[2] Agnès Dewaele, Bernard Amadon, Alexei Bosak, Volodymyr Svitlyk, and Florent Occelli Phys.

Rev. Lett. 131, 034101 (2023)
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Phonnier: Wannier and Long-Range Interactions for Phonons. 
Francesc Ballester 1,2 , Ion Errea 1,2,3 , and Maia G. Vergniory 1,4 

1 Donostia International Physics Center, Paseo Manuel de Lardizabal 4, 20018 Donostia-
San Sebastian, Spain. 

2 Department of Applied Physics, University of the Basque Country (UPV/EHU), Paseo 
Manuel de Lardizabal 5, 20018 Donostia-San Sebastian, Spain. 

3 Centro de Física de Materiales, Paseo Manuel de Lardizabal 5, 20018 Donostia-San 
Sebastian, Spain. 

4 Département de Physique et Institut Quantique, Université de Sherbrooke, Sherbrooke, J1K 
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In this work, we present Phonnier: a code that simulates phonon systems using a tight-
binding model within the Wannier functions formalism. We address the challenge of long-
range interactions in phonon simulations and showcase calculations for different systems 
where LO-TO splitting may play a significant role. We present the problem of long-range 
interactions when simulating phonon systems and showcase the calculation of different 
topological landmarks, such as Weyl nodes, surface states and Wilson loops. 
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Theory of local Z2 topological markers for finite and periodic systems
Nicolas Baù1, Antimo Marrazzo2

1Dipartimento di Fisica, Università di Trieste, Strada Costiera 11, I-34151 Trieste, Italy
2Scuola Internazionale Superiore di Studi Avanzati (SISSA), Via Bonomea 265, I-34136

Trieste, Italy

Topological invariants are global properties of the ground-state wave function, typically defined
as winding numbers in reciprocal space. Over the years, a number of topological markers have
been introduced, allowing to probe the topological order locally in real space even for disordered
and inhomogeneous systems [1]. Here, we address time-reversal symmetric systems in two
dimensions and introduce two local Z2 topological markers [2]. The first formulation is based
on a generalization of the spin-Chern number [3] while the second one is based solely on time-
reversal symmetry [4]. Then, we introduce a formulation of the local Chern marker for extended
systems with periodic boundary conditions [5, 6], and we extend it to the aforementioned Z2

markers [7]. Finally, we show numerical simulations to validate the approach, including pristine
disordered and inhomogeneous systems, such as topological/trivial heterojunctions.

[1] Raffaello Bianco and Raffaele Resta, Phys. Rev. B 84, 241106(R) (2011)
[2] Nicolas Baù and Antimo Marrazzo, Phys. Rev. B 110, 054203 (2024)
[3] Emil Prodan, Phys. Rev. B 80, 125327 (2009)
[4] Alexey A. Soluyanov and David Vanderbilt, Phys. Rev. B 85, 115415 (2012)
[5] Nicolas Baù and Antimo Marrazzo, Phys. Rev. B 109, 014206 (2024)
[6] Davide Ceresoli and Raffaele Resta, Phys. Rev. B 76, 012405 (2007)
[7] Roberta Favata and Antimo Marrazzo, Electron. Struct. 5 014005 (2023)
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Relativistic Dynamics of Electron Transport in Chiral Molecular Systems 

Sushant Kumar Behera 1, Ruggero Sala 2, 3, Lorenzo Marti 1, Maria Barbara Maccioni 1, 
Abhirup Roy Karmakar 4, Rocco Martinazzo 4 and Matteo Cococcioni 1 

1Department of Physics, Università degli Studi di Pavia, 27100 Pavia, Italy. 
2 Department of Chemistry, Università degli Studi di Pavia, 27100 Pavia, Italy. 

3 Consorzio Interuniversitario Nazionale per la Scienza e Tecnologia dei Materiali (INSTM), 
Via G. Giusti, 9, 50121 Florence, Italy. 

4 Department of Chemistry, Università degli studi di Milano, 20133 Milano, Italy 

 
The Chirality-Induced Spin Selectivity (CISS) effect allows chiral molecules and crystals to 

favor spin-polarized current transmission, a discovery made in 1999. While this effect shows 

significant promise for spintronics and electron transfer, its mechanisms are not yet fully 

understood. The effect is thought to stem from enhanced spin-orbit coupling (SOC) in chiral 

molecules, but the required SOC strength greatly exceeds typical values for light atoms 

involved. Using the DIRAC code's relativistic DFT, we analyze how molecular chirality affects 

electron chirality, its distribution under an external electric field, and spin polarization decay 

in proximity to magnetic molecules. Finally, the Landauer-Imry-Büttiker approach helps us 

explore how spin-dependent transmission varies with twist angle. Though aligning 

qualitatively with experiments, our findings underscore the need for advanced exchange-

correlation functionals to better capture a generalized SOC definition, potentially incorporating 

spin current density. 

 
[1] K. Ray, S. P. Ananthavel, D. H. Waldeck, Science 283, 814 (1999). 
[2] F. Evers, et al. Adv. Mater. 34, 2106629 (2022). 
[3] S. Dalum, P. Hedegård, Nano Lett. 19, 5253 (2019). 
[4] X. Zhao, et al. Phys. Rev. Lett. 133, 036201 (2024). 
[5] Y. Adhikari, et al. Nat. Commun. 14, 5163 (2023). 
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Charge transport mechanisms at the Cathode-Electrolyte Interfaces and 
Discharge Products of Non-Aqueous Rechargeable Sodium-Air Batteries: 
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3Department of Physics, College of Natural and Computational Sciences, Addis Ababa 

University, P. O. Box 1176, Addis Ababa, Ethiopia 
4Department of Chemistry, College of Natural and Computational Sciences, Addis 

Ababa University, P. O. Box 1176, Addis Ababa, Ethiopia 
5Materials Science Program/Department of Chemistry, College of Natural and 
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Sodium–air batteries have superior theoretical specific energy to existing secondary batteries, 
even compared to state-of-the-art secondary lithium-ion batteries (LIBs). They exhibit less 
than 200 mV discharge and recharge overpotentials and above 90% electrical energy 
efficiency drawn at fairly excessive current densities. However, like lithium–air batteries, 
sodium–air batteries also suffer from poor rechargeability, low capacity, and dendrite 
formation. In this study, charge transport (ionic conductivity) studies of the cathode–
electrolyte interfaces (NaxO2@Na2CO3, x = 1 and 2) and discharge products (NaO2, Na2O2, 
and Na2CO3) of non-aqueous secondary sodium–air/O2 batteries are presented using the 
density functional theory framework. The results revealed that the sodium-ion diffusion is 
taking place too rapidly with an activation barrier of less than half an eV despite the bandgaps 
of these materials exceeding 4 eV. The ionic conductivity study is mediated by negative 
sodium vacancies (VNa

_). Interfaces revealed magnificent ionic conduction; the sodium-ion 
diffuses with little or no activation or thermodynamic barrier. Thus, the interfaces may 
provide an alternative pathway for rapid ion transfer during the battery operation, which 
might enhance the conductivity and eventually boost the accessible capacity and 
performances of secondary non-aqueous sodium–air batteries. 
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Structural phase transitions in monolayer TMDs with a neural-network 
interatomic potential 

Davide Bidoggia 1, Riccardo dal Molin 1,3, Leonid Kahle 2, Maria Peressi 1, Antimo 
Marrazzo 3 

1 Dipartimento di Fisica, Università degli Studi di Trieste, Italia 
2 Material Design, Inc., San Diego, CA, USA 

3 SISSA- Scuola Internazionale Superiore di Studi Avanzati, Trieste, Italia 
 
Among the wide family of layered materials, transition metal dichalcogenides (TMDs) 
constitute a broad class of systems exhibiting diverse properties depending on chemical 
composition, temperature, pressure, and dimensionality. In the single-layer limit, some TMDs, 
such as tungsten ditelluride (WTe₂) and molybdenum ditelluride (MoTe₂), exhibit different 
polymorphs. These materials showcase two dynamically stable phases characterized by a small 
energy difference, both of which can be experimentally observed. Here, we develop a neural-
network interatomic potential, trained on density-functional theory simulations, to investigate, 
at the atomistic level, the structural transition between the two polymorphs separated by a high 
energy barrier. Through molecular dynamics simulations, we examine the role of defects and 
interfaces in driving the structural change from the metastable to the most stable phase at high 
temperatures. 
We acknowledge support from the European Union – NextGenerationEU, through the ICSC–
Centro Nazionale di Ricerca in High Performance Computing, Big Data and Quantum 
Computing–(CUP Grant No, J93C22000540006, PNRR Investimento M4.C2.1.4) 
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Microscopic origin of gray tracks in KTiOPO4 from ab initio calculations 
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Ferroelectric potassium titanyl phosphate (KTiOPO4, KTP) is widely applied in (nonlinear) 
optical devices, e.g., for second harmonic generation (SHG), as a waveguide material, or as an 
electro-optical modulator. Unfortunately, the application of high-intensity laser light or strong 
electric fields is a limiting factor for the crystal. In fact, they provoke the formation of so-called 
gray tracks, i.e., dark spots showing a high absorption for application-relevant wavelengths, 
whereby the operation upon damaged crystals can lead to their catastrophic failure. [1] The 
microscopic origin of gray tracks is usually attributed to the reduction of titanium atoms (i.e., 
the formation of so-called Ti3+ centers) as the result of the charge compensation of various 
defects: One of these centers is thermally stable, and has already been attributed to an oxygen 
vacancy [2]. Oxygen vacancies spontaneously form within KTP crystals, since they charge 
compensate for potassium vacancies. For this, it is not surprising that treatments reducing the 
number of potassium vacancies [3] or the potassium-ion diffusivity (e.g., by a small rubidium 
doping [4]) are very beneficial in order to prevent the formation of gray tracks. Nevertheless, 
the properties of oxygen vacancies and related Ti3+ centers have not been systematically 
investigated, yet. Thus, indicating these Ti3+ centers as the only reason for gray tracking seems 
to be provide a simplistic picture for the phenomenon. 
 
In the present DFT study, we model oxygen vacancies in rubidium-doped KTP (RKTP), and 
in potassium-deficient KTP [5,6]. The focus of our investigation thereby lays on the systematic 
analysis of their energetics as well as their electronic and magnetic properties. We find that the 
properties of Ti3+ centers do not strongly depend on the chemical environment. In addition, 
they are not only energetically more favorable, but do also provide a better agreement with 
experimental hyperfine tensors [2], if they are located at a near TiO6 polyhedron rather that at 
a undercoordinated TiO5 moiety caused by the oxygen vacancy itself, whereas the Ti3+ centers 
are stabilized by displaced potassium ions. Notably, potassium interstitials rather than oxygen 
vacancies appear to be directly related to origin of gray tracks. Thus, our results strongly hint 
that the current gray-tracking model has to be partially revised. 
 
 
[1] M. Roth, in Springer Handbook of Crystal Growth, Chap 20, 691 (2010, Berlin, Heidelberg). 
[2] S. D. Setzler, et al., Journal of Physics Condensed Matter. 15, 3969 (2003). 
[3] A. Zukauskas, et al., Optics express 21, 1395 (2013). 
[4] L. Padberg, et al., Crystals 12, 1359 (2022). 
[5] A. Bocchini, et al. Phys. Rev. Materials 4, 124402 (2020). 
[6] A. Bocchini, et al., Phys. Rev. B, submitted. 
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Exciton characterization is crucial for several materials science applications, ranging from
energy transport/storage technologies to photocatalysis, plasmonic, sensing. The state-of-the-
art approach is ab-initio many-body perturbation theory (MBPT), in particular the Bethe-
Salpeter equation (BSE) [1]. This is usually built on top of computationally demanding GW
quasiparticle band structures (BSE@GW approach). In this work, we demonstrate how it is
possible to construct the BSE Hamiltonian starting from Koopmans functionals [2]
eigenvalues as the main ingredient (BSE@Koopmans), obtaining optical spectra with
comparable accuracy with respect to the BSE@GW but at reduced computational cost.
Preliminary developments on automated workflows to compute BSE@Koopmans from
scratch (i.e. Koopmans+BSE) are provided within the koopmans package [3], the AiiDA
workflow engine [4] and the Yambo code [5].

[1] G. Onida et al., Rev. Mod. Phys., 74(2), 601–659 (2002)
[2] Dabo et al., Phys. Rev. B, 82, 115121 (2010)
[3] Linscott et al., J. Chem. Theory Comput. 19, 7097-7111 (2023)
[4] Huber et al., Sci. Data, 7(1):300 (2020)
[5] D. Sangalli et al., J. Phys. Condens. Matter, 31, 325902 (2019)
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Two-dimensional kagome lattices are known to host a flat band (FB) and a Dirac point due to the 
destructive quantum interference of electronic wavefunctions [1-3]. In this work, we have introduced 
an exact analytical decimation transformation scheme to explore the coexistence of FB and Dirac point 
in three-dimensional coupled kagome systems. Our proposed technique allows coarse-graining of the 
parameter space, which maps the original system to an analogous low-level lattice [4]. The decimated 
system facilitates defining a descriptor that controls the appearance of a FB and provides a definite 
criterion for absolute flatness. We confirm our predictions on the emergence of the FB and Dirac points 
for a class of materials employing material databases in conjunction with density functional theory 
calculations. The present work explores the intricate electronic properties of coupled kagome lattices 
and provides an analytical formalism that can efficiently investigate the rich physics of such lattice 
models. 
 
References: 
 

1. Bergman, D.L., Wu, C. and Balents, L., 2008. Band touching from real-space topology 
in frustrated hopping models. Physical Review B, 78(12), p.125104. 

2. Kang, M., Ye, L., Fang, S., You, J.S., Levitan, A., Han, M., Facio, J.I., Jozwiak, C., 
Bostwick, A., Rotenberg, E. and Chan, M.K., 2020. Dirac fermions and flat bands in 
the ideal kagome metal FeSn. Nature materials, 19(2), pp.163-169. 

3. Kang, M., Fang, S., Ye, L., Po, H.C., Denlinger, J., Jozwiak, C., Bostwick, A., 
Rotenberg, E., Kaxiras, E., Checkelsky, J.G. and Comin, R., 2020. Topological flat 
bands in frustrated kagome lattice CoSn. Nature communications, 11(1), p.4004. 

4. Sil, S., Maiti, S.K. and Chakrabarti, A., 2008. Metal-insulator transition in an aperiodic 
ladder network: An exact result. Physical review letters, 101(7), p.076803. 
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The DFT+U method is an extremely popular tool for modeling Mott-Hubbard and Charge-
Transfer insulators, thanks to its semi-local DFT cost. DFT+U -type functionals however have
been traditionally developed from the Hubbard model with use of ad-hoc double-counting cor-
rection schemes.

We derive a DFT+U -type functional named BLOR [1] and its many-body generalisation
mBLOR [2], to explicitly enforce the flat plane condition on localized subspaces, dispensing
with the need to invoke the Hubbard model or a double-counting correction scheme. BLOR by
design corrects for Many-Electron Self-Ineraction Error (MSIE) and Static Correlation Error,
two of the most notorious errors that plague practical DFT calculations.

We use multireference homonuclear s-block molecular test systems to compare the perfor-
mance of BLOR to traditional functionals, with U & J parameters computed using the linear
response methodology. We find that DFT(PBE) and DFT+U (using Dudarev’s functional) yields
relative energetic errors as high as 8% & 20.5%, respectively, while BLOR yields errors below
0.6%. Similar improvements in the total energy are achieved for multireference homonuclear
p-block molecular test systems with the use of the mBLOR functional.

Intriguingly, the BLOR and mBLOR functionals exhibit explicit derivative discontinuities
with respect to subspace occupancy, which can contribute to the fundamental band-gap but
not the Generalised Kohn Sham (GKS) gap. An additional derivative discontinuity correction
term has been developed to incorporate this contribution to the fundamental band-gap within
the GKS eigenspectrum. Armed with this derivative discontinuity correction term, BLOR and
mBLOR are found to be the only DFT+U -type functionals to open the GKS gap of the stretched
neutral homo-nuclear dimers without the aid of unphysical spin-symmetry breaking.
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FIG. 4. The top panel displays isosurfaces of the five lowest
spin up Kohn-Sham orbitals of the dissociated H+

5 ring [48]. The
bottom planel displays a bar chart of the relative errors in the total
energy of dissociated H+

5 at an internuclear separation of 8a0 us-
ing different corrective functionals [3,40–43,47], which are applied
non-self-consistently on the extrapolated, symmetry-unbroken PBE
spin-density. The atomic subspace occupancy is significantly less
than 1 and will be equal to 0.8 at the dissociated limit, thus the
lower versions of BLOR and l-jmDFT are the correct versions for
this system.

to the incorrect SCE-term prefactor of −U/4 in both cases.
Indeed, computing the total energy of H2 at a 9a0 bond length
with both symmetric-MSIE and asymmetric-MSIE prefactors
being equal to 0, but with the correct SCE prefactor of J/2,
yields a relative error of 0.81%.

Several of the corrective functionals (including BLOR)
were found, at least on the basis of molecular orbital theory
analysis, to yield the incorrect ordering of the Kohn-Sham
(KS) orbitals upon self-consistent application of the cor-
rective functional. Whenever this occurred, the corrective
functional was applied non-self-consistently, i.e., the total
energy was evaluated on the PBE density, hence we have
BLOR@PBE. For all corrective functionals where no KS
orbital reordering occurs, the total energy was evaluated both
self-consistently and non-self-consistently and the difference
between the two was found to be negligible. This demon-
strates that BLOR yields correct total energies but fails to

FIG. 5. The decomposition of the total corrective energy asso-
ciated with several functionals [40–43,47] into a symmetric-MSIE
term, a SCE term, a minority-spin term, and an asymmetric-MSIE
term. The exact corrective energy is that required to recover the
correct dissociated-limit total energy.

correspondingly correct the KS potential; rectifying this issue
will be left to future work.

The second system we tested BLOR on was a dissociated
hydrogen ring system, which suffers from both local-MSIE
and local-SCE (in a system where both local-MSIE and local-
SCE are present, error cancellation may occur). Specifically,
we look at the triplet spin state of this system, which provides
a stringent test for the validity of the nascent asymmetric-
MSIE correction term. Dissociated triplet H+

5 is the smallest
hydrogen ring system where (1) the subspaces are not located
along the edge or fold of the diamond and (2) the system
does not suffer from KS orbital degeneracy problems (where
a degenerate pair of KS orbitals is occupied by a single
KS particle). For dissociated H+

5 , bare PBE was found to
yield a spurious symmetry-broken solution in what should
be a five-fold symmetric spin-density. To stabilize the correct
symmetry-unbroken solution, a potential of the form

v̂σ = Gn̂σ̄ (14)

was applied to the atomic subspaces. The total PBE energy
and spin-resolved subspace occupancies were then evaluated
as functions of G and extrapolated to G = 0 to get the correct
PBE energy and spin-resolved subspace occupancies. These
occupancies were then used to obtain the total energy of the
H+

5 system evaluated on the extrapolated, symmetry-unbroken
PBE spin-density for different corrective functionals includ-
ing BLOR.

As shown in Fig. 4, bare PBE yields a very low relative
error of 1.03% for the dissociated H+

5 system. Application
of any functional is found to worsen the bare PBE result,
with the exception of BLOR, which yields a relative error
of 0.08%. This extremely low error is investigated further in
Fig. 5, where the total energy associated with several cor-
rective functionals is decomposed into a symmetric-MSIE
term, a SCE term, and an asymmetric-MSIE term. All cor-
rective functionals shown yield similar positive energies for
the symmetric-MSIE term. However, the corrective function-
als all yield large positive SCE terms with the exception of
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Figure 1: Bar chart of the relative errors in the total energy of dissociated H+
5 at an internuclear

separation of 8a0 using different corrective functionals.

[1] A. C. Burgess, E. Linscott, and D. D. O’Regan, Phys. Rev. B, 107, L121115 (2023).
[2] A. C. Burgess, and D. D. O’Regan, arXiv:2408.08391 (2024).
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The stability and behavior of point defects and complexes of Ta-doped TiO2 (TaTO) trans-

parent conducting oxide (TCO) and their effect on its structural, electronic, optical, and trans-

port properties are comprehensively investigated through state-of-the-art first principles sim-

ulations and experimental measurements, under various synthesis conditions [1]. Our results

show that O vacancies and Ti interstitials, which form relatively easily under O-poor condi-

tions, promote n-type conductivity together with Ta doping; while clustering of donor intrinsic

defects is irrelevant both energetically and electronically, Ta clustering is inhibited. In contrast,

O interstitials and especially Ti vacancies, which form more easily under O-rich conditions,

induce gap states and act as deep acceptors heavily compensating the donor effect thus reduc-

ing both conductivity and transparency; their relative positions does not affect the electrical

character of the system, although configurations where defects and Ta dopant are neighbors are

favored. Interactions between dopants and multiple native defects introduce nonlinear charge-

compensation effects, which reduce the quasi-free charge but can mitigate visible transmittance

loss in a trade-off mechanism, supported by experimental observations, able to sustain and fine-

tune TC properties. The compensation effects of various defects modulate the effective injected

charge, thereby influencing the crossover energy position as determined by our simulations.

Overall, this study provides valuable insights into the properties of TaTO and defect engineer-

ing to optimize it as TCO material for suitable applications in transparent electronics and opto-

electronic devices. L. Bursi acknowledges financial support from project PNRR–M4C2INV1.5,

NextGenerationEU-Avviso 32772021-ECS 00000033-ECOSISTER-spk6.

[1] L. Bursi, A. Catellani, P. Mazzolini, C. Mancarella, A. Li Bassi, A. Calzolari, submitted.
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We investigate and discover refractory materials with tunable optical properties in the near-IR/vis range and high 
mechanical and thermal resistance for plasmonics applications in extreme and harsh conditions. By using ab 
initio simulations based on (TD)DFT, we first studied the role of composition and structural disorder of 
transition-metal nitrides [1-3], and we provided an efficient strategy to engineering stable, easy-to-grow 
hyperbolic metamaterials [4], with extraordinary mechanical properties. Finally, by combining computational 
thermodynamics and first principles electronic structure techniques [5], we proposed high-entropy 
transition-metal carbides [6], which yielded plasmonic properties from room temperature to 1500K. This new 
class of  plasmonic materials may foster previously unexplored optical/mechanical applications (e.g. aerospace 
and security systems) in extreme conditions.  
 
1. A. Catellani, et al., PRB 95, 115145, 2017. 

2. D. Shah, et al, ACS Phot. 5, 2816, 2018. 
3. A. Catellani, et al., PRMater. 4, 015201, 2020. 
4. A. Calzolari, et al. Adv. Opt. Mater. 9, 2001904, 2021. 

5. S. Divilov, et al. Nature 625, 66, 2024. 
6. A. Calzolari, et al. Nature Commun. 13, 5993, 2022. 
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Hyperbolic metamaterials (HMMs) have gained particular attention because they allow for the 
propagation of electromagnetic waves with arbitrarily large wavevectors, which would be 
evanescent in ordinary materials. These high-k modes, called volume plasmon-polaritons 
(VPPs), enable advanced applications such as superlenses, sub-wavelength imaging and super-
Planckian thermal emission. HMMs are characterized by extreme optical anisotropy, as they 
behave as metals in one direction and as dielectrics in the perpendicular direction. They are 
most often realized by alternating layers of metallic and dielectric systems, where plasmonic 
resonances are used to couple light with the metallic component of the stack. When regular 
metals are employed, the resulting metamaterials are generally hyperbolically active in the 
visible-UV range, because of their high electron density. However, HMMs working in the IR-
to-THz electromagnetic range would be of great technological interest for applications in 
infrared optoelectronics. Recent experimental reports [1] have shown the feasibility of 
fabricating multilayer HMMs working in the infrared spectrum using some III-V 
semiconductors, where intrinsic and doped compounds serve as dielectric and metallic layers 
respectively. 

In this work [2], we undertake a comprehensive investigation of volume plasmon 
polaritons within hyperbolic metamaterials. Initially, we integrate ab initio atomistic 
simulations based on DFT+U and the effective medium approximation to theoretically 
demonstrate the capability of realizing hyperbolic metamaterials using only III-V 
semiconductors. The obtained results are in excellent agreement with the experimental findings. 
However, this approach provides insights only into the first-order VPPs, so we expand beyond 
the limitations of effective medium theory by employing the scattering matrix method for 
electrodynamics simulations. This allows us to explore volume plasmon polaritons of higher 
orders and to predict not only the resonance peaks of transmission and reflectivity but also the 
electromagnetic field within the metamaterial. Moreover, by leveraging the study of the 
photonic band structure of the metamaterial, we systematically identify optimal excitation 
conditions for these resonances, independently of external environmental factors.  

Several parameters can be adjusted to control the energy at which these resonance modes 
appear. For instance, changing the semiconductor doping, modifying the filling factor, or 
incorporating nanoscale structures like quantum wells can all influence the energy position of 
Volume Plasmon Polaritons in the spectrum. This approach enables the efficient design of 
hyperbolic metamaterials, allowing us to effectively tune and harness these plasmonic 
resonances. 
 
[1] P. Sohr, D. Wei, Z. Wang, and S. Law, NanoLett. 21, 9951 (2021). 
[2] S. Campanaro, L. Bursi, A. Calzolari, submitted (2024). 
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Quantum embedding methods are powerful techniques to study interacting correlated electrons

beyond mean-field theories. An established approach is dynamical mean-field theory (DMFT),

which tackles the problem by mapping strongly correlated electrons into an Anderson impurity

model. Here, we start from a different approach meant to solve Dyson-like equations – the

algorithmic inversion on sum over poles [1] – to provide an embedding formulation valid at

zero or finite temperature and based on exact diagonalization. We demonstrate the approach

on the one-dimensional Hubbard ring, performing self-consistent calculations on the real axis,

ensuring the accurate computation of both spectral and thermodynamic quantities.

[1] T. Chiarotti, A. Ferretti, and N. Marzari, Phys. Rev. Research 6, L032023 (2024).
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Many quantum materials are strongly correlated systems, where interactions of localized d or
f orbitals near the Fermi level significantly impact their properties. To capture this behavior
accurately, density functional theory (DFT), typically in its local (LDA) or generalized gradient
(GGA) approximations, is often combined with static mean-field Hubbard corrections (DFT+U)
or dynamical mean-field theory (DFT+DMFT). A crucial aspect of these methods is determin-
ing an accurate value for the screened Coulomb interaction parameter, U .

Two widely used methods for determining the U parameter are the constrained random-phase
approximation (cRPA) and linear response theory. In cRPA, typically used in DFT+DMFT, the
Kohn-Sham states are divided into correlated and uncorrelated subspaces, with screening com-
puted only for the uncorrelated states. Linear response theory, commonly applied in DFT+U,
instead defines U based on the spurious curvature of the energy functional with respect to atomic
site occupations, quantifying the error introduced by standard approximations such as LDA or
GGA.

In this work, we introduce maximally localized Wannier functions, generated via Wannier90,
as localized projectors within Quantum ESPRESSO [1]. This unified approach enables both
constrained random-phase approximation (cRPA) and linear response theory to be applied con-
sistently on the same Wannier functions, facilitating a direct comparison of these methods [2].
We analyze the similarities and differences between the two approaches, identifying specific
cases where cRPA becomes ill-defined while linear response remains robust, as demonstrated
by results for two materials: KCuF3 and Sr2FeO4 [2].

As an outlook, this framework also enhances the potential for transferring the U parameter
across computational codes, as maximally localized Wannier functions depend only on the
Kohn-Sham bands. This development further bridges the DFT+U and DFT+DMFT commu-
nities, providing a common ground for more consistent calculations across different methods
and codes.

[1] Alberto Carta, Iurii Timrov, Peter Mlkvik, Alexander Hampel, and Claude Ederer, Explicit demon-

stration of the equivalence between DFT+U and the Hartree-Fock limit of DFT+DMFT, In Prepa-
ration (2024).

[2] Alberto Carta, Iurii Timrov, Sophie Beck, and Claude Ederer, Cross comparing ab-initio methods

for estimating the Hubbard U: constrained random-phase approximation vs. linear response, In
Preparation (2024).
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Electronic correlations beyond static mean-field theories are of fundamental importance in
describing  complex  materials  -  such  as  transition-metal  oxides  –  where  the  low-energy
physics  is  driven  by  highly  localized  d or f  orbitals.  Here,  we  generalize  our  recently
introduced dynamical Hubbard approach [1] to the spin-polarized and multi-site case, making
it possible to study the spectral properties of the prototypical monoxide series of MnO, FeO,
CoO,  and  NiO  in  their  antiferromagnetic  phase.  We  find  excellent  agreement  with
experiments and state-of-the art DFT+DMFT, both for the density of states and the spectral
function - including band renormalization and spectral weight transfer - paving the way to a
numerically  e-cient  and  physically  transparent  treatment  of  dynamical  correlations  in
realistic systems.

[1] T. Chiarotti, A. Ferretti, and N. Marzari Phys. Rev. Research 6, L032023 (2024)
[2] M. Caserta, T. Chiarotti and N. Marzari (in preparation)
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Coordination polymers draw great attention from the research community due to 
their various applications, ranging from gas adsorption and packing, to catalysis 
and molecular magnets. Here, we report a combined experimental & theoretical 
study of self-assembled one-dimensional coordination polymeric chains formed by 
semiconducting building blocks and Fe atoms deposited on metal substrates. Our 
Density Functional Theory (DFT) calculations reveal that the system is a spin-
crossover system where the bridging Fe atoms can be in two different spin states. 
Scanning Tunneling Microscopy measurements and DFT calculations also reveal 
that the molecular building blocks can be in one of two stable configurations 
within the coordination polymers, depending on the surface orientation and spin 
state. This system presents an ideal platform for studying the interplay between 
spin states, molecular structure and substrate effects. Further, since the spin state 
can, in principle, be tuned by external perturbations, it can be used for a variety of 
technological applications.  
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Dynamic compression techniques have allowed new and interesting materials to be probed at

extreme pressures. However, the transient nature of the pulse limits the information that can be

extracted from a given experiment. Simulations can provide a useful tool to aid interpretation

of this experimental data, but capturing the full complexity of the experiment requires large

system sizes and time-scales of nano-seconds, all at a quantum mechanical level of accuracy.

Classical simulations using data derived potentials have been shown to maintain this ‘quantum

accuracy’ at a fraction of the computational cost, allowing much larger length and time-scales

to be explored. We present results from the recently developed ephemeral data derived potential

(EDDP[1, 2]) approach that has been integrated into the LAMMPS simulation package. Using

a range of example systems, we demonstrate that the EDDPs are a versatile tool for fast and

accurate simulations at high pressure.

[1] C. J. Pickard J. Phys. Rev.B 106, 014102 (2022).

[2] P. T. Salzbrenner, S. H. Joo, L. J. Conway, P. I. C. Cooke, B. Zhu, M. P. Matraszek, W. C. Witt, C. J.

Pickard. JCP 159, 144801 (2023)
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Hydrogen is the lightest and most abundant element in the Universe and plays a pivotal role in
gas giant planets such as Jupiter. Despite its elemental simplicity, hydrogen exhibits a complex
phase diagram due to strong electron-electron correlations. Accurately modeling the interior
of gas giant planets requires an equation of state (EOS) for hydrogen with an error on the or-
der of 1% [1]. This requires calculating pressure, energy, and entropy over a pressure range
from 1 bar to 10 MBar. However, current experimental techniques fall short of achieving the
necessary pressures, while state-of-the-art density functional theory (DFT) calculations provide
discrepancies in the EOS up to 30% depending by the choice of Exchange-Correlation func-
tional employed. While the full computation of the EOS with a theory better suited to treat
electron-electron correlation, such as Quantum Monte Carlo (QMC), is still not computation-
ally affordable, it is possible to use QMC as a benchmark on uncorrelated atomic configura-
tions sampled from DFT Molecular Dynamics at the temperatures and density (T -⇢) of interest.
Meta-GGA functionals with van der Waals correction, and in particular SCAN-vv10 [2], shows
remarkable performance against QMC both in term of internal energy and pressure and repro-
duces the first order Liquid-Liquid transition in perfect agreement with state-of-the-art QMC
simulations [3, 4]. To cover the vast range of T -⇢ needed for the interior model of a gas giant
planet the SCAN-vv10 EOS has been coupled with an EOS based on the chemical picture for the
low T -⇢ regime [5]. In order to accurately compute absolute entropy it is important to preserve
thermodynamic consistency between the two different theories and to enforce it we performe
thermodynamic integration [6] on each component of the EOS separately, and then interpolate
the resulting free energy function. In this way, one can then derive the pressure and energy
near the interpolation boundaries by taking partial derivatives, which are naturally consistent by
construction [7]. Two reference points are used to incorporate accurate values of the absolute
entropy into each separate phase region: an experimental value for the low T -⇢ regime and the
absolute entropy value from the SCAN-vv10 EOS computed within the framework of Targeted
Free Energy Perturbation [8] and flow matching [9] comparing the state of interest to one with
tractable thermodynamic results. The resulting EOS improve the current results both in term
of Pressure-Density relation and absolute Entropy, and will help clarifying the longstanding
inconsistencies between Jupiter interior models and measurements from spacecraft missions.

[1] R. Helled, G. Mazzola, R. Redmer, Nat. Rev. Phys. 2, 562-574 (2020).
[2] H. Peng, Z.H. Yang, J. P. Perdew, and J. Sun, Phys. Rev. X 6, 041005 (2016).
[3] G. Mazzola, R. Helled, and S. Sorella, Phys. Rev. Lett. 120, 025701 (2018).
[4] C. Pierleoni, et al., Proceedings of the National Academy of Sciences 113, 4953 (2016).
[5] D. Saumon, G. Chabrier, and H. M. van Horn, Astrophysical Journal Supplement 99, 713 (1995).
[6] D. Frenkel and B. Smit, 3rd ed. (Academic Press, 2023).
[7] Militzer and W. B. Hubbard, The Astrophysical Journal 774, 148 (2013).
[8] C. Jarzynski, Phys. Rev. E 65, 046122 (2002).
[9] L. Zhao and L. Wang, Chinese Physics Letters 40, 120201 (2023).
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We present an alternative GPU acceleration for plane waves pseudopotentials electronic struc-
ture codes designed for systems that have small unit cells but require a large number of k points
to sample the Brillouin zone as happens, for instance, in metals. We discuss the diagonalization
of the Kohn and Sham equations and the solution of the linear system derived in density func-
tional perturbation theory. Both problems take advantage from a rewriting of the routine that
applies the Hamiltonian to the Bloch wave-functions to work simultaneously (in parallel on the
GPU threads) on the wave-functions with different wave-vectors k, as many as allowed by the
GPU memory. Our implementation is written in CUDA Fortran and makes extensive use of
kernel routines that run on the GPU (GLOBAL and DEVICE routines). We compare our method
with the CPUs only calculation and with the approach currently implemented in Quantum

ESPRESSO that uses GPU accelerated libraries for the FFT and for the linear algebra tasks such
as the matrix-matrix multiplications as well as OpenACC directives for loop parallelization. We
show in a realistic example that our method can give a significant improvement in the cases for
which it has been designed. [1]

[1] X. Gong and A. Dal Corso, submitted.
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Bilayer WTe2 is a remarkable two-dimensional metal, since it exhibits a macroscopic out-of-

plane electric dipole in spite of the presence of charge carriers that screen the electrostatic

forces between ions [1]. At low temperature the system develops a narrow transport gap, like

its monolayer counterpart where the appearance of the gap has been attributed to condensation

of excitons [2]. The similarities between transport measurements in mono and bilayer struc-

tures suggest that similar excitonic physics is at play in the bilayer. Moreover, contrary to

other known bilayer excitonic insulators, in which electrons and holes are spatially separated,

in WTe2 interlayer tunneling is significant. This might impact the observable features of the

putative exciton condensate, giving rise to a coherent contribution to the ferroelectric dipole.

In this work we investigate bilayer WTe2 both from first principles and with a model built upon

the symmetries of the system, focusing on the characterisation of excitons by means of the

Bethe-Salpeter equation. The ultimate goal is to assess the instability against exciton conden-

sation, as well as to predict its possible experimental fingerprint.

[1] Zaiyao Fei, Wenjin Zhao, Tauno A. Palomaki, Bosong Sun, Moira K. Miller, Zhiying Zhao, Jiaqiang

Yan, Xiaodong Xu, and David H. Cobden, “Ferroelectric switching of a two-dimensional metal”,

Nature, 560(7718):336–339 (2018).

[2] Bosong Sun, Wenjin Zhao, Tauno Palomaki, Zaiyao Fei, Elliott Runburg, Paul Malinowski, Xiong

Huang, John Cenker, Yong-Tao Cui, Jiun-Haw Chu, et al., “Evidence for equilibrium exciton con-

densation in monolayer WTe2”, Nature Physics, 18(1):94–99, (2022).
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The reduction of aero/hydrodynamic resistance in automotive and aerospace components is

central to a sustainability strategy aimed at enhancing efficiency and reducing energy consump-

tion. In recent years, there has been growing interest in coatings that exhibit low-friction/low-

resistance interactions between surfaces and air or water. Notably, although its hydrodynamic

properties remain under explored, graphene has been proposed as a potential coating material to

mitigate aerodynamic and hydrodynamic drag. A microscopic understanding of the interfacial

dynamics between water and graphene-coated surfaces could support the design and optimiza-

tion of new low-resistance materials for various types of vehicles.

We focus here on hydrodynamic resistance and we report on non equilibrium molecular

dynamics calculations simulating a water flow parallel to a graphene surface. At variance with

previous studies [1, 2, 3, 4], we introduce a fixed-velocity zone for molecules far from the

surface to model the interaction with a steady flow. Using simulation cells containing some

thousands of water molecules, we obtain velocity profiles that are linear as a function of the

surface distance, which is in agreement with classical hydrodynamics and allows us to calculate

the slip length and slip velocity. These two quantities are of key in assessing drag reduction,

and more in general the out-of-equilibrium properties at the solid-liquid interface [5].

This method shows to be efficient, allowing to obtain results with reasonable statistical accu-

racy through simulations relatively short compared to other known methods. From simulations

based on different cell sizes, we obtain slip length values of about 20 nm, in good agreement

with the values reported in literature [1] from similar molecular dynamics simulations, confirm-

ing graphene’s ability to enable significant water slip over its surface (high slip systems).

We acknowledge support from the European Union - NextGenerationEU, through the ICSC-

Centro Nazionale di Ricerca in High Performance Computing, Big Data and Quantum Comput-

ing - (CUP Grant No, J93C22000540006, PNRR Investimento M4.C2.1.4), Innovation Grant

ASGARD.

[1] A. A. Shuvo, L. E. Paniagua-Guerra, X. Yang, B. Ramos-Alvarado, J. Chem. Phys. 160, 194704

(2024)

[2] S. Kumar Kannam, B. D. Todd, J. S. Hansen, P. J. Daivis, J. Chem. Phys. 136, 024705 (2012)

[3] J.L. Barrat, Faraday Discuss. 112, 119-127 (1999)

[4] S. B. Ramisetti, A. Yadav, J. Mol. Model. 28, 346 (2022)

[5] L. Bocquet, E. Charlaix, Chem. Soc. Rev. 39, 1073. (2010)
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The  theoretical  description  of  quantum  systems  embedded  in  external  environments
represents a challenge for what concerns the application of MBPT approaches to the study of
the electronic excitations.
Di�erent  level  of  accuracy can  be used to  treat  the  actual  system,  for  which  a quantum
mechanical  description  is  employed,  and  its  sorrounding  environment,  that  can  be
approximated through a simplified quantum model, a molecular mechanical approach or a
continuum model. 
We will  present  a  theoretical  framework  in  which  the  MBPT treatment  of  the  quantum
system is coupled to a PCM description of its sorrounding environment. The formalism has
been  implemented  within  the  YAMBO  computational  platform  [1,2]   by  exploiting  the
ENVIRON package [1,2]  available withing the QuantumEspresso suite of codes [4,5].
Preliminary results of the methodology will be presented for a selected class of systems.

[1] A. Marini et al., Comp. Phys. Commun. 180, 1392 (2009).
[2] D. Sangalli et al., J. Phys. Cond. Mat. 31, 325902 (2019).
[3] O. Andreussi et al., J. Chem. Phys. 136, 064102 (2012).
[4] P. Giannozzi et al., J. Phys. Cond. Mat. 21, 395502 (2009).
[5] P. Giannozzi et al., J. Phys. Cond. Mat. 29, 465901 (2017).
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This work presents a first-principles density functional theory (DFT) and many-body 
perturbation-based G0W0-BSE study of the optoelectronic properties of vertically stacked 
bilayer heterostructures composed of 2D transition-metal dichalcogenides (TMDs). We aim to 
propose these TMD heterostructures for potential applications in solar cells. The four TMD 
monolayers, MoS2, WS2, MoSe2, and WSe2  are considered to form heterojunctions due to their 
favorable band gaps, high carrier mobility, robust absorption in the visible region, and excellent 
stability. The electronic structures of the considered heterostructures (WS2/MoS2, 
MoSe2/MoS2, MoSe2/WS2, WSe2/MoS2, WSe2/MoSe2, and WSe2/WS2) are initially calculated 
at the DFT level [1, 2] employing PBE and HSE06 functionals and then using G0W0 
approximation. The significantly large quasi-particle gaps obtained from the G0W0 results 
suggest strong correlation effects. All six heterostructures exhibit type II band alignment 
(crucial for efficient solar cells) at the DFT level, but according to G0W0 approximation, 
MoSe2/WS2 does not exhibit type II band alignment. The substantial intrinsic electric field 
values resulting from the horizontal mirror asymmetry in the heterostructures, and small 
electron and hole effective masses would assist charge carrier separation, resulting in a lower 
recombination rate. The optical properties are calculated by solving the Bethe-Salpeter 
equation (BSE) [3] and a superior optical response with low exciton binding energies is 
obtained, compared to the constituent monolayers. The power conversion efficiencies are 
calculated using the method proposed by Scharber et al. [4], at both the HSE06 and G0W0-BSE 
levels to assess the quality of our design heterojunction solar cells. The maximum PCE of our 
designed solar cells can reach up to 20% for the WSe2/WS2 and MoSe2/MoS2 heterojunctions  
according to the HSE06 results. 
 
[1] P. Hohenberg, W. Kohn, Phys. Rev. 136, B864 (1964). 
[2] W. Kohn, L. J. Sham, Phys. Rev. 140, A113 (1965). 
[3] M. Rohlfing, S. G. Louie, Phys. Rev. Lett. 81, 2312 (1998). 
[4] M. C. Scharber, D. Mühlbacher, M. Koppe, P. Denk, C. Waldauf, A. J. Heeger, C. J. Brabec, Adv. 
Mater. 18, 789 (2006). 
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In the past decade, topological semimetals with non-trivial magnetic order have generated 
considerable interest as they exhibit a variety of exciting quantum phenomena coupled with 
emergent Dirac or Weyl Fermions which has helped gain a deeper understanding of 
fundamental Physics. Among such materials, compounds exhibiting different magnetic phases 
have received special attention due to their tunability enabling practical applications. 
 
In this work, we report a combined theoretical and experimental study of topological and 
magnetic properties of the ternary compound EuAuSb. First, we show the competition of 
magnetic phases in EuAuSb from ab-initio density functional theory calculations. Among the 
studied magnetic phases is an altermagnet, a fundamentally new type of magnetic order similar 
to a collinear antiferromagnet with a vanishing net moment but showing non-relativistic spin-
splitting as a consequence of crystalline symmetries. All the studied magnetic orderings break 
the combined spatial inversion and time-reversal symmetries giving rise to a Weyl semimetallic 
phase in EuAuSb with topologically non-trivial surface Fermi arcs as obtained from our 
theoretical calculations. Our experimental study on single crystals of EuAuSb reveals it to be 
an antiferromagnet with a low Néel temperature (TN ∼ 3.5 K). Magnetization measurements 
show the presence of magnetic anisotropy and metamagnetic transitions in EuAuSb whereas 
transport measurements show chiral anomaly and topological Hall signals. This work is 
published in Physical Review B [1]. 
 
 
Reference: 
[1] Shubhankar Roy, Bishal Das, et al., Phys. Rev. B 110, 085145 (2024). 
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The band gap's value and nature (direct or indirect) are essential in defining a material's 
electronic properties and suitability for various technological applications. In perovskites, this 
property is crucial for light-harvesting efficiency, which directly influences the performance of 
optoelectronic devices, including solar cells, LEDs, and photodetectors [1]. However, 
predicting band gaps using first-principles simulations is computationally expensive. To 
address this challenge, machine learning (ML) offers a promising and efficient alternative 
approach [2-4]. In this study, we employ ML techniques to predict the band gap characteristics 
of double perovskite oxides (A₂BB'O₆), considering essential attributes like elemental 
composition, ionic radius, ionic character, and electronegativity. We have constructed a dataset 
with chemical information and band gap values for 598 double perovskite oxides from the 
Materials Project database [5]. Various machine learning models such as support vector 
regression (SVR), random forest (RF), k-nearest neighbours (KNN), and gradient boosting 
(GB) have been applied to this dataset, to predict the band gap of double perovskite oxides. 
The predictive performance of these models has been assessed using metrics such as mean 
absolute error (MAE), root mean square error (RMSE), and the coefficient of determination 
(R²). Further, these models have been utilized to predict the band gap of some newly designed 
double perovskite oxides such as Ba2FeBiO6, Ba2FeMnO6 and Ba2FeCrO6. Moreover, the 
predicted band gap has been validated with the band gap obtained using the density functional 
theory (DFT) approach and experimentally measured data. Our approach eliminates the need 
for complex and time-consuming DFT calculations, providing a rapid and cost-effective 
method for screening electronic band gaps. 
 
References:  
[1] I.E. Castelli, F. Hüser, M. Pandey, H. Li, K.S. Thygesen, B. Seger, A. Jain, K.A. Persson, G. Ceder, 
K.W. Jacobsen, Advanced Energy Materials 5, 1400915 (2014). 
[2] V. Gladkikh, D.Y. Kim, A. Hajibabaei, A. Jana, C.W. Myung, K.S. Kim, J. Phys. Chem. C 124, 
8905–8918 (2020).  
[3] A. Talapatra, B.P. Uberuaga, C.R. Stanek, G. Pilania, Commun Mater 4, 46 (2023). 
[4] J. Lan, S. Yuan, H. Zheng, W. Yang, W. Li, J. Fan, J. Phys. Chem. C 127, 23412–23419 (2023). 
[5] https://next-gen.materialsproject.org/materials  
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Recent experiments have provided compelling evidence supporting theoretical predictions of 
phonon hydrodynamics in graphene and other high thermal conductivity materials. Unlike 
diffusive heat transport, this hydrodynamic regime resembles viscous fluid behavior and is 
governed by normal phonon-phonon scattering. Here, we apply the viscous heat equations 
(VHE) [1]—a thermal analogue to the Navier-Stokes equations (NSE) in the laminar regime—
to investigate 2D devices. By decoupling the steady-state VHE in Fourier space, we examine 
how thermal vorticity and compressibility distinctly characterize viscous heat transport. 
Furthermore, we establish a direct link between thermal viscosity and a measurable negative 
thermal resistance, or heat backflow from cooler to warmer regions, and propose a setup for its 
detection. Additionally, we identify the NSE for the electron fluid as the incompressible limit 
of the compressible phonon VHE, bridging fluid and thermal transport theories in these 
systems. Lastly, we propose designs for microdevices capable of exhibiting negative thermal 
resistance and thermal rectification in experimental settings, paving the way for a new 
paradigm in solid-state heat management. 
 
[1] M. Simoncelli, N. Marzari, and A. Cepellotti, Physical Review X 10(1), 011019 (2020) 
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Over the last 20 years the study of low-dimensional systems has been extremely prolific, giving 
rise to new technological applications and new developments for fundamental research [1]. 
Despite the great diversity of two-dimensional materials synthesizes so far, only a handful of 
systems with large open structures, such as the silica bilayer [2], are known. This class of 
systems is deeply fascinating, as they can form either a crystalline or an amorphous layer 
depending on the substrate and the growth conditions [3]. The presence of large openings in 
their structures and their stability under ambient conditions make these materials suitable for 
numerous possible applications, such as filtrations, anticorrosive coatings and templates for the 
growth of complex functionalized structures [2]. 
This work focuses on a first principles density functional theory (DFT) investigation of a novel 
boron oxide compound recently synthesized on Pt(111) at CNR-IOM (Trieste, Italy). By 
comparing experiments and simulations, we characterize the system and identify its atomic 
scale structure, discriminating among different possible compositions and models: it is a one-
atom thick material with formula unit B2O3, composed of boroxine rings connected by oxygens, 
resulting in a structure with low density and large openings. Moreover, the oxygen bridges 
between boroxine rings can be easily bent, which lead to a Young’s modulus an order of 
magnitude lower than that of graphene [4]. The material interacts with the substrate through a 
weak van der Waals interaction, therefore we expect that the system can be easily exfoliated, 
as was done for the silica bilayer [5]. Our simulations allow us to gain a deep understanding of 
the interplay between bond flexibility and pore size. These results shed some light on the 
properties of the curious class of two-dimensional zeolite-like materials. 
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The intermittency of wind and solar power – the solely sustainable energy sources which are 
considered to be abundantly available – leaves only one consequence: For the transition 
towards renewable energy systems, efficient and reliable storage technologies are needed. 
Batteries are one of the most widely used storage devices, but current technology based on the 
transfer of Li-ions faces several challenges including their dependence on critical materials 
with respect to both, scarcity and toxicity. [1] 
 
In our contribution, we will present atomic-scale investigations of potential future battery 
materials carried out using a combination of density functional theory (DFT) and machine 
learning interatomic potential (MLIP) calculations. We employed a high-throughput approach 
in order to evaluate potential dopants for the well-known Cl-ion conductor CsSnCl3; a solid 
electrolyte material for chloride ion batteries (CIBs) which is ascribed the capability to fully 
exploit the potential of this alternative battery type. [2,3] The investigated dopants where 
chosen based on a dual doping strategy: Cation doping aims at enhancing the stability of the 
material while the introduction of mobile species, i.e., Cl vacancies/interstitials, balances the 
formal charge of the system and aims at improving the Cl-ion conductivity. 
 
Through such in silico investigations we significantly narrow down the potential materials 
space for our experimental coworkers and, thereby, contribute to finding green, cheap and 
reliable devices for energy storage. 
 
Furthermore, we demonstrate that the chosen computational methodology is very well suited 
for the problem at hand as by combinatorics, the introduction of dopants and 
vacancies/interstitials leads to a number of inequivalent supercells in the order of thousands 
per material, while the chemistries of the various supercells which correspond to each 
individual material are very similar and a MLIP can be trained to sufficient accuracy with a 
reasonable amount of DFT calculations. 
 
 
[1] J. Döhn, A. Groß, Adv. Energy Sustainability Res., 5, 2300204 (2024). 
[2] T. Xia, Y. Li, L. Huang, W. Ji, M. Yang, X. Zhao, ACS Appl. Mater. Interfaces, 12, 18634 (2020). 
[3] S. Panja, Y. Miao, J. Döhn, J. Choi, S. Fleischmann, S. G. Chandrappa, T. Diemant, A. Groß, G. 
Karkera, M. Fichtner, Adv. Funct. Mater., 2413489 (2024). 
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High valley degeneracy in electronic bands enhances a material's thermoelectric efficiency,
quantified by the figure of merit (ZT). We investigate the role of valley engineering in
improving ZT of p-type PbTe. By aligning the valence band maxima at the L and Σ points in
the Brillouin zone, a phenomenon known as "valley convergence," significant enhancements
in the figure of merit (ZT) have been observed. However, the impact of inter-valley scattering
between L and Σ valleys on ZT remains uncertain. To address this, we have developed a first-
principles model to analyze electron-phonon scattering in p-type PbTe [1]. Our model
accurately reproduces experimental thermoelectric properties at room temperature [2]. By
incorporating temperature-dependent band structure, we can quantify the influence of L and Σ
valley convergence on ZT at elevated temperatures (~620 K) [3].

Two-dimensional transition metal dichalcogenides, such as MoS₂, are promising candidates
for thermoelectric applications due to their high Seebeck coefficient and low thermal
conductivity. We employ a multiscale approach, combining first-principles calculations and
machine learning, to accurately compute electron-phonon scattering rates and thermoelectric
transport properties in single-layer MoS₂. Our models capture scattering from each phonon
mode, including out-of-plane homopolar and in-plane modes, efficiently handling the 2D
Fröhlich interaction. Our findings, which align well with experimental data [4], reveal that
longitudinal acoustic phonon and the Fröhlich interaction are the primary scattering
mechanism in MoS₂.

[1] R. D’Souza, et. al., Rev. B, 102, 115204 (2020).
[2] Y. Pei et al, Nature 473, 66 (2011).
[3] R. D’Souza, et. al., ACS Applied Energy Materials 5, 7260 (2022).
[4] K. Hippalgaonk, et. al., Rev. B, 95, 115407 (2017).
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The ”egg-box effect” is a known challenge in Density Functional Theory (DFT) calcula-
tions which arises from the discretization of continuous quantities, e.g. the electron density.
This effect is observed as an unphysical change in the system’s total energy, reminiscent of
an egg-box, as the system is moved relative to the discrete grid, violating translational invari-
ance. This can cause unphysical results such as geometry relaxations finding incorrect crystal
symmetries or negative phonon modes in vibrational spectra calculations. The egg-box effect
can be mitigated by using finer grids to represent all continuous quantities however this greatly
increases computational cost.

The origin of the effect in plane-wave DFT is in the evaluation of the Exchange and Cor-
relation (XC) energy. We present a novel technique for estimating size of the violation of
translational invariance, providing an estimate for the uncertainty. This is done by Fourier inter-
polating the ground state density to a set of shifted grid positions and re-evaluating the change
in XC energy at these grid offsets. This is found to be in very close agreement to the change
in total energy from the egg-box effect. Our results also show that the numerical behavior of
XC approximations [1] is strongly linked to the magnitude of the violation of the translation in-
variance. The more numerically ill-behaved XC functionals, such as the more advanced GGAs
and meta-GGAs functionals, exhibit violations of translation invariance that are orders of mag-
nitudes worse than less advanced functionals. Performing this analysis at an early stage of a
workflow can inform the user about the expected accuracy of subsequent calculations.

Further, our results demonstrate that by selectively computing the XC energy and its corre-
sponding potential on a finer grid, via Fourier interpolation, violations of translation invariance
can be reduced and the egg-box effect can be eliminated from calculations altogether. Coupled
with the uncertainty quantification method, egg-box related inaccuracies can be avoided more
conveniently than just increasing all the grids until inaccuracies appear to have been converged
out. This work offers a promising pathway towards mitigating the egg-box effect in a diverse
range of materials modelling applications.

[1] S. Lehtola, M. A. L. Marques J. Chem. Phys. 157, 174114 (2022)
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Perovskites are crucial for many applications, such as solar cells. Computational studies of
these materials using ab initio modeling techniques are limited due to constraints on feasible
system  sizes  and  length  scales.  A  complementary  approach  is  molecular  dynamics
simulation. However, traditional interatomic potentials often struggle to capture the complex
interactions within perovskites, especially under varying temperature and pressure conditions
[1].
In this work, we employ the Local Atomic Tensor Trainable Expansion (LATTE) descriptor,
recently developed by Pellegrini et al.[2], to create a machine-learning-based force field for
CsPbI  perovskite. Our results show that the LATTE-trained force field achieves a lower loss₃

compared  to  results  reported  for  ACE on  the  same dataset.  These  findings  indicate  that
LATTE can provide highly accurate machine-learning potentials, holding significant promise
for advancing perovskite-based applications. 

[1] H. Zhang, H.C. Thong, L. Bastogne, C. Gui, X. He, P. Ghosez, Phys. Rev. B 110, 054109 (2024)
[2] F. Pellegrini, S. de Gironcoli, E. Küçükbenli, arXiv:2405.08137 (2024).

P34



Perpendicular magnetic anisotropy in H-VTe2 monolayer by hole doping

John Lawrence Euste
1,2

, Nataša Stojić
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Two-dimensional materials with large perpendicular magnetic and high Curie temperature offer
great potential to improve low-dimensional spintronic devices. It has been shown that these
properties can be modulated by strain engineering or by carrier doping in some materials. Of
these materials, vanadium dichalcogenides have sparked interest for their versatile band struc-
ture and tunable magnetic properties [1, 2]. Their monolayers are stable in either the octahedral
T-phase or the trigonal prismatic H-phase. While theory and experiments have shown that the
T-phase is the ground state of vanadium ditelluride (VTe2), it is metallic with a charge density
wave that inhibits ferromagnetism. On the other hand, the H-phase is an indirect band-gap
semiconductor with a ferromagnetic ordering at room temperature [3]. We perform a density
functional theory study to determine the effect of charge doping on the electronic and magnetic
properties of the H-phase of VTe2 monolayer. The pristine H-VTe2 has an in-plane easy mag-
netization axis, but upon hole doping, we have observed a switching of the magnetic anisotropy
energy to easy out-of-plane magnetization. This perpendicular magnetocrystalline anistropy
(MCA) is in the order of milli-electron volts even for small hole doping. As the hole doping
concentration is increased, the MCA and the magnetic moment also increase. The effect of both
hole and electron doping is explained in the framework of the rigid band model. The switching
of MCA upon hole doping is enabled by the spin-orbit splitting of the valence band edge which
depends on the magnetization direction.

[1] A.H.M. Abdul Wasey, G.P. Das, J. Appl. Phys. 131, 190701 (2022).
[2] M. Jafari, W. Rudziński, J. Barnaś, A. Dyrdał, Sci. Rep. 13, 20947 (2023)
[3] Z. Tang, Y. Chen, Y. Zheng, X. Luo, Phys. Rev. B 105, 214403 (2022).
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A new approach to study the topological phase transitions, based on the assessment of the
vibrational resonances in infrared spectra, is here proposed [1]. In the prototypical models
for 2D Chern and Quantum Spin Hall topological insulators, the Haldane and Kane-Mele one
respectively, the Born effective charges, quantifying the intensity of vibrational resonances, are
nearly quantized, with a discontinuous jump associated with the topological phase transition,
corresponding to a finite value in the trivial phase and a null one in the nontrivial one. This result
is explained by the connection between Born effective charges and electronic Berry curvature at
the band edges [2]. Finally, at the topological phase transition of the Haldane model, due to the
time-reversal symmetry breaking, a nearly quantized jump of the chiral splitting of the phonon
frequencies is observed ([3, 4, 5]).

ACKNOWLEDGMENTS We acknowledge the MORE-TEM ERC-SYN project, grant agree-
ment no. 95121.

[1] P. Fachin et al., arXiv:2404.18329 (2024)
[2] O. Bistoni et al., 2D Materials, 6, 045015 (2019)
[3] D. Saparov at al., Phys. Rev. B 105, 064303 (2022)
[4] J. Bonini et al., Phys. Rev. Lett. 130, 086701 (2023)
[5] O. Bistoni et al., Phys. Rev. Lett. 126, 225703 (2021)
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Plasma-facing materials (PFMs) represent one of the most significant challenges in the design
of future nuclear fusion reactors [1]. Inside the reactor, the divertor experiences the harshest
material  environment:  intense  neutron  and plasma  bombardment  coupled  with  extremely
large heat fluxes. Tungsten is the material chosen for ITER due to its properties, though it still
faces  several  challenges  in  a  reactor  environment.  This  work  provides  a  comprehensive
screening of candidate PFMs based on experimentally known materials [2]. The methodology
to identify the most promising PFMs combines peer-reviewed data of inorganic crystals from
the Pauling File database and first-principles DFT calculations of two key PFMs properties,
namely the surface binding energy and the formation energy of hydrogen interstitials. The
materials that meet the necessary thermal performance to withstand heat loads are critically
compared with the state-of-the-art  literature,  defining an optimal subset where to perform
first-principles calculations. Well-known PFMs - such as W, Mo, and carbon-based materials
- are captured by this screening, along with less familiar refractory materials that warrant
further investigation.

[1] A. Fasoli, Phys. Rev. Lett. 130, 220001 (2023)
[2] A. Fedrigucci, N. Marzari, P. Ricci, PRX Energy 3.4, 043002 (2024)
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Lausanne, 1015 Lausanne, Switzerland

We address the problem of interacting electrons in an external potential by introducing the
ocupied spectral density as fundamental variable. First we formulate the problem using an em-
bedding framework [1] and prove a one-to-one correspondence between a spectral density and
the local, dynamical external potential that embeds it into an open quantum system. Then, we
use the Klein functional to (i) define a universal functional of the spectral density, (ii) intro-
duce a variational principle for the total energy, and (iii) formulate a non-interacting mapping
suitable for numerical applications. The resulting equations, which involve local and dynam-
ical potentials, are then solved by using the algorithmic inversion method [2, 3, 1] based on a
sum-over-poles to represent propagators.

At variance with time-dependent density-functional theory, this formulation aims at study-
ing charged excitations and electronic spectra with a functional theory, although an explicit and
formally correct description of all electronic levels could also lead more naturally to accurate
approximations for the total energy.

[1] A. Ferretti, T. Chiarotti, N. Marzari, Phys. Rev. B 110, 045149 (2024).
[2] T. Chiarotti, N. Marzari, A. Ferretti, Phys. Rev. Research 6, L032023 (2024).
[3] T. Chiarotti, A. Ferretti, N. Marzari, Phys. Rev. Research 4, 013242 (2022).
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Semiconducting alloys, particularly SiGe, have been employed for several decades as high-
temperature thermoelectric materials. Devising strategies to reduce their thermal conductivity 
may substantially improve their thermoelectric performance, especially at lower temperatures 
[1]. We have carried out[2] an ab initio investigation of the thermal conductivity of SiGe 
alloys with random and spatially correlated (“colored”) mass disorder, employing the Quasi-
Harmonic Green-Kubo (QHGK) theory [3] with force constants computed by density 
functional theory. 

Leveraging QHGK and hydrodynamic extrapolation [4] to achieve size convergence, we 
obtained a detailed understanding of lattice heat conduction in SiGe and demonstrated that 
colored disorder suppresses thermal transport across the acoustic vibrational spectrum, in 
agreement with recent theoretical findings [5]. Remarkably, this suppression leads to a 
fourfold enhancement in the intrinsic thermoelectric figure of merit. 

[1] D. Donadio, Advances in the optimization of silicon-based thermoelectrics: a theory 
perspective, Curr. Opin. Green Sustain. Chem. 17, 35 (2019). 
[2] A. Fiorentino, P. Pegolo, S. Baroni, and D. Donadio, Effects of colored disorder on the 
heat conductivity of SiGe alloys from first principles, arXiv preprint arXiv:2408.05155, 
2024. 
[3] L. Isaeva, G. Barbalinardo, D. Donadio, and S. Baroni, Modeling heat transport in 
crystals and glasses from a unified lattice-dynamical approach, Nat. Commun. 10, 3853 
(2019). 
[4] A. Fiorentino, P. Pegolo, and S. Baroni, Hydrodynamic finite-size scaling of the thermal 
conductivity in glasses, NPJ Comput. Mater. 9, 157 (2023). 
[5] S. Thébaud, L. Lindsay, and T. Berlijn, Breaking Rayleigh’s law with spatially correlated 
disorder to control phonon transport, Phys. Rev. Lett. 131, 026301 (2023). 
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Carbon-based materials, such as activated carbon (AC), find extensive application in storing 
natural gas and hydrogen, as well as in selective filtration or CO2 capture through post-
functionalization. The high specific surface area of AC (thousands of m2/g) provides numerous 
active sites where gas molecules can interact with the support, facilitating significant gas 
storage. This study focuses on developing realistic models of amorphous carbonaceous 
materials that accurately replicate known experimental descriptors. Given the structural 
complexity of these materials, both static and kinetic simulations employ precise and efficient 
interatomic potentials, such as machine learning interatomic potentials (MLIPs). This approach 
marks a paradigm shift, replacing physics-based functional forms of potentials with highly 
complex mathematical forms based on neural networks. These networks, trained on reference 
ab-initio datasets, can reproduce high-level quantum mechanical calculations with negligible 
errors, achieving accuracies comparable to experimental uncertainties. State of the art MLIP 
software like NequIP [1] and Allegro [2] have been trained on available carbon-based ab-initio 
datasets. Trained models have been tested against ab-initio and experimental data, and 
compared to available interatomic potentials foundation models [3]. 
 
 
[1] S. Batzner, A. Musaelian, L. Sun et al. E(3)-equivariant graph neural networks for data-efficient 
and accurate interatomic potentials. Nat Commun 13, 2453 (2022). https://doi.org/10.1038/s41467-
022-29939-5 
[2] A. Musaelian, S. Batzner, A. Johansson, L. Sun, C. J. Owen, M. Kornbluth, B. Kozinsky Learning 
Local Equivariant Representations for Large-Scale Atomistic Dynamics 
https://arxiv.org/abs/2204.05249 
[3] I. Batatia et al. A foundation model for atomistic materials chemistry arXiv physics.chem-ph  
2401.00096  (2023) https://doi.org/10.48550/arXiv.2401.00096  
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Crystal structure prediction (CSP) is a well-established tool in computational condensed matter 
physics and materials science, mainly for identifying stable phases on potential energy surfaces 
(PES). However, traditional CSP methods may miss configurations that are stabilized by 
quantum fluctuations and anharmonicity, such as superconducting hydrides. The stochastic 
self-consistent harmonic approximation (SSCHA) [1] can treat anharmonic lattice dynamics, 
though its computational cost limits the exploration of a broader range of crystal structures. 
Here, we integrate a machine learning interatomic potential (MLIP), specifically MACE [2], 
with CSP and SSCHA, making this combination computationally feasible. Using H₃S as a case 
study, we train a potential starting from the MACE foundation model [3] iteratively on 
configurations generated by CSP. This trained potential supports extensive structure searches 
and following SSCHA relaxations under various pressures. The pretrained foundation model 
reduces the dataset requirement, and the fine-tuned potential correctly predicts the stability 
sequence of known phases, even when some of them are not included in the dataset. While 
MLIP-guided searches find numerous artificial minima on the PES, SSCHA relaxations 
significantly filter these. This work demonstrates the possibility to corporate anharmonicity 
and temperature effects into CSP, advancing the search for high-temperature superconducting 
hydrides at lower pressures or even under ambient conditions. 
 
 
[1] L. Monacelli et al., J. Phys.: Condens. Matter 33, 363001 (2021). 
[2] I. Batatia et al., Advances in Neural Information Processing Systems 35, 11423 (2022). 
[3] I. Batatia et al., arXiv:2401.00096 (2024). 
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Over the past few decades, first-principles calculations have been essential for enhancing our
understanding of many important problems in physics and materials science. Density Func-
tional Theory (DFT) has played a paramount role in this area, often providing the theoretical
framework for examining a wide array of phenomena related to electron-electron and electron-
phonon interactions using ab-initio, which primarily rely on the output generated by DFT codes
as their input, it is important to note that these options are mainly limited to plane-wave DFT
codes.

Here we introduce the INTW package, a new modular environment designed for conducting
many-body calculations from first-principles. A key feature of INTW is its compatibility with
two popular DFT codes: Quantum Espresso and SIESTA. This flexibility allows users to select
either a plane-wave or an LCAO basis, tailored to the specific needs of their research. Fur-
thermore, INTW prioritizes efficiency by using crystal symmetries, deriving all electron states,
phonon dynamical matrices, and induced potentials through symmetry operations from their
self-consistently calculated counterparts in the irreducible wedge of the Brillouin zone.

Due to its modular design, INTW provides a wide range of capabilities for post-processing
DFT calculations. Among others, it has been successfully applied to problems involving the
calculation of electron-phonon coupling, Eliashberg functions, self-energy functions, and spec-
tral functions [1, 2]. Notably, its application has extended to solving the anisotropic non-linear
Eliashberg equations of superconductivity [3] and determining the spin lifetime in magnetic
adatoms [4].

[1] A. Eiguren and C. Ambrosch-Draxl, Phys. Rev. B 78, 045124 (2008).
[2] P. Garcia-Goiricelaya, J. Lafuente-Bartolome, I. G. Gurtubay, and A. Eiguren, Comm. Phys. 2, 81

(2019).
[3] J. Lafuente-Bartolome, I. G. Gurtubay, and A. Eiguren, Phys. Rev. B 102, 161107(R) (2020).
[4] H. Garai-Marin, M. dos Santos Dias, S. Lounis, J. Ibañez-Azpiroz, and A. Eiguren, Phys. Rev. B

107, 144417 (2023).
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Excitons  are  interacting  electron-hole  pairs  due  to  the  attractive  screened  Coulomb
interaction.  They  dominate  absorption  spectra  of  semiconductors  and  low-dimensional
materials,  which are usually successfully described by the ab initio solution of the Bethe-
Salpeter equation (BSE) in the GW approximation [1].
Here, we discover and explain surprising excitonic e)ects at large momentum transfers in
two  opposite  limits:  solid  helium,  an  insulator  with  a  gap  larger  than  20  eV,  and  the
homogeneous electron gas (HEG), i.e., the prototypical model for metals.
In helium, excitons are tightly bound, as expected. However, they show a striking anisotropy
for spectra at momentum transfers around Bragg reflections [2]. Infinitesimal momentum-
transfer changes entirely suppress or create intense exciton peaks. We explain this giant e)ect
in terms of the electron-hole exchange interaction and make the link with the anomalous
anisotropy of plasmons in graphite that was understood in terms of crystal local field e)ects
[3].
In the HEG, excitonic e)ects are supposed to be weak due to the perfect screening of the
Coulomb interaction. In contrast to these expectations, we show that, besides the classical
high-energy  plasmons,  in  the  low-density  regime,  where  static  screening  turns  its  sign
becoming  negative,  low-energy  excitonic  collective  modes  also  exist  [4]  that  are  due  to
reduced screening at short distances [5]. The standard BSE fails to capture these excitonic
e)ects,  which  require  to  eliminate  the  GW  self-polarization  error  that  overscreens  the
electron-hole  interaction.  Understanding  this  exotic  regime  is  crucial  for  (photo)doped
semiconductors and interfaces. 

[1] R. M. Martin, L. Reining, and D. M. Ceperley, Interacting Electrons (Cambridge, 2016).
[2] F. Mohamed, L. Reining, and M. Gatti, in preparation.
[3] R. Hambach, et al., Phys. Rev. Lett. 101, 266406 (2008)
[4] Y. Takada, Phys. Rev. B 94, 245106 (2016).
[5] J. Koskelo, L. Reining, and M. Gatti, submitted. 

P43



Enhancing thermoelectric figure of merit of half Heusler alloys through 
hierarchical bonding and disorder: Some theoretical predictions 

Rajeev Ranjan 1, and Prasenjit Ghosh 1,2 

1Department of Physics, Indian Institute of Science Education and Research, Pune, 
Maharashtra, India-411008 

2Department of Chemistry, Indian Institute of Science Education and Research, Pune, 
Maharashtra, India-411008 

 
 
Thermoelectric (TE) materials are used in devices to convert waste heat to energy. Their 
efficiency is measured by a dimensionless quantity called figure of merit (𝑧𝑇 = 𝑆2𝜎

(𝜅𝑒+𝜅𝑙)
). 

Designing efficient thermoelectric materials are challenging because the transport properties 
that determine their efficiency are interdependent and in a reverse way. For example, to 
increase zT both electrical conductivity (σ) and Seebeck coefficient (S) needs to be enhanced. 
While σ can be enhanced by increasing carrier concentration, the latter is detrimental for 
Seebeck coefficient (S). Hence there are lot of efforts to tune the transport properties of 
materials to enhance zT. Moreover, a large family of materials are being explored for 
applications at different temperatures. 
   Amongst these half Heusler (HH) alloys are plausible candidates for high temperature 
thermoelectric applications. HHs, comprising of early (X) and late (Y) transition metals and p-
block elements (Z) and with chemical formula XYZ, are highly stable at high temperatures and 
have excellent electronic transport properties. However, their applications are limited by very 
high lattice thermal conductivity (κl), the reason for which can be attributed to their highly 
symmetric cubic structure.  Hence there are efforts to reduce the lattice thermal conductivity 
by designing HHs with more complex structures. This is typically achieved by introducing 
disorder in the X, Y and Z positions. Though there are lot of experimental studies and high 
throughput computational studies to design novel HHs with low lattice thermal conductivity, 
there are very few studies on the microscopic understanding of how disorder affects 𝜅𝑙, i.e., is 
the lattice thermal conductivity reduced due to mass fluctuations induced by the disorder or 
there is changing in the chemical bonding within the lattice? 
 In this work, using density functional theory and semi-classical Boltzmann transport theory 
based calculations, we have studied double HH and high entropy HH alloys to discern the role 
of chemical bonding and disorder on lattice thermal conductivity of these material. In 
particular, we studied thermoelectric properties of X2FeNiSb2 (X=Ti, Zr and Hf), Nb2Co2ZSb 
(Z=In and Ga) and ZrHfCoNiSnSb HHs. Through our calculations we show that the disorder 
results in heterogeneity in chemical bonding. Some of the bonds become more ionic while 
others become more covalent compared to the parent HHs thereby introducing hierarchical 
bonding in the lattice. As a consequence, we observe that the lattice becomes anharmonic, 
thereby showing reduced lattice thermal conductivity. Further, the mass fluctuations due to the 
variation in the atomic masses of the constituent elements scatter the heat carrying optical 
phonons, thereby further reducing 𝜅𝑙. Our calculations predict that these materials have a zT > 
1 around 900 K and at moderate doping concentration (~1021/cm3).    
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We present a systematic ab-initio study of the temperature- and pressure-dependent thermoelas-

tic properties of hcp beryllium within the quasiharmonic approximation (QHA). The accuracies

of the zero static internal stress approximation (ZSISA) and of the volume-constrained ZSISA

that are widely applied in ab initio thermodynamic calculations are quantified. Particularly,

the effect of ZSISA on the calculation of C11 and C12 is compared with a numerical approach

which minimizes the free energy with respect to the atomic positions at each strain. In beryl-

lium, minor deviations are found within ZSISA, which gives elastic constants (ECs) in good

agreement with the full free energy minimization. A substantial difference is found between the

QHA and the quasistatic approximation (QSA), with the former closer to experiments. Within

the QSA, we compare the ECs obtained by interpolating from a set of geometries along the

“stress-pressure” isotherm at 0 K (within the constant-volume ZSISA) with a more general in-

terpolation on a two-dimensional grid of crystal parameters, which allows the calculation of the

ECs along the 0 kbar isobar. This paper provides a practical approach for the investigation of

the thermoelastic properties of hcp metals at extreme conditions. [1]

[1] X. Gong and A. Dal Corso, Phys. Rev. B 110, 094109 (2024).
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In the framework of material science, core-level spectroscopies are established strategies to
probe the electronic structure and chemical environment of materials. While these techniques
provide valuable information, their interpretation in complex systems is not straightforward,
emphasizing the importance of theoretical insights from ab-initio approaches. On the other
hand, the time required for computing an X-ray spectrum increases with the number of non-
equivalent atoms, becoming prohibitively expensive for complex amorphous materials. This
drawback can be addressed by employing a surrogate model that combines the precision of ab
initio methods with computational efficiency [1]. We trained a machine-learning (ML) model
based on Kernel Ridge Regression (KRR) [2], using atom-density descriptors for predicting X-
ray Photoelectron Spectroscopies (XPS), by using core-electron Binding Energies (BE) as the
target quantity. A comprehensive automated AiiDA workflow [3], integrating first-principles
XPS simulation with sample sub-selection via Farthest Point Sampling (FPS), was employed
to generate the critical amount of data needed for the training process. The ML models were
trained on a representative dataset comprising about 250 lithiated Si-based structures, previ-
ously obtained through ab initio molecular dynamics (MD), DeePMD and grand canonical
Monte Carlo simulations [4]. Validation on a dataset of around 50 structures demonstrated
an accuracy of 0.1 eV, aligning with typical XPS experimental resolution. We leveraged the
model to construct a stoichiometry map in order to identify the LixSi phases that form at vari-
ous potentials in Si-based anodes.

[1] F. M. Paruzzo, A. Hofstetter, F. Musil, S. De, M. Ceriotti, and L. Emsley, Nat. Commun. 9, 4501
(2018).

[2] V. L. Deringer, A. P. Bartók, N. Bernstein, D. M. Wilkins, M. Ceriotti, and G. Csányi, Chem. Rev.
121, 10073 (2021).

[3] P. N. O. Gillespie, M. A. Hernandez Bertran, X. Wang, G. Pizzi, E. Molinari, and D. Prezzi, Preprint
(2024).

[4] F. Fu, X. Wang, L. Zhang, Y. Yang, J. Chen, B. Xu, C. Ouyang, S. Xu, F. Z. Dai, W. E, Advanced
Functional Materials, 33, 37 (2023).
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In polar metals  [1] ferroelectricity  and metallicity  coexist.  While  polar metals  are rare in
general, the  class of two-dimensional metallic van der Waals materials o�ers a number of
candidates.  In  such systems the  weak coupling  between layers  prevents  e"cient  electron
screening of the ionic polarization perpendicular to the layers, allowing net polarization in
that direction. The ferroelectric polarization can appear as a consequence of relative sliding of
the  van  der  Waals  layers  in  some  of  the  systems.  Two-dimensional  transition  metal
dichalcogenides (TMDs) are ideal playground for investigating sliding ferroelectricity [2]. In
particular,  vanadium ditelluride,  VTe2,  displays  a  number  of  peculiar  properties,  such as
charge-density  waves [3],  a  multitude  of stable magnetic  configurations,  strong spin-orbit
coupling and ferroelectricity in one or more of its phases. The ground state of the bilayer
VTe2, in the charge-density wave T' structure, is metallic and multiferroic. In  this work, we
search for e�ective ways to tune the ferroelectric polarization of the ground-state  bilayer T'-
VTe2. Specifically, we examine the e�ects of doping,  strain, and defects, such as vacancies
and chalcogen atom substitutions,   as well  as the impact of layering VTe2 with di�erent
TMDs. We analyze and generalize our results to other van der Waals bilayers.

[1] S. Bhowal, N. Spaldin A, Annual Review of Materials Research, 53(1), 53-79 (2023).
[2] T. Zhang, X. Xu, Y. Dai, Applied Physics Letters, 120(19) (2022).
[3] M. Liu, C. Wu, Z. Liu, Nano Research, 13, 1733-1738 (2020).
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Ethylene epoxidation is a reaction of great industrial significance, where silver serves as a 
catalyst under oxygen. While traditionally optimized through empirical methods, the advent of 
ab initio density functional theory (DFT) has enabled an atomistic understanding of the reaction 
mechanisms involved. Here, we focus on the role of DFT in elucidating the catalytic properties 
of silver and its alloys in ethylene epoxidation, emphasizing the predictive power of these 
quantum mechanical approaches. 
 
We first present a brief review of the contributions of DFT calculations to understanding the 
surface chemistry of silver catalysts, particularly with respect to adsorption energetics, 
transition state structures, and reaction pathways. Additionally, we highlight how ab initio 
models have provided insights into the electronic and geometric effects of dopants and co-
catalysts, which have historically been optimized empirically. [1, 2, 3] 
 
Recent advances in computational resources have enabled the development of increasingly 
accurate DFT models. These models can better capture complex catalytic behaviour under 
reaction conditions, including surface oxidation and the role of intermediates. [4] 
 
Finally, we report on a high-throughput computational screening of metals using DFT-based 
simulations, which identified several promising silver alloys, such as Ag/CuPb, Ag/CuCd, and 
Ag/CuTl, as superior catalysts. These findings were experimentally validated, demonstrating 
improved catalytic performance and scalable synthesis protocols. Importantly, we incorporate 
realistic reaction conditions and address common pitfalls in computational catalysis, such as 
the neglect of side reactions and catalyst surface dynamics. By integrating DFT calculations 
with kinetic Monte Carlo simulations and microkinetic modeling, we provide a comprehensive, 
first-principles understanding that goes beyond traditional steady-state approximations. [5] 
 
[1] M. Huš, A. Hellman, ACS Catal. 9, 1183 (2019). 
[2] M. Huš, M. Grilc, A. Pavlišič, A. Likozar, A. Hellman, Catal. Today 338, 128 (2019). 
[3] M. Huš, A. Hellman, J. Catal. 363, 18 (2018). 
[4] J. Teržan, M. Huš, I. Arčon, B. Likozar, P. Djinović, Appl. Surf. Sci. 528, 146854 (2020). 
[5] M. Huš, M. Grilc, J. Teržan, S. Gyergyek, B. Likozar, A. Hellman, Angew. Chem. 62, 
e202305804 (2023). 
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Recent studies have highlighted the anomalous Hall effect (AHE) for its distinct characteris-
tics observed at surfaces, interfaces and within the bulk of a diverse range of material systems,
including topological magnetic insulators and metallic interfaces. Analyzing the contributions
of individual layers to the AHE is essential for understanding the electronic and topological
properties of complex materials. In this work, we extended computational methods for AHE
analysis using a local Berry phase approach[1] in combination with hybrid Wannier functions.
This approach enables us to resolve layer-specific contributions in magnetic topological in-
sulators as well as magnetic metal thin films. Notably, our method successfully predicted a
half-quantized AHE at the surface of Axion insulators. We further investigate the AHE at sur-
faces and interfaces in systems such as Fe(001)/W thin films and oxide heterostructures such
as SrRuO3/SrIrO3, revealing how topological electronic states impact transport properties. This
presentation will cover our findings on the layer-resolved AHE in various materials, demon-
strating how a layer-by-layer analysis reveals new topological insights and enhances our under-
standing of transport phenomena in complex systems.

[1] H. Sawahata, N. Yamaguchi, S. Minami, and F. Ishii, Phys. Rev. B 107, 024404 (2023).
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Abstract
Concrete is the single most commonly produced material by humans. The downside of large-scale 

production of cement, the main ingredient in concrete, is a massive CO2 footprint, responsible for 

about 10% of global emissions. In addition, buildings account for approximately 40% of total 
electricity consumption.  There is therefore an urgent need to reduce the environmental impact of 

concrete throughout its lifecycle. One potential solution is to reduce the energy consumption of 

buildings by exploiting the radiative cooling phenomenon [1]. The MIRACLE (Photonic 

Metaconcrete with Infrared RAdiative Cooling capacity for Large Energy savings) project is 

pioneering a new generation of green concrete capable of passive cooling to reduce energy 

consumption in buildings [2]. Radiative cooler dissipates heat within the atmospheric transparency 

window (ATW), a range of infrared frequencies to which the atmosphere is permeable. The heat 

emitted within the ATW escapes the atmosphere and dissipates into space. This allows the object to 

thermally couple to an environment that is significantly colder than its surroundings and effectively 

cool down. In practice the research aims to develop photonic concrete by employing structured 

metamaterials [3] to manipulate the absorption and emission spectrum of concrete. 

To engineer effective daytime radiative coolers, we need to find materials whose emissivity matches 

the ATW. Additionally, to minimize heat absorption from the sun, the metaconcrete should exhibit 

high reflectivity at frequencies outside the ATW range. Both absorbance and reflectance are 

inherent material characteristics linked to their optical dielectric properties, which originate at the 

atomic and electronic level and can be accurately predicted by first principles calculations. To 

advance the ideas of photonic concrete, we provide an overview of the optical properties and 
excitonic spectra of relevant oxides. In our research, we compute the frequency-dependent 

dielectric function using various levels of approximation [4, 5]. The electronic structure based on 

the Kohn-Sham (KS) approach often suffers from significant inaccuracies in band gaps and band 

structures. A correction can be made using the GW approximation, which treats electrons and 

holes as screened quasiparticles [5]. Nevertheless, to accurately simulate experimental spectra, we 

must consider the electron-hole interaction [6], which significantly influences the spectra, especially 

around the band gap energy. This interaction can be accounted for by solving the Bethe-Salpeter 
equation (BSE) [6]. 

Our particular focus is on understanding the excitonic properties of basic oxides such as CaO, SiO2, 

Al2O3 and Fe2O3 which serve as building blocks for complex cement oxides like alite (Ca3SiO5) and 

belite (Ca2SiO4). Additionally, we investigate other clinker phases, including gypsum (CaSO4.2H2O) 

and calcium sulfate (CaSO4), as well as hydrated phases like portlandite (Ca(OH)2) and tobermorite 

(Ca5Si6O16(OH)2.4H2O/ Ca5Si6O16(OH)2.7H2O), among others. The dielectric spectra obtained from 

these studies are used to examine the light scattering properties and serve as input to machine 

learning software aimed at predicting the ideal composition, shape, and distribution of the studied 

metamaterial. From a computational point of view, we use GGA [7] and SCAN meta-GGA [8] 

exchange-correlation ground state calculations, combined with the G0W0 and BSE approaches, as 

implemented in the VASP package [9].
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Spin crossover molecules exhibit a remarkable ability to switch between different 
spin states in response to external stimuli, making them promising candidates for 
applications in spintronics. To effectively implement these materials in 
nanotechnology, understanding the behaviour of thin films of spin crossover 
molecular crystals and the influence of substrates is crucial. This project combines 
experimental and theoretical approaches to study monolayers of spin crossover 
molecular crystals on metal substrates. Our Density Functional Theory (DFT) 
calculations identify the preferred orientations of the molecular overlayers and 
analyze the spin splitting energy associated with various orientations on metal 
substrates. This research enables the growth of thin films with tailored orientations 
and specific spin splitting energies, paving the way for technological applications 
in advanced electronic devices.  
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Cyanoacrylated thiophenes linked to ZnO surface have been proposed [1] as a promising 
combination for Dye-Sensitized Solar Cells, that is, a design for the electron-transfer layer 
after light capture. We present a theoretical study of the ZnO (10-10) surface functionalized 
by a cyanoacrylated terthiophene molecule (3TC) using Density Functional Theory, and also 
optical properties for the isolated molecule through the Bethe-Salpeter formalism. We find 
that 3TC displays a strong optical excitation around 2.7eV mostly due to the 
HOMO→LUMO transition, with the HOMO localized on the 3T part and the LUMO on the 
C termination (which will be the bonding link to the surface). Regarding the 3TC@ZnO, we 
obtain a molecule-surface binding energy indicating stable chemical bonding, and the 
electronic structure results show energy levels alignment suitable for light-induced charge 
transfer, i.e., the molecular HOMO energy in the middle of the ZnO gap, and the LUMO in 
the conduction band. Importantly, the HOMO state is concentrated on the molecule while a 
molecule-to-surface charge extension of the LUMO was found, indicating a real possibility of 
photo-excited charge transfer from 3TC to the ZnO surface. The authors thank HPC-USP, 
CENAPAD-SP, INCT-INEO and CNPq.  
 
[1] A. N. Oerhlein et al., Phys. Chem. Chem. Phys. 21, 6991 (2019). 
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Theoretical  methods  for  predicting  core 
electron binding energies are important for 
the  analysis  of  experimental  results  from 
X-ray Photoelectron Spectroscopy (XPS). 
The  �-Self-Consistent-Field  (�SCF) 
method  is  a  well-known  technique  for 
calculating core electron binding energies 
in  free  molecules,  but  the  application  of 
this  approach  to  periodic  solids  is 
challenging.

In this poster,  recent progress in  ab initio 
calculations  of  core  electron  binding 
energies  is  presented  [1,2].  Solutions  to 
problems  such  as  charge  compensation, 
energy  referencing,  and  the  elimination  of  finite  size  e,ects  are  demonstrated,  and  an 
innovative method that combines the �SCF method for core electron binding energies with the 
GW approach for predicting the position of the valence band maximum is described. Finally, 
the performance of current state-of-the-art methods is evaluated by comparing the theoretical 
results to experimental data.

[1] J.M. Kahk, G.S. Michelitsch, R.J. Maurer, K. Reuter, and J. Lischner, J. Phys. Chem. Lett. 12, 
9353 (2021)
[2] J.M. Kahk, J. Lischner, J. Chem. Theory Comput. 19, 3276 (2023)

Fig. 1 Graphical abstract from reference [2]. The 
GW and  �SCF methods  can  be  combined  for 
predicting  core  electron  binding  energies  in 
insulating solids, when the position of the valence 
band maximum (VBM) is used as the zero of the 
binding energy scale.
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Heterogeneous catalysis using intermetallic compounds has emerged as a rapidly growing area of 

research, offering a promising alternative to noble-metal catalysts by employing cost-effective materials 
without compromising catalytic efficiency. Among them, the Al₁₃Fe₄ quasicrystalline approximant has 
demonstrated significant potential for the selective hydrogenation of acetylene. Its catalytic performance is 
attributed to its stability, precise stoichiometry, and well-ordered crystal structure, which result in unique 
coordination geometries and isolated active sites [1-4].  

To unravel the atomic-level mechanisms underlying the reactivity of the Al₁₃Fe₄ catalyst, density 
functional theory (DFT) calculations have been performed using the Al₁₃Fe₄(010) surface, whose complex 
structure, comprising several dozen non-equivalent atomic sites, has been previously determined through a 
combination of DFT and experimental investigations [3]. A critical aspect of this study is the identification of 
favorable sites for H₂ dissociation. Our calculations reveal that it readily occurs on protruding Fe atoms, with 
an activation energy of less than 0.1 eV. The subsequent step involves determining the most favorable 
adsorption sites for hydrocarbons, such as C₂H₂ and C₄H₆ (Fig. 1) [5]. 

 
Figure 1. Reaction path of butadiene (C4H6) hydrogenation toward but-1-ene (C4H8). 

 
 Our results are compared to those obtained for the o-Al₁₃Co₄(100) surface [6], to gain deeper insights 

into the electronic effects and driving forces governing this class of catalytic processes. 

 
[1] M. Armbrüster et al., European patent application No. 09157875.7, (2009) 
[2] M. Armbrüster et al., Nat. Mat., 11 (2012) 690 
[3] J. Ledieu, É. Gaudry et al.  Phys. Rev. Lett. 110 (2013) 076102 
[4] É. Gaudry, C. Chatelier, et al. J. Mater. Chem. A 8 (2020) 7422 
[5] Corentin Chatelier PhD thesis, 2020 
[6] D. Kandaskalov, V. Fournée et al. J. Phys. Chem. C 121 (2017) 18738  
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Scintillators are materials that convert ionizing radiation into detectable low-energy radiation 
and are crucial in applications such as medical imaging technologies like computed 
tomography (CT) and positron emission tomography (PET) [1]. In time-of-flight PET (TOF-
PET), the signal-to-noise ratio and spatial resolution are directly related to the coincidence 
time resolution of scintillator detectors [2]. The discovery of new scintillators with higher 
yield and shorter response times would enable the development of more efficient and 
accurate detectors, potentially allowing for higher-resolution images and reduced radiation 
doses to patients. However, experimental testing of scintillator materials is time-consuming 
and requires expensive specialized equipment, making computational identification of 
promising candidates highly desirable [3]. 
 
In this study, we investigate inorganic hexafluoride scintillators (K₂GeF₆, K₂SiF₆, BaGeF₆ and 
NaGeF₆) using first-principles modeling to determine their fundamental operating principles. 
In this poster, we present the results of our preliminary investigations of the electronic 
structures of these ternary hexafluorides based on Density Functional Theory (DFT), and 
compare them to the available experimental data from measurements of optical absorption, 
luminescence, and photoemission. 
 
In the future, we plan to further examine quasiparticle energy levels and electronic excitations 
in these materials using the GW approximation and the Bethe-Salpeter equation, and to study 
the role of phonons in the optical spectra of these materials. 
 
[1] C. Dujardin et al., “Needs, Trends, and Advances in Inorganic Scintillators,” IEEE Trans. Nucl. 
Sci., vol. 65, no. 8, pp. 1977–1997, Aug. 2018, doi: 10.1109/TNS.2018.2840160. 
[2] C. R. Ronda, Luminescence: From Theory to Applications. John Wiley & Sons, 2007. 
[3] J. Saaring et al., “Ultrafast Radiative Relaxation Processes in Multication Cross-Luminescence 
Materials,” IEEE Trans. Nucl. Sci., vol. 67, no. 6, pp. 1009–1013, Jun. 2020, doi: 
10.1109/TNS.2020.2974071. 
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Computationally fast density functional theory(DFT) methods such as PBE frequently underestimate 
the band gap of materials such as transition metal oxides (TMO’s). Hubbard U corrections are often 
used to reduce this level of band gap underestimation without incurring significant computational 
cost. However this requires the selection of a U parameter for the level of correction, which has often 
been chosen on an arbitrary basis or fixed to experiment. In response to this, methods such as linear 
response DFT+U+J  have been proposed, which calculate both hubbard U and Hunds J parameters 
from first principles and implements them seperately as energy corrections1. 
 
In our research2, a standardised first-principles procedure is implemented for calculating U and J for 
both metal and oxygen elements using the linear response to an applied potential. This procedure is 
benchmarked with five different TMO materials to assess the effect of DFT+U+J on the band gap, 
effective mass, bond lengths and unit cell volume. 
 
Our results showed that over this test set, DFT+U+J predicted band gap accuracy at a level that was 
signficantly greater than regular PBE, and had similar performance to literature averages for the much 
costlier HSE06 and PBE0 hybrid functionals. This was accomplished with little geometric distortion, 
producing cell volumes that were more accurate than PBE, and minimal electronic distortion, with 
effective masses that were similar to uncorrected PBE. 
 
Following on from this, we extended this analysis to the use of defect formation energy calculations, 
using TiO2, ZrO2 and HfO2 as candidate materials. This introduced new challenges, as in the 
DFT+U+J method O atoms of different coordination have different U parameters, which introduces 
sigfnicant problems with formation energy calculations. We tested three potential methods to alleviate 
this, and found the “differing potentials method” to produce the outcomes most in line with literature 
values. This method involves simulating seperate reference oxides with corresponding U and J 
parameters applied.  
 
Using the corrected methods, we found O vacancy defect formation energies transition energies, and  
that were qualitatively in line with hybrid results for ZrO2 and HfO2, although TiO2 was less accurate, 
possibly due to it’s shallow defect level. Overall we show there is signficant potential for DFT+U+J to 
be used for fast, first principles predictions of TMO properties.  
 
 
1. E. B. Linscott, D. J. Cole, M. C. Payne and D. D. O'Regan, Physical Review B, 2018, 

98, 235157. 
2. D. S. Lambert and D. D. O’Regan, Physical Review Research, 2023, 5, 013160. 
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Koopmans spectral functionals are a powerful extension of Kohn-Sham density-functional the-
ory (DFT) that can predict spectral properties with state-of-the-art accuracy in a functional
framework [1]. The success of these functionals relies on capturing the effects of electronic
screening through scalar, orbital-dependent parameters, which have to be computed for every
calculation, making Koopmans spectral functionals more expensive than their DFT counter-
parts [2]. In this work, we present a machine-learning model that — with minimal training
— can predict these screening parameters directly from orbital densities calculated at the DFT
level [3]. We show on two prototypical use cases that using the screening parameters predicted
by this model, instead of those calculated from linear response, leads to orbital energies that
differ by less than 20 meV on average. Since this approach dramatically reduces run-times with
minimal loss of accuracy, it will enable the application of Koopmans spectral functionals to
classes of problems that previously would have been prohibitively expensive, such as the pre-
diction of temperature-dependent spectral properties. More broadly, this work demonstrates that
measuring and correcting violations of piecewise linearity (i.e. curvature in total energies with
respect to occupancies) can be done efficiently by combining frozen-orbital approximations and
machine learning.

[1] I. Dabo et al., Phys. Rev. B 82, 115121 (2010); G. Borghi et al., Phys. Rev. B 90, 075135 (2014);
E. Linscott et al., J. Chem. Theory Comput. 19, 20 (2023); koopmans-functionals.org

[2] L. Nguyen et al., Phys. Rev. X 8, 021051 (2018); N. Colonna et al., J. Chem. Theory Comput. 15, 5
(2019)

[3] Y. Schubert et al., arXiv 2406.15205 (2024)
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Conventional density functional theory (DFT) often fails qualitatively to describe the electronic
structure of strongly correlated transition metal oxides. On the other hand, wavefunction meth-
ods [1] and dynamical mean-field theory [2] have been applied successfully to mitigate the
problem, however, their application to bulk materials is still preliminary [3, 4]. Here we focus
on using delta-learning to correct DFT energy and derivatives to the level of multi-determinant
theory for bulk NiO. We use complete active space self-consistent field (CASSCF) calculations
to capture on-site strong correlation in clusters representative of the bulk environment, and then
train a machine learning interatomic potential (MLIP) on the difference of the two energy land-
scapes. The �-machine learning scheme is necessary for two purposes: 1) to isolate long-range
interaction captured by DFT and the localized correlation 2) to reduce the complexity of the
energy landscape and therefore the number of expensive calculations neededc̃itenadi2021. We
also design atomic descriptors including both structural and electronic information and autom-
atize CASSCF workflow to facilitate the training procedure. This Delta-MLIP leverages the
efficiency of the density function theory and the accuracy of wavefunction methods and is ap-
plicable to a variety of systems with localized multi-determinant correlations.

[1] K. T. Williams et al. Phys. Rev. X 10, 011041 (2020).
[2] A. Georges et al. Rev. Mod. Phys. 68, 13–125 (1996).
[3] Y. Gao et al. Phys. Rev. B 101, 165138 (2020).
[4] T. Zhu, Z.-H. Cui, and G. K.-L. Chan. J. Chem. Theory Comput. 16, 141–153 (2020).
[5] A. Nandi et al. J. Chem. Phys. 154, 051102 (2021).
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Phase diagrams of solid solutions are essential for understanding structural transformations
under varying pressure and temperature conditions, serving as the foundation for guiding the
design of alloys and composites with targeted properties. These diagrams are also crucial for
interpreting geophysical observations related to Earth’s deep interior. Atomistic simulations,
particularly those based on ab initio methods, have shown significant success in accurately
predicting phase diagrams for pure and ordered solid phases. However,  these simulations
often struggle to maintain  ab initio accuracy while capturing the complex atomic disorder
characteristic  of  solid  solutions  at  finite  temperatures.  To  address  this  challenge,  we
developed a methodology that integrates a deep-learning-based interatomic potential derived
from ab initio calculations [1] with e%cient sampling through thermodynamic integration and
hybrid  Monte  Carlo  algorithms  [2].  This  approach  enables  a  rigorous  and  simultaneous
treatment of atomic configurational and positional disorder. We validated this methodology
by computing the phase diagram of the (Mg,Ca)O binary alloy [2], which shows excellent
agreement  with  experimental  data.  When  applied  to  the  Fe-Si  and  Fe-Si-O  alloys  under
Earth’s core conditions, our method indicates that, at Earth-relevant concentrations of Si and
O, the solid  Earth’s  inner core is likely to exist in the body-centered cubic (bcc) structure,
rather  than  the  hexagonal  close-packed  structure  observed  for  pure  Fe.  Furthermore,  we
found that the stability of the bcc phase is critically dependent on the presence of short-range
ordering in Si and O [3]. The demonstrated accuracy and e%ciency of our approach open new
avenues for determining the free energies of solid solutions with ab initio accuracy, thereby
advancing both materials design and our understanding of geophysical processes.

[1] Z. Li & S. Scandolo, Phys. Rev. B 109, 184108 (2024).
[2] Z. Li & S. Scandolo, Computer Physics Communications 304, 109307 (2024).
[3] Z. Li & S. Scandolo, https://doi.org/10.48550/arXiv.2409.08008. 
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Molecular  crystals  are  a  common and important  class  of  crystalline  materials.  However, 
modelling molecular crystals based on first principles (eg. with density functional theory) is 
often di�cult due to the size of a typical unit cell. Therefore, high-throughput calculations for 
the discovery of useful properties are rare. In this presentation, I will show how machine-
learned interatomic potentials can enable accurate and fast calculations of mechanical and 
thermal  properties  of  molecular  crystals  enabling  an  understanding  of  experimental 
observations  as  well  as  high-throughput  search  for  materials  with  the  desired  properties 
[1,2,3].  In  principle,  to  train  machine  learning  potential  one  would  need  to  create  a 
su�ciently large database of molecular crystals calculated with the desired accuracy. This is 
also a very challenging task and we will show how to avoid this step using transfer learning 
and existing databases of small systems.

[1] Ivan *ugec, R. Matthias Geilhufe, and Ivor Lon.ari/. "Global machine learning potentials for 
molecular crystals." The Journal of Chemical Physics 160, 15 (2024).
[2] Bruno Mladineo and Ivor Lon.ari/. "Thermosalient phase transitions from machine learning 
interatomic potential." Crystal Growth & Design 24, 20, 8167–8173 (2024).
[3] Hunnisett, Lily M., et al. "The seventh blind test of crystal structure prediction: structure ranking 
methods." Acta Cryst. B 80, 6 (2024).
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Based on first-principles calculations, we explored the nature and strength of the magnetic inter-
actions in particular molecular magnetic systems, with annular shape, Cr8 and V8, that are very
promising for a variety of technological applications, i.e. in the quantum-computing research
field [1, 2].

Calculations were performed within Hubbard-corrected non-collinear spin density func-
tional theory (DFT) implemented in the Quantum ESPRESSO package. The systematic study
consisted in the determination of the electronic structure, in the estimation of the exchange
coupling parameter and in the analysis of the magnetic anisotropy, by comparing various spin
arrangements and thorough comparison of their energies. The Cr8 ring magnet, consistent with
the existing literature, has an antiferromagnetic ground state (AFM) with numerically dominant
first neighbor interactions and with contained anisotropy. The V8 ring, on the other hand, is
ferromagnetic (FM) with fairly important near-second exchange interactions and slightly more
pronounced anisotropies.

We used a chain model to easily calculate the one-site (U) and inter-site Hubbard interaction
(V) which would be difficult to access if evaluated by the annular systems. The more accurate
description of the electron localization obtained in DFT+U+V calculations allows to improve
the agreement between the calculated spin coupling constants and those extrapolated from ex-
perimental results [3] and thus to improve the predictivity of our ab-initio calculations also from
the quantitative point of view.

This approach is particularly useful for clarifying the origin of Dzyaloshinskii-Moriya (DM)
interactions, their relationship with the structure and symmetry of the considered molecule, and
their effects on system behavior, especially in view of potential applications.

[1] Miller, Joel S., Gatteschi, Dante, Chemical Society Reviews, 40, 3065 (2011).
[2] Ardavan, A., Bowen, A., Fernandez, A. et al., npj Quantum Inf 1, 15012 (2015).
[3] Carretta, S. et al., Phys. Rev. B 67, 094405 (2003).
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An emerging class of technology based on spin-crossover (SCO), a mechanism long observed
and understood macroscopically, exhibits high potential for sustainable sensing and storage ap-
plications like carbon capture and spintronic devices. Yet, without an accurate microscopic
description of their adiabatic energetics and electronic structure properties, we are unlikely to
design and/or discover new SCO materials that optimize and tailor functionality while simulta-
neously minimizing, if not eliminating, impracticalities.

Materials scientists and quantum chemists increasingly look to density functional theory (DFT)
for this task, especially as (semi-)local density functional approximations (DFAs) expand their
realms of achievable accuracy to include coarse-grained spin-based properties. In particular,
fully first-principles DFT+U+J, equipped with in situ Hubbard U and Hund’s J parameters to
address self-interaction and static-correlation errors, has demonstrated its ability to restore cor-
rect band structures without increasing computation time. It is currently unknown whether
Hubbard-like corrective functionals, specifically those incorporating the Hund’s J, in spin-DFT
can achieve accurate adiabatic energy differences.

Our recently established international collaboration executes a detailed study designed to an-
swer this query, first by calculating and analyzing trends of the Hubbard U and Hund’s J, deter-
mined via linear response for all valence subspaces in a series of four octahedrally-coordinated
Fe(II) SCO molecules that span the ligand-field strength spectrum. We then methodically apply
these parameters via a range of Hubbard functionals, both common, state-of-the-art, and exper-
imental, in search of the simplest combination to yield reliable spin-state energetic properties
with respect to those obtained by CASPT2/CC[1, 2] or DMC[3, 4] reference methods.

We discuss the potency of basis set projector functions on the values of the in situ Hubbard
U and Hund’s J parameters calculated via linear response in a variety of molecular subspaces.
Following this, we examine the somewhat counterintuitive failure of the Hund’s J in furthering
DFT+U’s already robust capacity to obtain accurate adiabatic energy differences. This investi-
gation maps previously uncharted limitations of the method and precisely highlights the areas
for improvement therein.

[1] L. Mariano, B. Vlaisavljevich, R. Poloni, J. Chem. Theory Comput. 16 11, 6755–6762 (2020).
[2] K. Pierloot, Q.M. Phung, et al., J. Chem. Theory Comput. 14, 2446-2455 (2018).
[3] S. Song, M.-C. Kim, et al. J. Chem. Theory Comput. 14, 2304-2311 (2018).
[4] A. Droghetti, D. Alfè, S. Sanvito, J. Chem. Phys. 137, 124303 (2012).
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Plasmons and polar phonons are elementary electrodynamic excitations of matter. In two di-

mensions and at long wavelengths they act as polaritons. They also dictate the scattering of

charged carriers. In Van der Waals heterostructures, excitations from different layers are cou-

pled via long-range Coulomb interactions, which determine their dispersion and their scattering

strength with electrons. Even when the excitations do not couple directly, they are still in-

fluenced by the screening from all layers, leading to complex dynamical interactions between

electrons, plasmons, and polar phonons. We develop an efficient ab initio model to determine

the electrodynamical excitations of the Van der Waals heterostructures, accompanied by a for-

malism to extract relevant spectroscopic and transport quantities. Notably, we obtain electronic

scattering rates originated by the remote phonons of the heterostructure. We apply our de-

velopments to BN-capped graphene, in which polar phonons from BN couple to plasmons

in graphene. We study the nature of the coupled excitations, their dispersion and their cou-

pling to graphene’s electrons. Regimes driven by either phonons or plasmons are identified,

together with a truly hybrid regime corresponding to the plasmon-phonon-polariton at long

wavelengths. Interestingly, the dynamical screening of the coupling between BN’s LO phonons

and graphene’s electrons crosses over from inefficient to metal-like depending on the relative

value of the phonons’ frequency and the energetic onset of interband transitions. While the

coupling is significant in general, the associated scattering of graphene’s carriers is found to

be negligible with respect to the particularly large one coming from intrinsic phonons in the

context of electronic transport.
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A persistent query revolves around whether supercooled liquid water may experience a first-
order transition, resulting in the coexistence of two distinct liquid phases with different 
densities, known as high-density liquid (HDL) and low-density liquid (LDL). Recently, 
molecular dynamics simulations performed using deep neural-network force fields trained to 
accurate quantum mechanical data have confirmed this scenario, providing clear evidence of 
the existence of a metastable critical point in the deeply supercooled region [1]. Building on 
these findings, we show that the resulting low-density phase displays a strong propensity 
towards spontaneous polarization [2]. In addition, our results suggest that the kinetic 
transition from the LDL phase involves a collective reorientational angular jumps of water 
molecules in the hydrogen-bond network that triggers disorder in the system before 
annihilating the polarization in the system and moving to the HDL phase. These new features, 
besides offering new insights into the molecular structure and relative stability of the two 
coexisting phases, holds the potential to unveil novel strategies for detecting and 
characterizing the long-sought-after transition.

[1] Gartner III, Thomas E., et al. "Liquid-liquid transition in water from first 
principles." Physical review letters 129.25 (2022): 255702.
[2] Malosso, C., et al. "Evidence of ferroelectric features in low-density supercooled water 
from ab initio deep neural-network simulations." Proceedings of the National Academy of 
Sciences 121.32 (2024): e2407295121.
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The design and discovery of new functional materials have traditionally relied on a trial-and-
error approach, which is both time-consuming and costly. Advances in high-throughput 
computation, open material databases, and machine learning-based property prediction 
models have enabled rapid screening of thousands of materials to identify the most promising 
candidates [1]. However, these screening-based methods are fundamentally limited by the 
existing material databases and are not well-suited for efficiently directing the search towards 
materials with specific properties. 
The ultimate challenge in materials research lies in inverse design, where materials are 
directly generated to meet desired property constraints. In this regard, deep learning 
generative models (GMs) hold significant promise. Since GMs learn the underlying 
probability distribution of materials, they are highly efficient at inverse designing entirely 
new materials. 
We have developed a deep generative model, MagGen [2], based on a variational 
autoencoder (VAE), to inverse design stable magnetic materials. During training, the model is  
conditioned simultaneously by two target properties - formation energy and saturation 
magnetization. The property-embedded latent space of the model is analyzed using graph 
theory. Remarkably, about 96% of the generated materials are predicted to satisfy the target 
properties. This is a substantial improvement over approaches that do not condition the latent 
space of the model by target properties or do not account for the connectivity of parent 
materials from which new materials are generated.  
This impressive feat is achieved using a straightforward real-space representation of materials 
that can be directly derived from material CIF files. Finally, model predictions are validated 
by density functional theory (DFT) calculations on a randomly chosen subset of materials. 
The performance of MagGen is comparable or superior to previously reported models, and is 
particularly applied in designing rare-earth-free permanent magnets with promising results. 
This approach represents a substantial step forward in the directed design of materials with 
targeted functionalities. 

[1] S. Mal, P. Sen, Journal of Magnetism and Magnetic Materials 589, 171590 (2024).
[2] S. Mal, G. Seal, P. Sen, The Journal of Physical Chemistry Letters 15 (12),  3221-3228 (2024).
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Neural-network interatomic potentials (NNIPs) have transformed atomistic simulations, par-
ticularly in molecular dynamics, by enabling near ab initio accuracy with reduced computational
costs and improved scalability, provided a rich, diverse training dataset is available. Recent
advancements have exploited the expressive power of equivariant frameworks to develop pre-
trained foundational models, expanding NNIP applicability across varied chemical and struc-
tural environments. Despite these advances, crafting high-precision NNIPs remains a complex
task, demanding specialized expertise in both machine learning and electronic structure calcu-
lations.

Here, we introduce an automated, open-source, and user-friendly workflow that streamlines
the creation of accurate NNIPs, minimizing the need for manual intervention. Our approach
integrates density-functional theory (DFT) with classical molecular dynamics to systematically
explore the potential energy landscape using random distortions, strain, interfaces, neutral va-
cancies, and molecular dynamics trajectories at varied temperatures. Leveraging an active learn-
ing strategy, a committee of potentials is trained, with on-the-fly calibration of committee dis-
agreement against true errors to ensure reliability. This entire process is orchestrated by the
AiiDA materials informatics platform, supporting seamless execution and scaling to massive
datasets.

Our results demonstrate the data efficiency and workflow automation of this tool, providing
molecular dynamics practitioners across fields—from materials science to chemistry and bio-
physics—with accessible ab initio accuracy. This platform democratizes NNIP development,
empowering users to achieve high-precision simulations with minimal human intervention.

We acknowledge support from the European Union – NextGenerationEU, throught the ICSC
– Centro Nazionale di Ricerca in High Performance Computing, Big Data and Quantum Com-
puting – (CUP Grant No, J93C22000540006, PNRR Investimento M4.C2.1.4)
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Kohn anomalies [1], which appear as dips in phonon dispersion, are particularly prominent

in low-dimensional materials and represent a common scenario where the Born-Oppenheimer

approximation fails, indicating departures from adiabatic electron-nuclei coupling [2, 3]. In this

work, we investigate the impact of non-adiabatic effects on Kohn anomalies in one-dimensional

metals. We develop a theoretical model to analyze how the renormalized phonon frequency

is influenced by intrinsic physical properties of the system, such as bare phonon frequency,

electron effective mass, and electron-phonon coupling strength. Additionally, we identify the

conditions under which an instability may arise, leading to an imaginary phonon frequency. We

then validate our model through first-principles studies of selected metallic atomic chains.

[1] W. Kohn, Phys. Rev. Lett. 2, 393 (1959).

[2] F. Caruso, et al., Phys. Rev. Lett., 119, 017001 (2017).

[3] N. Girotto, et al., Phys. Rev. B, 107, 064310 (2023).
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Cooperative phenomena in solid-state physics have gained significant attention due to their
scientific and technological importance. This relevance was officially acknowledged in the
Ginzburg Nobel Lecture in 2004, which emphasized the pursuit of high-temperature supercon-
ductivity as a key challenge for the 21st century. Recent technological advancements have
enabled a more profound exploration of these phenomena, gathering instances where electronic
cooperation is mediated by phonon interactions. However, this research faces experimental
challenges that hinders sample characterization. Vibrational spectroscopy plays a key role in
sample characterization, especially infrared reflectivity measurement in case of high-pressure
environment where the diamond-anvil-cell apparatus is required [1].
However, in order to complete a sample characterization, the material signature found experi-
mentally should be compared with an accurate theoretical prediction. Our work provides an ab
initio DFPT framework that can accurately describe the linear response functions of materials
with strong electron-phonon interactions by developing an ab initio method for time-dependent
linear response functions and then empower it with a many body approach for considering the
electron-phonon self-energy effects. We apply this method to the calculation of the optical
properties of high-temperature superconductors H3S, and we find that the electron-phonon self-
energy plays a crucial role in determining the properties of these materials. Our results provide
new insights into the role of electron-phonon interactions in high-temperature superconductors
and pave the way for a more accurate theoretical description of these materials[2].

[1] F. Capitani, B. Langerome1, J.B. Brubach, P. Roy, A. Drozdov, M.I. Eremets, E.J. Nicol, J.P. Car-
botte, T. Timusk, Nat. Phys., 13, 859 (2017).

[2] G. Marchese, F. Macheda, L. Binci, M. Calandra, P. Barone, F. Mauri, Nat. Phys., 20, 1, 88–94.
(2024).
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Topological magnons, collective spin excitations with non-trivial topological properties often
characterized by protected edge states and robust transport, hold significant potential for
applications in spintronics and quantum information processing. Recently, despite the
material's centrosymmetric nature, bulk Mn5Ge3 was identified as an unexpected host for
topological magnons induced by the Dzyaloshinskii-Moriya interaction [1]. A distinctive
feature of topological physics is the gap opening at the K-point, which can be closed upon the
rotation of magnetization. In this study, we explore the robustness of this gap in reduced
dimensions by investigating thin films of Mn5Ge3 and examining how the spin-wave spectrum
is affected. Our findings clarify the potential applications of topological magnons within
Mn5Ge3 for spintronics and magnonics.

[1] M. dos Santos Dias, N. Biniskos, F. J. dos Santos, et al. Nat. Commun. 14, 7321 (2023).
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The electron–phonon interaction (EPI) is ubiquitus in several research fields.
It enters in the definition, among others, of the phonon and electronic self–
energies and plays a key role in a wealth of physics applications: the calculation
of electronic corrections to the phonon states or of phonon corrections to the
electronic levels, thermal transport, out–of–equilibrium dynamics and more.

Despite the crucial importance of the EPI its definition is still actively de-
bated. This is due to the fact that the EPI is not a natural ingredient of
an Hamiltonian treatment but, rather, is the result of a manipulation of the
electron–nuclei interaction. More importantly the final form of the EPI is dy-
namically screened by the electronic fluctuations.

Most of the calculations performed up to now have used a statically screened
EPI [4]. Still the accuracy of such approach is not clear. Indeed, if such an ap-
proach has been fueled by the historical use of model Hamiltonians [3] clear
mathematical demonstrations are still lacking. Indeed some authors have pro-
posed an approach based on Time–Dependent Density Functional Theory [1, 2]
that, however, has been recently showed to be not theoretically valid [6]. Even
in the Many–Body community there is still not an agreement as demonstrated
by the recent works of Stefanucci et al.[7] and myself[5].

In this talk I will present a formal an accurate derivation of the dynami-
cal screening of the EPI by using MBPT. I will discuss the limitations of the
variational approaches introduced by Calandra et al. [1, 2] and also the subtle
theoretical aspects raised by Stefanucci et al. in [7] and in my recent work[5]. I
will, in particular, demonstrate that it is possible to derive an e↵ective vertex
correction function that can be easily defined using simple ingredients and used
to ammend calculations based on the statically screened approximation.

I will support the theoretical derivations by exact results of a three dimen-
sional homogeneous electron gas and some preliminary result on MgB2.

References
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Ruddlesden-Popper (R-P) perovskites represent an interesting crystalline framework to model 
and design materials with desirably high diffusion properties to be applied to energy storage 
solutions. The prototypical structure shows alternate stacking of perovskite and rocksalt sub-
lattices and the stacking order can be tuned during synthesis to obtain different geometries and 
incorporate different transition-metal and rare-earth ions [1]. 
In our ongoing work we explore the diffusion dynamics of the La2NiO3F2 R-P perovskite with 
classical Molecular Dynamics methods, based on the MACE Machine-Learned Interatomic 
Potential (MLIP) [2]. We calculate the migration barriers for fluoride (F-) anions with the ab-
initio Nudged Elastic Band (NEB) method [4]. The MACE architecture has been also applied 
to the calculation of the Pair Distribution Function (PDF) [3] for the material under 
investigation and showed qualitative agreement with the experimental data. 
 
[1] K. Wissel, O. Clemens et al., Inorg. Chem. 57, 11 (2018) 
[2] I. Batatia, G. Csáni et al., arXiv:2206.07697v2 (2022) 
[3] S. J. L. Billinge, Phil. Trans. R. Soc. A 377 (2019). 
[4] G. Henkelman, H. Jónsson, J. Chem. Phys. 113, (2000) 
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The thermodynamic properties of multicomponent liquids at high pressure and temperature 
(HP-HT) are of paramount importance to shed a light on the melting and crystallization phase 
relations in geological systems. At the required extreme conditions of high pressure and high 
temperature, though, experiments suffer from uncertainties of hundreds of K and rarely predict 
the ultimate nature of melting [1]. Ab initio molecular dynamics (AIMD) already gave useful 
insights on the structure-energy properties of solid and liquid phases up to very HP-HT 
conditions, but the calculated melting temperature (Tm) depends critically on the simulation 
protocol and the computational cost increases with the number of atoms to process.  
In this work we focus on the melting curve of CaO, not only because is a key phase in material 
and geological sciences, but also because the thermodynamic properties of the liquid phase are 
still controversial due to the very high melting point of the crystal [1,4].  
We employ a novel software package for the generation of neural network interatomic 
potentials called PANNA[9] (Properties from Artificial Neural Network Architecture) 
implemented with the most recent descriptor LATTE[10] (Local Atomic Tensors Trainable 
Expansion) to extract a neural network potential for this system, trained on a dataset of more 
than 11,000 different structures. 
We simulate the melting process of CaO with classic molecular dynamics, employing the 
LAMMPS code [5]. We tested three different methods, which gave insights both on the melting 
temperature of the crystal and on the enthalpy of fusion (ΔHf).  
The two-phase solid-liquid coexistence method consists of running a solid-liquid interface at 
constant enthalpy [3,6]. The melting temperature is determined as the average equilibrium 
temperature.  
The void-nucleated method exploits holes in the crystal structure to initiate the melting process, 
thus decreasing the unrealistic high melting point resulting from homogeneous heating 
simulations by introducing a defect [2]. 
Finally, to calculate the enthalpy of fusion, the temperature of the crystal is increased up until 
the solid melts, and then the temperature is lowered again until the liquid phase recrystallizes. 
The difference in energy between the liquid and the solid curves at the melting point represents 
the enthalpy of fusion, ΔHf  [2].  
The values of Tm and ΔHf obtained with these methods by the means of classic MD on CaO are 
found to be consistent with experimental data available in literature [7,8]. 
Employing the two-phase solid-liquid coexistence method, we also calculated the high-pressure 
melting curve of CaO up to 30 GPa, a result which represents a starting point for the 
construction of a completely theoretically predicted HP-HT phase diagram of the system.  
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[2] Alvares, C. M., Deffrennes, G., Pisch, A., & Jakse, N. The Journal of chemical physics, 2020, 152(8), 084503. 
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Materials with thicknesses ranging from a few nanometers to a single atomic layer present
unprecedented opportunities to investigate matter properties restricted to the two-dimensional
plane. One of the most studied two-dimensional materials are the so-called transition metal
chalcogenides (TMD). Among these materials, titanium diselenide (TiSe2) and its derivatives
stand out due to their well-known physical properties. However, certain aspects of their
behavior still pose challenges to current theoretical knowledge, leading to difficulties or
delays in their application. Jurelo et al. [1] studied through density functional theory (DFT)
calculations the effect of copper (Cu) intercalation on the structural, vibrational and electronic
properties of TiSe2, observing that it exhibits properties akin to those of a high-temperature
superconductor. In general, the synthesis of two-dimensional TiSe2 is performed by chemical
vapor deposition (CVD), mechanical exfoliation, or liquid phase exfoliation. To overcome the
complexity and cost of these processes Rosa et al. [2] developed a novel method that consists
of synthesizing and isolating single 2D sheets from 3D CuxTiSe2 crystals, through a
solvothermal exfoliation process using hydrazine (N2H4) as a solvent. It was observed that
N2H4 facilitates exfoliation while preserving the structure of CuxTiSe2 [2].
With the goal of understanding how N2H4 influences the exfoliation of TiSe2, we perform
DFT simulations on TiSe2, CuxTiSe2 systems and their interaction with N2H4. The
calculations were performed with the Quantum Espresso software package using the
Perdew–Burke–Ernzerho (PBE) functionals within the conjugate gradient approximation
(GGA) and with PAW Pseudopotentials. In addition to analyzing the electrical and structural
properties at the atomic level, we perform nudged elastic band (NEB) calculations were
performed to study the activation energy for the diffusion of Cu adsorbed on TiSe2. Our
results, consistent with those previously reported [1], reveal a favorable interaction between
the N atoms of N2H4 and the Se atoms in TiSe2. We also observed that the intercalation of
N2H4 increases the separation between the TiSe2 sheets, which decreases the van der Waals
interaction between them and facilitates the exfoliation process in the 3D material. These
effects are enhanced by the presence of copper in the CuxTiSe2 structure, since N2H4 also
interacts favorably with Cu atoms. NEB calculations provide crucial information on the
dynamics and mobility of Cu atoms in the material, contributing to a deeper understanding of
doping transport and diffusion mechanisms.

[1] Jurelo A., Pontes Ribeiro R., de Lazaro S., Monteiro J. Phys.Chem.Chem.Phys., 20, (2018) 27011.
[2] Alvaro J Rosa, Caracterización de materiales bidimensionales mediante microscopías por barrido
de punta. Trabajo especial de licenciatura en física, UNRC (2021).
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A unified quantum framework for simulating electrons and ions:
The self-consistent harmonic approximation on a neural network curved manifold
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The numerical solution of the many-body problem of interacting electrons and ions beyond the adiabatic approx-
imation is a key challenge in condensed matter physics, chemistry, and materials science. Traditional methods to
solve the multi-component quantum Hamiltonian tend to be specialized electrons or ions and can suffer from a
methodological gap when applied to both electrons and ions simultaneously[1]. In addition, ionic techniques often
limited as T ! 0K, whereas electronic methods are designed for 0K. Thus, efficient strategies that simultane-
ously address the thermal fluctuations of ions at ambient temperature without struggling to describe the electronic
quantum state from first principles are missing.
This work extends the self-consistent harmonic approximation[2] for the ions to include also the electrons. The ap-
proach minimizes the total free energy by optimizing an ansatz density matrix, solving a fermionic self-consistent
harmonic Hamiltonian on a curved manifold[3], which is parametrized through a neural network. We demonstrate
that this approach, designed initially for a flat Cartesian space to treat quantum nuclei at finite temperatures, can
efficiently tackle both the ground and excited state properties of electronic systems, thus paving the way to a unified
quantum description for electrons and atomic nuclei. Importantly, this approach preserves an analytical expression
for entropy, enabling the direct computation of free energies and phase diagrams of quantum materials.
We benchmark the numerical implementation in several prototypical cases, proving that it captures quantum tun-
neling, electron-ion cusps, excited states energies, and static electronic correlations in the dissociation of H2, where
other mean-field approaches fail[4].
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Reviews, vol. 118, no. 7, pp. 3305–3336, Apr. 2018.
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effects,” Journal of Physics: Condensed Matter, vol. 33, no. 36, p. 363 001, Jul. 2021.

[3] A. Siciliano, L. Monacelli, and F. Mauri, “Beyond Gaussian fluctuations of quantum anharmonic nuclei,”
Physical Review B, vol. 110, no. 13, p. 134 111, Oct. 2024.
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bUniversité Paris-Saclay, CEA, Laboratoire Matière en Conditions Extrêmes, 91680
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Numerical modeling of hydrogen absorption in metal hydrides. One of the main challenges

to fully utilize hydrogen as a green and renewable energy vector is its storage. We study the

absorption of hydrogen in ternary compounds of type M-Mg-Ni with a combination of ab ini-

tio molecular dynamics and classical molecular dynamics using machine learning interatomic

potentials (MLIP). Our goal is to accurately predict the enthalpy of absorption, the desorption

temperature and the entropy of absorption. We employ the newly developed Machine Learning

Assisted Canonical Sampling (MLACS) method to generate on-the-fly interatomic potentials

throughout the molecular dynamics simulation.
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Figure 1: The system is composed of two moieties: the red moiety is treated classically (FQFµ

force field), while the blue moiety is treated using the GW approximation. Each component

provides a distinct contribution to the GW observables. The combination of all these quantities

is necessary to evaluate the total self-energy.

In the context of complex molecular systems, multiscale approaches can recover correct

descriptions of the quantum features of the system while remaining computationally feasible.

We propose a novel multiscale QM/classical methodology based on the GW approximation

[1, 2], combined with the fluctuating charges (FQ) and fluctuating charges and dipoles (FQFµ)

force fields, which have amply been employed in the context of computational spectroscopy of

solvated systems [3]. The GW approximation is exploited to capture electron correlation effects,

while FQ or FQFµ are used to model the mutual polarization effects between the quantum GW

system and its surrounding environment.

The model is validated through test calculations of ionization potentials of selected molec-

ular systems in solution.
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The flat plane condition [1] defines the profile of the ground-state energy landscape with re-
spect to the electron population N and certain restricted values of the spin-magnetisation M.
The breach of this exact condition is closely related to the poor performance of standard XC
approximations in predicting band gaps, molecular dissociation, and polarizability. We have
derived the tilted plane condition [2], a generalisation of the flat plane condition to the exact
ground-state energy landscape for all values of N and M. Examples of exact energy landscapes,
including tilted planes, are shown in Fig. (1). The magnetic analog of the DFT Koopmans’
theorem is derived, and the magnetic piecewise linearity error (MPLE) is introduced.

We demonstrate how the tilted-plane condition reveals a new feature of the exact functional,
namely derivative discontinuities at non-integer electron counts. It also helps us better under-
stand approximate functionals, where we have identified large errors that go beyond quadratic
order in the spin-magnetisation M. From the tilted-plane condition, we show that energy func-
tionals of occupancies must take different forms depending on symmetry-imposed degeneracies.
We may also highlight our recent proof of the long-assumed convexity condition of DFT [3].

We will demonstrate the performance our recently developed DFT+U type corrective func-
tional BLOR [4], as well as its multi-orbital generalisation mBLOR [5]. These are derived from,
and uniquely defined by, imposition of the tilted plane condition. They are fully detached from
the Hubbard model and thereby free of double-counting approximations.

The Tilted Plane Condition

Andrew C. Burgess1, Edward Linscott2, and David D. O’Regan1

1School of Physics, Trinity College Dublin, The University of Dublin, Ireland
burgesan@tcd.ie

2Laboratory for Materials Simulations, Paul Scherrer Institut, 5232 Villigen PSI,
Switzerland

ABSTRACT
The flat plane condition [1] defines the shape of the ground-state energy

surface with respect to variations in electron count N and certain limited varia-
tions in magnetisation M . The violation of this exact condition has been directly
linked to poor performance in the prediction of band gaps, molecular dissocia-
tion, and electronic transport by standard XC approximations. We derived the
tilted plane condition [2], a generalisation of the flat plane condition as exem-
plified in Fig. 1, which rigorously defines the energy surface for all values of N

and M . The magnetic analog of the DFT Koopmans’ theorem is also derived as
a corollary. From this condition we show that energy functionals of occupancies
must take different forms depending on symmetry-imposed degeneracies. We
will also highlight our recent proof of the long-assumed convexity condition of
DFT [3], which lifts a standing assumption in the piecewise linearity condition
with respect to electron count.
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Figure 1: The projection of the Ev[N, M ] surface of the oxygen,
chromium, manganese and iron atoms onto the N � M plane.
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Figure 1: The projection of the Ev [N, M ] surface of the oxygen, chromium, manganese and
iron atoms onto the N � M plane. Energy values at vertices are based on spectroscopic data.
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Ionic Solutes Slow Down the Dynamics of Solvent Water Molecules:
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Water inherently contains trace amounts of various salts, yet the microscopic mechanisms by
which salts influence some of its physical properties remain elusive. Notably, the mechanisms
that reduce the dielectric constant of water upon salt addition are still debated. Also, the shift
of the primary absorption peak for electromagnetic radiation – commonly used in microwave
heating – towards higher frequencies in saline solutions suggests faster water molecular
dynamics. This observation, however, contrasts with the simultaneous increase in viscosity
and experimental reports that ionic solutes would slow down water molecular motion. In this
work, we employ deep neural networks trained to reproduce the interatomic forces and
molecular dipoles to compute the dielectric spectra of perchlorate water saline solution,
possibly relevant to the recent discovery of liquid water beneath a thick ice crust at the
Martian south pole. Our results reveal that both the reduction in the dielectric constant and the
absorption peak shift can be attributed to ion-induced changes in the orientational ordering of
water molecules. Additionally, we demonstrate that analyzing the self-part of the dipole-
dipole correlation function reveals clear signatures of the slowing dynamics within the first
cationic solvation shell, as reflected in the dielectric spectrum and consistent with the
experimentally observed increase in viscosity.  
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The Fermi surface of a metal separates occupied from unoccupied electronic states. The 
electrons in its immediate vicinity are subject to low energy excitations and determine the 
electronic properties at low temperatures. Knowing the shape of the Fermi surface is crucial to 
understand various phenomena from Pauli paramagnetic susceptibility to non-conventional 
superconductivity. Accurate Fermi surface simulations require a very dense sampling of the 
Brillouin zone, thus direct density functional theory calculations are limited by their 
computational cost. To obtain a detailed simulation of the Fermi surface we therefore use 
interpolation from the basis set of maximally localized Wannier functions (MLWFs). Thanks 
to their spatial localization, they provide a way to efficiently compute accurate Fermi surfaces 
on grids with k-point distances of a few hundredths of an inverse angstrom corresponding to 
hundreds of thousands of k-points for small unit cells. Taking advantage of the recently 
introduced robust algorithm for the automated Wannierisation (projectability disentangled 
Wannier functions, PDWFs) [1] and of the AiiDA workflow infrastructure for automation [2], 
we have computed the Fermi surfaces of more than 7’500 inorganic metals. We have also 
computed de Haas-van Alphen oscillation frequencies that allow for direct comparison with 
the experimental measurements. The results will be published openly on the Materials Cloud 
3D crystals database (MC3D) [3] to provide a reference for the experimentalists and facilitate 
materials discovery. 
 
 
[1] J. Qiao, G. Pizzi, N. Marzari, npj Comput Mater 9, 208 (2023). 
[2] S. Huber et al., Sci. Data 7, 1 (2020). 
[3] S. Huber et al., Materials cloud three-dimensional crystals database (MC3D), Materials Cloud 
Archive 38 (2022). https://mc3d.materialscloud.org. 
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Polytechnique Fédérale de Lausanne, 1015 Lausanne, Switzerland

The integration of machine learning (ML) with quantum mechanical (QM) frameworks offers a
powerful strategy for advancing the prediction of electronic properties in molecules and mate-
rials. We present a hybrid ML/QM approach that predicts an effective single-particle Hamilto-
nian [1], which is subsequently used in physics-based workflows to compute electronic proper-
ties. By coupling a symmetry-adapted ML model with the differentiable quantum mechanical
framework PYSCFAD, we enable indirect training on final properties such as electronic en-
ergy levels [2], dipole moments, and polarizabilities [3]. This framework facilitates systematic
exploration of the design space for hybrid models, including the incorporation of multiple train-
ing targets, eigenproblem formulations, and minimal atom-centered basis representations for
the ML Hamiltonian. Our results demonstrate that this approach achieves high accuracy and
transferability while offering significant computational savings compared to direct surrogate
predictions. By intertwining data-driven techniques with physically grounded approximations,
this work underscores the advantages of hybrid ML/QM models in improving interpretability,
efficiency, and scalability across diverse chemical systems.

[1] J. Nigam et al., The Journal of Chemical Physics 156.1 (2022).
[2] E. Cignoni et al., ACS Central Science 10.3 (2024).
[3] D. Suman et al., (in preparation, 2024)
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We propose an efficient analytical representation of the frequency-dependent GW self-energy
via a multipole approximation (MPA-⌃). Similar to the earlier developed multipole approach
for the screening interaction W (MPA-W ) [1, 2], the multipole-Padé model for the self-energy
is interpolated from a small set of values evaluated numerically in the complex frequency plane.
As for MPA-W , we show that a good choice of frequency samplings increases computational
efficiency and results in a very accurate description of the self-energy. Crucially, MPA-⌃ en-
ables a multipole representation for the interacting Green’s function G (MPA-G), providing
straightforward evaluation of all the spectral properties. Combining the MPA-W and MPA-⌃
schemes considerably reduces the cost of the self-energy calculations, especially when targeting
spectral band structures. We validate the MPA-⌃ approach in bulk Si, Na and Cu, monolayer
MoS2, and the NaCl and F2 molecules, as prototypical semiconducting and metallic materials of
different dimensionality. We also use toy models of the MPA-⌃, and their corresponding MPA-
G solutions, to discuss the quasiparticle picture and the renormalization factor in the description
of the spectral weights.

[1] D. A. Leon, C. Cardoso, T. Chiarotti, D. Varsano, E. Molinari, and A. Ferretti, Phys. Rev. B 104,
115157 (2021).

[2] D. A. Leon, A. Ferretti, D. Varsano, E. Molinari, and C. Cardoso, Phys. Rev. B 107, 155130 (2023).
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backflow-inspired variational wave function
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2Institute for Theoretical Physics, Goethe University, Frankfurt, Germany
3Dipartimento di Fisica, Università di Trieste, Strada Costiera 11, Trieste, Italy

The Su–Schrie↵er–Heeger model[1] was introduced to describe how electrons deal with

lattice distortions; by modeling phonons as quantum harmonic oscillators located on each

lattice site and considering electron hopping modulated by the phonon displacements,

interesting physics can appear. Specifically, for interacting electrons at half-filling, there

is a competition between the Peierls insulator (with finite lattice distortion) and an undis-

torted Mott insulating phase. The behavior of such a system in the doped regime is still

an open problem.

We introduce a new variational wave function[2] for electron-phonon systems. The

fermionic part of the variational state depends on the phonon configuration in a backflow-

inspired way, thus going beyond simple Jastrow-Slater approaches. We show that this

wave function can capture correctly the physical properties of the system at half-filling,

showing a transition between Peierls and Mott insulators. In this respect, we also bench-

mark our results against density matrix renormalization group calculations. Furthermore,

studying the hole-doped regime, we report the presence of a conventional Luttinger liquid

(gapless in all excitation channels) upon doping the Mott insulating phase; instead, when

lightly doping the Peierls insulator, we observe that the resulting metallic phase retains

a finite spin gap (Luther Emery liquid[3]).

[1] W. P. Su, J. R. Schrie↵er, and A. J. Heeger, Phys. Rev. Lett. 42, 1698 (1979).

[2] M. Capello, F. Becca, M. Fabrizio, S. Sorella, E. Tosatti, Phys. Rev. Lett. 94, 026406 (2005).

[3] A. Luther and V. J. Emery, Phys. Rev. Lett. 33, 589 (1974).
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Stability of second-order screened-exchange solutions from 
the algorithmic-inversion method and sum-over-poles 

representations 

Andrea Pintus, Marco Gibertini, Alice Ruini, Daniele Varsano,  

and Andrea Ferretti 
 

In this work we mainly deal with the SOSEX correlation self-energy, in comparison with the 
HF, GW, and 2B approximations. To do so, we take advantage of the in-house AGWX code, 

which implements many-body methods on a lattice, where we include all the required 
extensions to deal with the SOSEX self-energy. Specifically, we exploit a sum-over-poles 
(SOP) [1-3] representation of propagators, including Green’s functions, polarizabilities, 

and self-energies. This approach is numerically stable and allows for an accurate 
treatment of dynamical operators, in turn enabling the possibility to perform self-

consistent Green’s function simulations. 
 
 
 
 
 

A. Ferretti, T. Chiarotti, and N. Marzari, Phys. Rev. B 110, 045149, (2024) 

T. Chiarotti, A. Ferretti, and N. Marzari, Phys. Rev. Research 6, L032023 (2024) 

T. Chiarotti, N. Marzari, and A. Ferretti, Phys. Rev. Research 4, 013242 (2022) 
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3European Theoretical Spectroscopy Facility, Institute of Condensed Matter and 
Nanosciences, Université catholique de Louvain, Chemin des Étoiles 8, B-1348 Louvain-la-

Neuve, Belgium 
 
Electron-phonon interactions are crucial to understanding many properties of materials, such 
as electron and hole mobilities [1]. Accurate modelling of these interactions [2] can lead to 
innovative applications, going from efficient electronic devices to novel superconducting 
materials. However, the limitations of traditional DFT in predicting the electronic structure and 
charged excitations/band structures make it compelling to explore more accurate approaches, 
such as hybrid or Koopmans functionals [3]. This work focuses on the development of a 
general framework for calculating electron-phonon matrix elements on a coarse grid with 
beyond-DFT functionals, requiring only the eigenvalues and eigenfunctions of the relevant 
Hamiltonians. Performing later Wannier-Fourier interpolation to the dense grid allows us to 
study transport properties using the Boltzmann transport equation. We demonstrated our 
approach using hybrid or Koopmans functionals as case studies, showing the effect of these 
methods on electron-phonon couplings and mobilities for common semiconductors. 
 
[1] S. Poncé, F. Macheda, E. Margine, N. Marzari, N. Bonini and F. Giustino, Phys. Rev. 
Research 3, 043022 (2021) 
[2] F. Giustino, Rev. Mod. Phys.  89, 015003 (2017) 
[3] N. Colonna, R. De Gennaro, E. Linscott, and N. Marzari, JCTC 18, 5435 (2022) 
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Twisted bilayer systems recently attracted significant interest for their unique electronic 

and structural properties, such as the emergence of unconventional superconductivity [1,2]. 
Twisted bilayer WSe2 is one of model systems for exploring electronic properties influenced 
by Moiré superlattices, which arise from small twist angles between layers. Recent 
experimental result on twisted bilayer WSe2 shows the emergence of ultra flat band induced 
by lattice reconstruction [3]. To understand the properties from its intrinsic part, it is 
important to simulate the twisted bilayer WSe2 atomic structures. However, the 
computational costs are expensive for simulating such large supercell systems. In this study, 
we constructed machine learning interatomic potential (MLIP) for twisted bilayer WSe₂ 
based on ab-initio molecular dynamics calculation in OpenMX package [4]. This machine 
learning approach could enhance the computational efficiency for larger system sizes. The 
constructed MLIP enables the optimization of the atomic configurations of bilayer WSe2 for 
various twist angles, which is crucial for understanding their electronic properties. By 
reproducing the energy landscape of the twisted bilayer WSe2, our model may provide the 
insights to support the investigation of the quantum phenomena and device application 
driven by machine learning for studying Moiré structures at computational scale.  

 
[1] Y. Cao et al., Nature 556, 43 (2018). 
[2] Y. Xia et al., Nature (2024). https://doi.org/10.1038/s41586-024-08116-2 
[3] E. Li et al., Nature Communications 12, (2021). 
[4] OpenMX: Open source package for Material eXplorer, https://www.openmx-square.org/ . 
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Broken symmetry solutions in one-dimensional lattice models via
many-body perturbation theory

M. Quinzi1,2, T. Chiarotti2, M. Gibertini1,3 and A. Ferretti3,1

1 Dipartimento di Scienze Fisiche, Informatiche e Matematiche, Università degli Studi di
Modena e Reggio Emilia, Via G. Campi 213/a, 41125 Modena, Italy

2Theory and Simulations of Materials (THEOS) and National Centre for Computational
Design and Discovery of Novel Materials (MARVEL), École Polytechnique Fédérale de

Lausanne, 1015 Lausanne, Switzerland
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In this work we study self-consistent solutions in one-dimensional lattice models obtained via
many-body perturbation theory. The Dyson equation is solved in a fully self-consistent manner
via the algorithmic inversion method based on the sum-over-pole representation (AIM-SOP) of
dynamical operators [1, 2, 3]. We start by validating our self-consistent AIM-SOP implemen-
tation by taking as a test case the one-dimensional Hubbard model. We then move to the study
of antiferromagnetic and charge density wave solutions in one-dimensional lattice models, tak-
ing into account a long-range Coulomb interaction between the electrons. Complementary,
by solving the Sham-Schlüter equation, we can compute the non-interacting Green’s function
reproducing the same charge density of the interacting system. In turn, this allows for the evalu-
ation of the derivative discontinuity in the Kohn-Sham potential, which gives a measure of how
the Kohn-Sham gap approximates the many-body fundamental gap of these systems.

[1] T. Chiarotti, N. Marzari, and A. Ferretti, Phys. Rev. Research 4, 013242 (2022).
[2] T. Chiarotti, A. Ferretti, and N. Marzari, Phys. Rev. Research 6, L032023 (2024).
[3] A. Ferretti, T. Chiarotti, and N. Marzari, Phys. Rev. B 110, 045149, (2024).
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Altermagnets are a special class of antiferromagnets where a zero net magnetization is enforced 
by symmetries that relate spin-up and spin-down sublattices but that, at the same time, allow 
for a finite spin splitting between energy bands, even in the absence of spin-orbit coupling. 
Despite this spin splitting, the presence of sublattice-relating symmetries requires band extrema 
–and thus valleys– in semiconducting altermagnets to be spin degenerate, although they might 
occur at different locations in the Brillouin zone for opposite spins. An external electric field 
can break these symmetries and thus give rise to a finite and controllable spin (and valley) 
polarization. This is particularly promising in two-dimensional (2D) materials where it is easy 
to apply a vertical electric field in a double-gate field-effect setup, provided that 2D 
altermagnets with suitable crystal symmetries are found. Here, by using first-principles 
simulations, not only we put forward an interesting family of 2D altermagnets that display the 
correct symmetries, but we also show the electric field effect is sizable in these materials and 
reaches the requirements needed for applications in spin-valleytronics.   
 
This work is supported by Ministero Italiano dell’Università e della Ricerca through the 
PRIN2022 project SECSY. 
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Thermodynamic stability of materials, calculated using DFT, is one of the most applied 
properties for estimating synthesizability of materials and guiding computational materials 
discovery studies. However, deviations between DFT-predicted and experimentally measured 
thermodynamic stability arise, especially at the GGA level of DFT. In this work, we present 
and analyze the thermodynamic stability of the materials in the MC3D [1], a DFT optimized 
and curated structural database of inorganic crystals, by calculating the formation energies and 
inspecting their energies above the convex hull. All calculations are managed and driven by 
the AiiDA [2, 3] workflow engine, allowing to browse the full provenance graph and to share 
the results in the Materials Cloud [4]. In this way, we can identify stable compounds that are 
expected to be more likely to exist and be synthesizable under experimental conditions. To 
improve the agreement between the theoretical and experimental thermodynamic stability, we 
apply empirical [5] and machine-learning [6] based corrections, and improve upon them, 
discussing the agreement with experimental data on stability. 
 
 
[1]  Huber, S.P. et al., Materials Cloud Archive, 2022.38 (2022) [https://mc3d.materialscloud.org]. 
[2]  Huber, S.P. et al., Sci Data, 7, 300 (2020). 
[3]  Uhrin, M. et al., Comp. Mat. Sci., 187, 110086 (2021). 
[4]  Talirz, L. et al., Sci Data 7, 299 (2020). 
[5]  Stevanović, V. et al., Phys. Rev. B, 85, 115104 (2012). 
[6]  Gong, S. et al., JACS Au, 2, 1964-1977 (2022). 
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Semi-local density functionals such as PBE typically underestimate experimental band gaps 
by 50%. Hybrid functionals address this “band gap problem” by admixing a fraction of exact 
exchange to semi-local exchange. The optimal mixing parameter depends on the specific 
material and can be identified as the inverse dielectric constant [1]. Here, we show that 
dielectric constants obtained using the r2SCAN metaGGA functional [2] are significantly 
more accurate than dielectric constants obtained using PBE [3]. This can be understood 
through the improved treatment of electronic self-interaction within the metaGGA framework 
[4, 5]. Further, a dielectric-dependent hybrid functional based on r2SCAN can outperform the 
standard PBE based hybrid in terms of band gaps [3]. Particularly impressive improvements 
are obtained for narrow gap semiconductors such as Ge and InAs, where PBE wrongly 
predicts a metallic phase, but r2SCAN can open a gap.  
 
 
 
[1] A. Alkauskas, P. Broqvist , and A. Pasquarello, Phys. Stat. Sol. (b), 248(4), 775-789 (2011). 
[2] J. W. Furness, et al., J. Phys. Chem. Lett., 11(19), 8208-8215 (2016). 
[3] S. Riemelmoser, and A. Pasquarello, (to be submitted). 
[4] J. P. Perdew, et al. Proc. Nat. Acad. Sci., 114(11), 2801-2806 (2017). 
[5] Y. Zhang, J. Furness, R. Zhang, Z. Wang, A. Zunger, and J. Sun, Phys. Rev. B, 102(4), 045112 
(2020). 
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Different types of adsorbed atoms can induce magnetism on graphene. Among all the atoms 
studied, the magnetism induced by light atoms such as H, F and C on graphene has received 
great attention because it does not involve d or f orbitals. In the case of an isolated fluorine 
atom on graphene, the experimental results obtained so far are not sufficient to clarify the 
induced magnetism [1,2,3]. In this work, we carried out a comprehensive study using Density 
Functional Theory (DFT) with different functionals (HSE, PBEsol and ACBN0) and also DFT 
+ U + V calculations to investigate the adsorption and magnetic properties of isolated fluorine 
atoms on graphene. Our results reveal that the gradient corrected functionals erroneously 
predict a non-magnetic ground state, while more accurate calculations such as hybrid 
functionals and DFT + U + V calculations predict a magnetic moment of 1 Bohr magneton per 
cell for the graphene system with adsorbed fluorine. We then develop tight-binding models 
based on our DFT results, using Wannier functions, that accurately reproduce the observed 
electronic structure and magnetic order. This allows us to elucidate the physical origins and 
identify the key factors influencing the magnetic behavior of these covalent systems, paving 
the way for a deeper understanding of the system and providing a computationally efficient 
tool to explore the electronic structure and magnetic behavior of the system. Our work 
demonstrates the crucial importance of an accurate treatment of electronic correlations to 
capture the magnetic ground state in these systems, contributing to the understanding of light 
atom-induced magnetism in graphene. 
 
 
[1] Hong et al., Physical Review B 83, 085410 (2011). 
[2] Nair et al., Nature Physics 8 199–202 (2012). 
[3] Hong et al., Phys. Rev. Lett. 108, 226602 (2012). 
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Abstract: 

 

The pursuit of sustainable materials design has driven significant interest in emerging 
computational technologies, particularly for electronic structure calculations essential in 
materials science. Quantum computing (QC) and machine learning (ML) are at the 
forefront of this shift, offering promising approaches to overcome the limitations of 
traditional Density Functional Theory (DFT) and enable simulations of complex, large-
scale systems. QC, with methods such as the Variational Quantum Eigensolver (VQE), 
has shown potential for high-precision electronic structure calculations, as demonstrated 
through simulations of molecules like CO₂. This approach, especially valuable for 
catalysis and carbon mitigation technologies, capitalizes on circuit optimizations and qubit 
mapping techniques to enhance computational efficiency on current Noisy Intermediate-
Scale Quantum (NISQ) devices, yielding results consistent with experimental values and 
paving the way for future advancements. Complementing QC, this research integrates 
ML and interactive virtual reality (VR) environments to further advance electronic structure 
modeling. ML-based models emulate DFT calculations by mapping atomic structures to 
electronic charge densities, achieving fast and accurate predictions for properties like 
density of states and potential energy, as seen in methane (CH₄) and CO₂ simulations. 
Coupled with Molecular Dynamics (MD) simulations through tools like LAMMPS and 
NARUPA, and analyzed in VR, this multi-faceted approach allows real-time exploration 
and interactive visualization of molecular interactions. Together, these advancements 
highlight a transformative path forward in computational materials science, providing 
scalable, immersive, and sustainable solutions for materials discovery and design.  

 

The authors acknowledge Research Centre for Greenhouse Innovation and FAPESP. 
The authors also thank CNPq and AWS for the credits on the Amazon Braket service and 
members of the SAMPA lab.  
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Anisotropic Lattice Thermal Expansion: First-Principles Methodology for
Various Crystallographic Symmetries

Samare Rostami1, Matteo Giantomassi1, and Xavier Gonze1

1 European Theoretical Spectroscopy Facility, Institute of Condensed Matter and
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The Quasi Harmonic Approximation (QHA) is a widely used method for calculating the tem-
perature dependence of lattice parameters and the thermal expansion coefficients. However,
applying QHA to anisotropic systems typically requires several dozens or even hundreds of
phonon band structure calculations, leading to high computational costs. While the v-ZSISA-
QHA method effectively addresses volumetric thermal expansion[1, 2], challenges remain in
accurately capturing anisotropic thermal expansion for certain lattice vector components. In
this work, we present an efficient implementation of the Zero Static Internal Stress Approxima-
tion (ZSISA) within QHA [3, 4], based on the thermal stress concept, enabling its application
across a wide range of crystal structures under varying temperature and pressure conditions. By
incorporating second-order derivatives of vibrational free energy with respect to lattice degrees
of freedom, we significantly reduce the number of required phonon band structure calculations.
For hexagonal, trigonal, and tetragonal systems, only six phonon band structure calculations
are needed, while 10, 15, and 28 calculations suffice for orthorhombic, monoclinic, and tri-
clinic systems, respectively. This method is tested for a variety of non-cubic materials, from
uniaxal ones like ZnO and CaCO3 to low-symmetry monoclinic or triclinic materials such as
ZrO2, HfO2, and Al2SiO5, demonstrating a significant reduction in computational effort while
maintaining accuracy in modeling anisotropic thermal expansion.

[1] J. M. Skelton, D. Tiana, S. C. Parker, A. Togo, I. Tanaka, and A. Walsh, J. Chem. Phys. 143, (2015).
[2] S. Rostami, X. Gonze ,Physical Review B 110 (1), 014103 (2024).
[3] N. L. Allan, T. H. K. Barron, and J. A. O. Bruno, J. Chem. Phys. 105, 8300 (1996).
[4] P. B. Allen, Mod. Phys. Lett. B 34, 2050025 (2020).
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The terahertz dynamics of CrI3, a prototypical van der Waals insulating ferromagnet stable
down to the monolayer limit, has garnered significant interest due to the potential for exter-
nally manipulating spin-wave excitations (magnons) [1, 2], thus opening avenues for low-power
computing technologies. The rich magnonic behavior in CrI3 stems from a complex interplay
between spin, lattice, and electronic degrees of freedom, which remains challenging to fully un-
derstand at the microscopic level [3, 4]. In this talk, I will present a first-principles investigation
of these interactions using a nonadiabatic extension of the density-functional perturbation the-
ory (DFPT) formulated at constrained magnetic moments. By computing frequency-dependent
susceptibilities (magnetic, dielectric, and magnetoelectric) with and without spin and ionic re-
laxation effects, we uncover a key coupling between an optical electromagnon and a nearby po-
lar phonon mode. This coupling leads to a pronounced lattice-mediated local magnetoelectric
response and the emergence of electromagnon signatures in the dielectric spectrum, including
notable magnetic circular dichroism.

[1] L. Chen et al., Phys. Rev. X 8, 041028 (2018).
[2] J. Cenker et al., Nat. Phys. 17, 20 (2021).
[3] P. Delugas et al., Phys. Rev. B 107, 214452 (2023).
[4] S. Ren et al., Phys. Rev. X 14, 011041 (2024).
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In this study, we investigate how the electronic transport properties of one of the high
thermoelectric performance half-Heusler (HH) alloy, NbFeSb, with a p-type TE figure of merit
ZT > 1, is affected by various scattering mechanisms. We perform a full, detailed and highly
accurate investigation of its electronic and thermoelectric power factor properties. We employ
our BTE code ElecTra, which takes into account the full energy/momentum/band dependence of
the electronic structure and the electron scattering rates [1]. We account for all relevant scattering
processes, i.e. with acoustic phonons, non-polar optical phonons (intra- and inter-valley), polar
optical phonons (POP), and ionized impurity scattering (IIS). For acoustic and non-polar optical
phonon scattering, we extract the acoustic and optical deformation potential values from
first-principles calculations [2]. We extract the dielectric constants from first-principles
calculations and use those within the Fröhlich formalism to evaluate the POP scattering rates,
including the effect of screening. We use the Brooks Herring model for IIS. We show that in this
material, like many other HHs, the dominant scattering mechanisms are polar optical phonon
scattering and ionized impurity scattering. We also show that screening considerations in the
calculation are important and need to be accounted for, despite substantially increasing the
computational cost [3]. Our work suggests that the computationally expensive non-polar phonon
scattering part (acoustic and non-polar optical) is less important, and focus should be directed
towards polar optical phonons and ionized impurity scattering when studying these type of
materials. Finally, although we use NbFeSb as an example, the method we employ is generic and
can be applied efficiently and accurately for thermoelectric materials in general.
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Motivated by the study of non-equilibrium quantum systems, we present some formal results 
and their implications for systems experiencing a sudden onset of motion. We consider a 
system of interacting quantum particles under a static external potential, which is described as 
"kicked" when this potential suddenly begins to move at a constant velocity, v. This scenario 
is experimentally relevant to the study of electrons in an atom whose nucleus recoils after being 
hit by a neutron or dark matter particle, known as Migdal’s sudden jolt [1], a well-known effect 
in particle detection. Here, we present a generalization that serves as a useful reference for 
time-dependent simulations and could inspire experiments on optical lattices, where defined 
quantum kicks could be realized. If the system is initially in its ground state, the excess energy 
at any time after the kick is given by v·⟨P⟩(t), where P is the total momentum of the system. 
For a system of mass M, if it remains bound, the long-time average of the excess energy 
approaches M·v2, which is twice the excess energy it would have if the motion onset were 
infinitely smooth. A related expression can be derived for cases involving particle emission. In 
a macroscopic solid, an electronic current can arise that opposes the motion of the potential 
and persists on a longer timescale than other thermalization processes. In non-metallic systems, 
there may exist a threshold velocity below which transient currents persist only on very short 
time scales. Our results are derived from real-time time-dependent density functional theory 
calculations implemented in the SIESTA code [2], [3]. 
 
 
[1] A. Migdal, J. Phys. (USSR) 4, 449 (1941). 
[2] A. Tsolakidis et al., Phys. Rev. B 66, 235416 (2002). 
[3] J. F. Halliday & E. Artacho, Phys. Rev. Res. 3, 043134 (2021). 
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Sound propagation and its different mechanisms in liquids and solids are of paramount impor-
tance for fundamental many-particle effects in condensed matter, as well as for technologies
based on vibrational properties of crystals and disordered systems. One of the fundamental
quantities in dynamics of the liquid state, the adiabatic speed of sound cs, is difficult to predict
from computer simulations, especially in simulations where the electronic structure is explic-
itly solved during the simulation, like the density functional theory-based molecular dynamics
(DFTbMD).

Here we derive an expression for the instantaneous correlator of fluctuations of the longitu-
dinal component of stress tensor, which contains cs along with others quantities easy accessible
via computer simulations [1]. We demonstrate the applicability and efficiency of the method
using molecular dynamical simulations in the case of Lennard-Jones and soft-sphere simple flu-
ids, Kr-Ar liquid mixture in a simulation with effective pair interactions as well as in liquid Sb,
fluid Hg and molten NaCl with DFTbMD simulations. Recently we have extended the range of
studies [2].

[1] Stress fluctuations and adiabatic speed of sound in liquids: a simple way to estimate it from ab initio
simulations, Taras Bryk, Giancarlo Ruocco and Ari Paavo Seitsonen, Scientific Reports 13, 18042
(2023); DOI: 10.1038/s41598-023-45338-2

[2] Is the mechanism of ”fast sound” the same in liquids with long-range interactions and disparate
mass metallic alloys? Taras Bryk, Ari PAavo Seitsonen and Giancarlo Ruocco, J Chem Phys, in
Print
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Accurate treatment of metallic screening in many-body 
calculations from first principle 
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Many-Body Perturbation Theory calculations in the GW approximation have proven to be a reliable scheme 
for the computation of quasiparticle (QP) band structures of materials1. In metallic systems, QP corrections 
are generally smaller than in semiconductors, but can be required to properly describe spectroscopic 
properties2, especially at low dimensionality. 

GW is a computationally expensive method, especially in metals that require an accurate description in 
both frequency and k-space.  Typically, the troublesome long-wavelength limit of intraband transitions is 
treated by adding a Drude term at the plasmon energy3. The determination of the plasmon energy within 
the Drude method is generally demanding and in addition may be too simplistic for certain metals and 
semimetals4.  

Here, we discuss a more efficient method for performing QP computations in metals. The troublesome 
screened potential of metals is accurately evaluated through the use of a Monte Carlo integration 
combined with interpolation techniques5,6 This method was first developed for 2D semiconductors, where 
it led to a dramatic speed-up of the otherwise slow k-point convergence7. We generalise its usage by 
developing proper interpolation techniques for 3D and 2D metals. In this way, it is possible to capture the 
effect of intraband transitions without the need for additional parameters and reproduce the QP band 
structure with reduced k-point grids.  
 

1) G. Onida, L. Reining, and A. Rubio, Rev. Mod. Phys. 74, 601 (2002). 

2) M. Cazzaniga, Phys. Rev. B 86, 035120 (2012). 

3) K.-H. Lee and K. J. Chang, Phys. Rev. B 49, 2362 (1994) 

4) Leon, D. A., Cardoso, C., Chiarotti, T., Varsano, D., Molinari, E., & Ferretti, A. (2021). Frequency 

dependence in GW made simple using a multipole approximation. Physical Review B, 104(11), 

115157. 

5) F. H. da Jornada, D. Y. Qiu, and S. G. Louie, Phys. Rev. B 95, 035109 (2017) 

6) X. et al, npj Comput. Mater. 6, 118 (2020). 

7) Guandalini, A., D’Amico, P., Ferretti, A., & Varsano, D. (2023). Efficient GW calculations in two 

dimensional materials through a stochastic integration of the screened potential. npj 

Computational Materials, 9(1), 44 
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Quantum Monte Carlo (QMC) is a powerful method to calculate accurate energies and forces
for molecular systems. In this work, we demonstrate how we can obtain accurate QMC forces
for fluxional molecules, which are characterized by weak interactions di"cult to capture at
the density functional theory level. Using ethanol as prototypical case, we assess the excellent
performance of our protocol against high-level coupled cluster calculations on a diverse set of
representative configurations of the system at room temperature.  Then, we train machine-
learning force fields on the QMC forces and compare them to models trained on coupled
cluster reference data, showing that a force field based on the di(usion Monte Carlo forces
can faithfully reproduce coupled cluster power spectra in molecular dynamics simulations.
Finally, we extend our method to treat larger molecules, demonstrating the ability of QMC to
provides benchmarks when high-level coupled cluster calculations are no longer possible.
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Ehqrs,oqhmbhokdr khegs,cqhudm lnkdbtkSq cwmSlhbr
sgqnteg dpthuSqhSms mdtqSk mdsvnqir

CkhS Rsnbbn�y �gqhrshSm �Sqanemn1y Smc FSqhSmS Mnrrh�

�IMH eno sgd Psotbstod Smc BumSlhbr ne ISssdoz GSlatofz FdolSmu
1Dohsy GSado Hmrshstsd ne sgd IMPz �doihmz FdolSmu

Pdbdms dwodqhldmsr vgdqd lXsdqhXkr Xqd cqhudm ax bngdqdms SEy otkrdr gXud rgnvm X qhbg ogd,
mnldmnknfx hm rnkhcr: khpthcr: Xmc lnkdbtkdr )fi[0 Envdudq: rhltkXshnm sdbgmhptdr sgXs bXm
cdrbqhad sgd mtbkdXq cxmXlhbr ne sgdrd oqnbdrrdr enq Xkk lXsdqhXk bkXrrdr: vhsgnts qdkxhmf nm
chldmrhnmXkhsx qdctbshnm: Xmc fnhmf adxnmc odqstqaXshnm sgdnqx: Xqd udqx bgXkkdmfhmf0 Edqd
vd oqnonrd Xm Xa hmhshn lnkdbtkXq cxmXlhbr -LC( ldsgnc vhsghm sgd dkdbsqhb chonkd Xooqnw,
hlXshnm sgXs Xkknvr X rhmfkd lXbghmd kdXqmhmf lncdk sn cdrbqhad sgd bntokhmf Xs chudqrd zdkc
rsqdmfsgr Xmc vhsg shld cdodmcdmbd0 Td sqXhm dpthuXqhXms cheedqdmshXakd mdtqXk mdsvnqir aXrdc
nm L�AD )1: 2[ sn kdXqm sgd onsdmshXk dmdqfx rtqeXbd Xmc sgd chonkd ne ansg hrnkXsdc Xmc odqhnchb
rxrsdlr0 �snlhb sdmrnq cdqhuXshudr v0q0s0 sgd mtbkdXq bnnqchmXsdr Xqd nasXhmdc sgqntfg XtsnlXshb
cheedqdmshXshnm0 Td oqdrdms XookhbXshnmr ne sghr lXbghmd,kdXqmhmf,Xrrhrsdc LC oqnsnbnk nm khp,
thc vXsdq Xmc sgd edqqndkdbsqhb IhMaN20 Td rgnv etkk,chldmrhnmXk Xa hmhshn rhltkXshnmr ne sgd
sgdqlXk dpthkhaqhtl chdkdbsqhb oqnodqshdr ne ansg sgd rxrsdlr -dudm Xs cheedqdms bnmrsXms dkdbsqhb
zdkcr(: sgd edqqndkdbsqhb,oXqXdkdbsqhb ogXrd sqXmrhshnm: Xmc sgd dwbhsXshnm ne uhaqXshnmXk lncdr Xs
Xm tksqX,eXrs shld rbXkd hm IhMaN2 Xmc ghfgkhfgs sgd cheedqdms mnmkhmdXqhshdr ne sgdrd cxmXlhbr0

)fi[ Ogxrhbr Pdonqsr 725,726 -19fi8(: fi,630
)1[ XqWhu.1194095532
)2[ �cu0 MdtqXk Hme0 Oqnbdrr Rxrs0 24: fifi312,fifi325 -1911(
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Convergence of body-orders in linear cluster expansions
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We study the convergence of a linear atomic cluster expansion (ACE) potential [1, 2] with re-
spect to its basis functions, in terms of the effective two-body interactions of elemental Carbon
systems. We build ACE potentials with descriptor sets truncated at body-orders K = 2, 3, 4
trained on pure dimers, or on large datasets of different diversities but without any dimers. Po-
tentials trained on a more diverse dataset fare better in validation and result in a nontrivial dimer
curve, but still very far from the theoretical two-body interaction calculated by DFT. Moreover,
dimer curves between descriptor sets clipped at different K do not seem to converge to a uni-
versal function for a given dataset. We conclude that machine learning potentials employing
linear cluster expansions optimize losses at low K but fail to generalize and converge proper-
ties described by two-body interactions.

[1] R. Drautz, Phys. Rev. B. 99, 014104 (2019).
[2] A. Bocharev, et al, Phys. Rev. Mat., 6, 013804 (2022).
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Ferroelectric perovskite structure with spontaneous polarization and visible light absorption, 
are recently considered as promising candidates for the application of bulk photovoltaic effect 
(BPVE) devices based on the shift current mechanisms [1-4]. The 𝛼-phase of all-inorganic 
halide perovskite materials recently attracted huge interest due to their high conversion 
efficiency and active optical response in the cubic structure [2-4]. However, the cubic-phase is 
only stable at high temperatures representing the limited operation of halide perovskite in the 
photovoltaic devices [5]. Recent experimental study reported using quantum dots and biaxial 
strain on the substrate, can realize the CsPbI3 thin films stable at room temperature [5-6]. Since 
the 𝛼-phase of halide perovskite is normally a paraelectric phase at high temperature [4-6], it 
would be interesting for investigating the strain effect in the halide perovskite structure in order 
to induce room-temperature ferroelectric phase [7]. In this study, we performed the first-
principles density functional theory (DFT) calculation [8] of strain effect on the 𝛼-phase of 
cubic structure  halide perovskite CsPbI3. Our calculations found that using both compressive 
(𝑐
𝑎
> 1) and tensile (𝑐

𝑎
< 1) strain, the displacement of Pb-atom induces spontaneous electric 

polarization along out-of-plane and in-plane direction, respectively. Based on this strain-
induced ferroelectric phase, we evaluated the BPVE by computing the shift current 
conductivity based on the localized Wannier function approach [8-10]. Our results suggested 
that the magnitude of shift current conductivity can be enhanced through the lattice distortion  
𝑐
𝑎
  due to the strain-controlled of electric polarization. This shift current induced by strain effect 

in the halide perovskite  might be expected to realize photovoltaic devices without the need of 
an external electric field. The present results may open the opportunity for the development of 
BPVE devices based on the strain-controlled shift current.    
 
[1] J. E. Sipe and A. I. Shkrebtii. Phys.Rev.B. 61, 5337. (2000) 
[2] S. Young and A. M. Rappe. Phys. Rev.Lett. 109, 116601. (2012) 
[3] Z. Fan, et.al.  J. Phys. Chem. Lett. 6, 1, 31-37. (2015) 
[4] A. Gosh, et.al. ACS. Nano. 18 (34), 23310-23319 (2024) 
[5] A. Swarnkar, et.al. Science 354, 92-95 (2016) 
[6] Steele, J.A. et.al. Science 365, 679-684 (2019) 
[7] Haeni, J.H. et.al. Nature 430, 758-761 (2004) 
[8] OpenMX: Open source package for Material eXplorer, https://www.openmx-square.org/ . 
[9] J. I. Azpiroz, et.al. Phys. Rev.B. 97, 245143 (2018) 
[10] G. Pizzi, et.al, J. Phys.: Condens. Matter 32 165902 (2020) 
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We present the ab-initio thermodynamic properties of fcc-lead studied within the quasi-
harmonic approximation (QHA), where the influence of spin-orbit coupling (SOC) and the 
exchange-correlation functionals is investigated. The calculations were performed using the 
Thermo_pw [1] code, a driver of the Quantum ESPRESSO (QE) routines [2,3]. Both scalar 
(excludes SOC) (SR) and fully (includes SOC) relativistic (FR) ultrasoft pseudopotential (PP) 
are considered. Moreover, for each PP, we test the performance of three popular exchange-
correlation functionals: Perdew-Burke-Ernzerhof generalized gradient approximation (PBE), 
PBE modified for dense solids (PBEsol), and local density approximation (LDA). The 
Helmholtz free energy includes the contribution of lattice vibrations (or phonons) and 
electronic excitations. From the Helmholtz free energy, the equation of state (at 4 K and 301 
K), phonon dispersions (at 100 K and 300 K), mode-Grüneisen parameters (γqη) (at 100 K), 
volume thermal expansion coefficient (β), isobaric heat capacity (CP), bulk modulus (BT), and 
thermodynamic average Grüneisen parameter (γ), are determined. For phonon calculations, we 
use density functional perturbation theory (DFPT) [4] extended to ultrasoft PP [5], and the 
electronic excitations contribution (EEC) is included within the rigid bands' approximation. 
Our study shows that the effect of SOC on the equilibrium parameter is more prominent at 
higher temperatures for the PBE functional. The difference in the lattice constant's value with 
and without SOC at 300 K is ~ 0.3 % for LDA and PBEsol and a maximum of ~ 0.7 % in PBE. 
The phonon dispersion at 100 K indicates that the introduction of SOC is essential to explain 
the softening in the T branch at X. This effect of SOC at X is also visible in the mode-Grüneisen 
parameter γqη, where the magnitude of γqη is significantly higher for the FR case and almost 
double at X. At 300 K, we notice that including SOC substantially decreases the overall phonon 
frequencies with respect to the experiment and the scalar relativistic functional performs better, 
except for the T branch at X.  
The thermodynamic average Grüneisen parameter with temperature increases when SOC is 
considered, but it remains almost constant for the SR case. We found the results for thermal 
expansion coefficient, isobaric heat capacity, and phonon dispersion are similar for LDA and 
PBEsol (for both SR and FR). With increasing pressure, the contributions of SOC in the 
thermodynamic properties decrease but do not vanish. The pressure-dependent elastic constant-
coefficient and Pugh ratio at 0 K indicate the enhancement in the ductility of lead prevails with 
increasing pressure. This study [6] shows that the electronic excitation contribution in all cases 
is negligible, and introducing the SOC effect gives results that differ from the SR approach, 
which is not always in closer agreement with the experiment. 
 
[1] A. Dal Corso, https://dalcorso.github.io/thermo_pw/. 
[2] P. Giannozzi et al., J. Phys. Condens. Matter 21, 395502 (2009). 
[3] P. Giannozzi et al., J. Phys. Condens. Matter 29, 465901 (2017). 
[4] S. Baroni, S. de Gironcoli, A. Dal Corso, and P. Giannozzi, Rev. Mod. Phys. 73, 515 (2001). 
[5] A. Dal Corso, Phys. Rev. B 76, 054308 (2007). 
[6] B. Thakur, X. Gong, and A. Dal Corso (submitted). 
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We present a high-throughput computational screening to find fast lithium-ion conductors to

identify promising candidate materials for application in all solid-state electrolytes (SSEs).

Starting with more than 30,000 experimental structures sourced from COD, ICSD and MPDS

repositories, we perform highly automated calculations using AiiDA at the level of density

functional theory (DFT) to identify electronic insulators. On these ˜1000 structures, we use

molecular dynamics simulations to estimate Li-ion diffusivities using the pinball model, which

describes the potential energy landscape of diffusing lithium at near DFT level accuracy while

being 200-500 times faster [1]. Then we study the ˜60 most promising unknown fast conduc-

tors with full first-principles molecular dynamics (FPMD) simulations at several temperatures

to estimate their activation barriers. We discuss the results of FPMD in detail for the 12 fastest

conductors at room temperature. We further present the entire screening protocol, including the

workflows where the accuracy of the pinball model is improved self-consistently, necessary to

automatically running the required calculations and analysing their results.

[1] L. Kahle, A. Marcolongo, N. Marzari, Physical Review Materials 2, 065405 (2018).
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Magnons play a crucial role in explaining the behavior of magnetic materials and can lead to key
technological applications. However, it is challenging to accurately model these in transition-
metal compounds using methods based on density-functional theory (DFT) with (semi-)local
functionals, due to the large self-interaction errors for d electrons. Here, we conduct a com-
parative analysis of the exchange parameters and magnon dispersions in NiO and MnO using
three first-principles approaches, all applied to the same DFT+U ground state with Hubbard U
computed from first principles using density-functional perturbation theory [1]. Two of these
methods calculate the exchange parameters directly, one via total-energy differences and the
other via the magnetic force theorem. From the parameterized Heisenberg Hamiltonian, we
compute the magnon dispersions using linear spin-wave theory. The third approach is based on
time-dependent density-functional theory with Hubbard correction [2] and probes directly the
spin-spin susceptibility. This study contributes to the broader effort of evaluating the accuracy
of first-principles methods for magnetic materials.

[1] I. Timrov, N. Marzari, M. Cococcioni, Phys. Rev. B 98, 085127 (2018).
[2] L. Binci, N. Marzari, I. Timrov, submitted (2024); arXiv:2409.19504.
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Batteries are a strategic technology for our energy-greedy society. Solid-state electrolytes 
(SSEs) are particularly attractive due to their advantages over current liquid electrolytes. 
Among SSEs, Li3PS4 shows excellent promise as a Li-ion conductor. However, despite 
numerous investigations into this material, a comprehensive study of its equilibrium and 
dynamic properties across all phases is still lacking. To address this gap, we propose to 
leverage powerful machine learning (ML) models to study Li3PS4 across all three known 
phases and at increasing levels of theory, including PBEsol, SCAN, and PBE0 
functionals.  We discuss the microscopic origin of the observed superionic behaviour of 
Li3PS4: the activation of PS4 flipping drives a structural transition to a highly conductive 
phase, characterised by an increase in Li-site availability and by a drastic reduction in the 
activation energy of Li-ion diffusion. We showed how a ML at the PBE0 level of theory can 
obtain very accurate ionic conductivity values [1].  
Studying thermal conductivity, we use the Green-Kubo theory to overcome the limitations of 
lattice methods, which are formally unsuitable for materials where the diffusion of ionic 
charge carriers generates a lack of equilibrium atomic positions needed for normal-mode 
expansion. We uncover the different behaviour of the diffuse phases (a glass-like behaviour 
due to the effective local disorder characterising) and of the ! phase (a low-temperature 
crystal-like behaviour, typical of heat transport mediated by phonon propagation) [2]. 
 
[1] L. Gigli, D. Tisi, F. Grasselli, M. Ceriotti, Chem. Mater. 36, 3, 1482–1496 (2024). 
[2] D. Tisi, F. Grasselli, L. Gigli, M. Ceriotti, Phys. Rev. Materials 8, 065403 (2024). 
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At ambient pressure, plutonium exhibits six stable allotropes across various temperature ranges

[1]. The thermophysical properties of Pu vary significantly depending on its crystal phase. At

room temperature, Pu predominantly exists in its ↵ phase (monoclinic, brittle), yet it can trans-

form to its � phase (face-centered cubic, ductile) at higher temperatures. Natural self-irradiation

in Pu leads to substantial changes in these properties over time; within approximately 10 years,

every atom in a Pu sample is displaced from its initial position.

To investigate diffusion mechanisms in �-Pu, we employed ab initio calculations. This study

presents a unified model for �-Pu that accounts for explicit anharmonic temperature effects [2]

as well as the specific structure of point defects at these temperatures. Enabled by machine

learning techniques within the MLACS (Machine Learning Assisted Canonical Sampling) frame-

work [3], our approach replaces costly ab initio calculations with a machine learning force field.

This optimized potential allows for the efficient exploration of long timescales and rare events.

[1] Siegfried S. Hecker, Los Alamos Science, Number 26 (2000).

[2] F. Bottin et al., PRB, 109, L060304 (2024)

[3] A. Castellano et al. PRB, 106, L161110 (2022)
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Wannier functions (WFs) have become a popular and powerful technique for studying ver-
satile electronic properties of materials [1]. The dominating code for construction of WFs
nowadays is Wannier90 [2], and a rich ecosystem of codes has grown around it [3], one of them
being my code WannierBerri [4]. However, the construction of high-quality WFs is still not
a straightforward task, often requiring manual intervention and expertise. The crucial part in
construction of WFs is the selection of initial projections, which are used as initial guess for
the WFs. Traditionally these projections are chosen manually, based on the knowledge of the
orbital character of the bands under study (within a frozen window), which requires visual in-
spection of the band structure. Alternative approaches have been developed recently, such as
the Selective Columns of the Density Matrix (SCDM) method [5].

In this contribution I present an approach based on the symmetry indicators of DFT Bloch
bands. For that I compute all the irreducible representations (IRs) of the Bloch bands at all
points of the ab initio grid using IrRep code [6]. Further, for all Wyckoff positions of the crystal
I compute the IRs that are generated by placing atomic orbitals on this position. In the termi-
nology of Topological Quantum Chemistry [7] this is called Elementary Band Representations
(EBRs). Further, the algorithm searches for such combinations of EBRs that can represent the
IRs of the DFT bands, providing a list of possible initial projections. By construction, those
projections are compatible with the symmetry of the band structure, and therefore are suitable
for construction of symmetry-adapted WFs (SAWF) [8].

It is known that the current implementation of SAWFs in the Wannier90 code has a few
limitations which make it unsuitable for many applications. Namely, the code does not support
(i) frozen window, (ii) spin-orbit coupling (SOC), (iii) time-reversal and (iv) magnetic symme-
tries and finally (v) it is compatible only with Quantum Espresso code [9]. Limitations (i)-(ii)
have been recently addressed in the SymWannier code [10]. To overcome all the 5 problems,
I have implemented the construction of symmetry-adapted Wannier functions within the Wan-
nierBerri code, making it compatible with SOC, frozen window, and with multiple DFT codes
(VASP, Quantum Espresso, Abinit, etc.) via the interface of IrRep code. In addition, the code
supports time-reversal symmetry and magnetic symmetries, which is crucial for the study of
(anti-)ferromagnets.

The methods do not require manual inspection of the band structure, and therefore are suit-
able for high-throughput calculations. The code is open-source and available at [11].

[1] N. Marzari, A. A. Mostofi, J. R. Yates, I. Souza, Rev. Mod. Phys. 84, 1419 (2012).
[2] G. Pizzi et al, J. Phys.: Condens. Matter 32, 165902 (2020).
[3] A. Marrazzo et al arXiv:2312.10769v1 [cond-mat.mtrl-sci] 2023, (accepted in Rev Mod Phys).
[4] S. S. Tsirkin, npj Comput. Mater. 7, 33 (2021).
[5] A. Damle, L. Lin, SIAM Multiscale Modeling and Simulation, 16, 1392-1410 (2018).
[6] M. Iraola et al, J. Phys.: Condens. Matter 33, 365901 (2021).
[7] B. Bradlyn et al, Nature 547, 298 (2017).
[8] R. Sakuma, Phys. Rev. B 87, 235109 (2013).
[9] P. Giannozzi et al, J.Phys.:Condens.Matter 29, 465901 (2017).
[10] T. Koretsune, Comput. Phys. Commun. 285, 108645 (2023).
[11] http://wannier-berri.org
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Hubbard corrections have been shown to significantly improve the accuracy of density-functional
theory calculations for many strongly self-interacting systems, convering many materials con-
taining transition-metals or rare-earth elements. Using linear-response, the calculation of Hub-
bard parameters can be integrated into a self-consistent procedure that renders the DFT calcu-
lations entirely parameter free, a particularly useful property for screening and materials dis-
covery. However, this typically comes at a computational cost of 80-100 times that of a single
DFT calculation. In this work, I present an equivariant machine learning model that can en-
tirely replace linear-response calculations by learning to predict self-consistent Hubbard U and
V (Uhrin et al., 2024). As inputs to our neural network, we use the full on-site occupation
matrices, which represent the local charge density around each atom. I will discuss how equiv-
ariant neural networks make it trivial to express and perform learning on representations of the
electronic structure by exploiting concepts from group theory. The resulting model achieves an
accuracy of 3% for U and 5% for V parameters across a range of atomic species with very little
training data and demonstrates good transferability even when extrapolating to unseen oxidation
states. These results open the door to wide-spread use of self-consistent Hubbard parameters,
eliminating both the need for domain expertise and access to significant amounts of compute
resources.

References
Uhrin, Martin et al. (June 2024). “Machine learning Hubbard parameters with equivariant neural

networks”. In: arXiv: 2406.02457. URL: http://arxiv.org/abs/2406.02457.

1

P109



New theoretical method to design quasi-atomic systems in the band gap of 
semiconductors by combining density functional theory (DFT) and the 

Hubbard effective Hamiltonian: Applications to a boron and to the 
nitrogen-vacancy center in diamond 

Nathalie Vast 1 , Alan Custodio Dos Reis Souza1, Mariya Romanova2, Yeonsoo Cho1,  
Jelena Sjakste1, Michele Casula3 

1Laboratory for the Study of Irradiated Solids (LSI),  
Institut Polytechnique de Paris (IPP) - CNRS - CEA, École Polytechnique, Palaiseau, France  

2 CEA, DES, IRESNE, DEC, SESC, LM2C, Cadarache, Saint-Paul-Lez-Durance, France 
 3 IMPMC, Sorbonne Université – CNRS/MNHN/IRD, 75006 Paris, France 

    

Crystal point defects offer one possible pathway towards the solid-state implementation of 
some quantum applications. Conditions for such applications are the existence of a quasi-
atomic system (QAS) in the forbidden band gap, defined as a set of localized in-gap energy 
levels with the following criteria: (i) the presence of energy levels well localized in the band 
gap; (ii) some of which are degenerate; and (iii) the capability of occupying the in-gap levels 
with a number of electrons proper to generate a high-spin state (e.g., a triplet ground state as 
for the NV‒ center). Important additional criteria are the possibility to manipulate the spin state 
by optical excitations and the possibility to control spin selectivity via shelving states.  

In the present work, we combine the calculation of total energy in DFT-HSE06 with 
constrained occupations of the in-gap energy levels, with an in-house Hubbard model fit on the 
total energy values to describe the many-body energy states  of the negatively charged nitrogen-
vacancy (NV) center in diamond. We show the need to extend the Hubbard model to spin-spin 
interactions for the NV center.  

We then propose a new theoretical methodology aimed to design QASs similar to the NV 
center. We introduce the four concepts of primary defect; under-hybridized interstitial 
impurity; multiple combinations of n primary defects referred to as n-wise combination; and 
thermodynamic charging. Our methodological stages consist in: (1) choosing the primary 
defect among simple point defects; (2) establishing a link between the primary defect energy 
in the reciprocal space and the geometry of n-wise combinations of primary defects in real 
space with a tight-binding model, thereby positioning defect levels in a way that some of the 
defect energies are degenerate; (3) thermodynamically charging the defect with an electric 
charge via modifications of the chemical environment; and (4) obtaining the final sequences of 
the many-body energy level of promising QASs selected from stage (3), using the effective 
Hubbard model fit with data from DFT with constrained occupations, to account for in-gap 
electronic correlations. The effectiveness of the methodology is demonstrated by an application 
to carbon-based defects in alpha (α) rhombohedral (trigonal) boron.  
 
Calculations have been performed with the Quantum ESPRESSO software and access to HPC resources 
granted by the IDRIS, CINES, TGCC national centers (GENCI Project 2210), by IPP and DIM SIRTEQ 
(3Lab cluster), and by the Partnership for Advanced Computing in Europe (Project 2019204962). We 
acknowledge supports from the BCSi, SADAPTH & 21-CMAQ-002 ANR projects.  
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    Since its first realization, vibrational Raman spectroscopy has become one of the most
widely  used  optical  techniques  in  materials  science.  It  allows  for  the  determination  of
structural properties and new phases even at extreme conditions, where other techniques fail
or are less readily available and it can be also used in the absence of long-range structural
order as for liquid or amorphous materials. First-principles calculation of Raman spectra is
thus highly desirable, allowing to associate Raman lines to specific microscopic structures.
Within  density  functional  theory,  the standard approach for  the calculation  of vibrational
Raman intensities in periodic systems, relies on second order derivatives of the electronic
densities with respect to a static uniform electric field[1,2]. The advantage with respect to
other approaches relies in the negligible computational e(ort required for the evaluation of
the  intensities,  compared  to  that  required  for  the  calculation  of  vibrational  frequencies,
allowing for the determination of Raman spectra in large systems up to several hundreds of
atoms. However, this technique is limited to the treatment of static electric fields, failing to
account for (near-)resonant e(ects present in semiconductors.  In this work, we propose a
generalization of the second-order approach for the treatment  of non-static  electric  fields,
which keeps the computational  advantage  and thus  allows for the e-cient  calculation  of
resonant Raman spectra in large semiconductors.

The  authors  acknowledge  support  of  the  European  Research  Council  (ERC)  under  the
European  Union’s  Horizon  2020  research  and  innovation  program (grant  agreement  No
951215 ERC-SYN MORE-TEM).

[1] M. Lazzeri, F. Mauri, Phys. Rev. Lett. 90, 036401 (2003).
[2] M. Lazzeri, F. Mauri, Phys. Rev. B 68, 161101 (2003).
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In the multiple scattering theory (MST) with Green function approach [1], also known as the 
Korringa-Kohn-Rostoker (KKR) method, ab initio density functional theory (DFT) calculations have 
often resorted to the simplifying assumption of spherically symmetric atomic potentials (muffin tin 
approximation). More advanced versions of the method account for anisotropy and charge modulation 
not only atom-to-atom, but also within the Wigner-Seitz cell around each atom - so called “full-
potential” treatment [2]. In addition to the subtleties within the space-filling procedure [3], which 
require careful attention, numerical challenges also exist for the solution of the so-called single-site 
irregular wavefunction [4]. In this presentation, we report a full-potential MST scheme which does 
not need to explicitly evaluate this component of the electronic Green’s function. This scheme has 
been implemented in the open-source MuST all-electron DFT code for first-principles studies of 
ordered and disordered solids [5]. Beside numerical comparisons in terms of total energy calculation 
for semiconductors, we benchmark this approach through the calculation of phonon spectra, produced 
through a new interface to the PHONOPY package [6]. We also discuss other improvements produced 
by this full-potential scheme for the calculation of core-states, which is an extension of the method for 
the calculation of the shallow bound states [7] and is expected to produce more realistic results for the 
ab initio study of specific types of spectroscopy measurements [8]. 
 
[1] “Electron Scattering in Solid Matter” by J.Zabloudil, R.Hammerling, L.Szunyogh, P.Weinberger, 
Springer (2004); “Multiple Scattering Theory - Electronic structure of solids” by J.S. Faulkner, G.M. 
Stocks, and Y. Wang, IOP Publishing Ltd, (2018). 
[2] “Multiple Scattering in Solids” by A. Gonis and W. Butler, Springer (2000) 
[3] “An efficient numerical method to calculate shape truncation functions for Wigner-Seitz atomic 
polyhedra” by N. Stefanou, H. Akai, R. Zeller, Computer Phys. Comm. 60, 231 (1990); “General 
method for evaluating shape truncation functions of Voronoi polyhedra” by Y. Wang, G.M. Stocks, 
Phys. Rev. B 49, 5028 (1994) 
[4] “On the calculation of irregular solutions of the Schrödinger equation for non-spherical potentials 
with applications to metallic alloys” by R. Zeller, Front. Phys. 29, 1393130 (2024) 
[5] https://github.com/mstsuite/MuST/ 
[6] https://phonopy.github.io/phonopy/ 
[7] “Fully-relativistic full-potential multiple scattering theory: A pathology-free scheme,” by Xianglin 
Liu, Yang Wang, Markus Eisenbach, G. Malcolm Stocks, Computer Phys. Comm. 224, 265 (2018) 
[8] “Multiple Scattering Theory for Spectroscopies” edited by D. Sébilleau, K. Hatada, H. Ebert, 
Springer (2018). 
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The electrified solid-liquid interface is extensively studied in electrochemical works, and 

recently it is also being addressed with electronic-structure methods. Within these simulations, 

the electrochemical potential introduces a new degree of freedom, leading to grand-canonical 

or fixed-potential DFT calculations[1]. To account for this additional degree of freedom, a 

Legendre transformation is applied to translate properties between grand-canonical and 

canonical conditions. For instance, properties such as total energy, atomic forces, vibrational 

frequencies, and Stark tuning rates exhibit distinct forms across these boundary conditions. 

This work focuses on the numerical methods for the continuum model, including implicit 

solvent and electrolyte effects, and the algorithms for performing grand-potential calculations 

[2]. We demonstrate that atomic forces in the grand-canonical setting are equivalent to 

Hellmann–Feynman forces in the canonical framework. However, vibrational frequencies and 

Stark tuning rates vary between the two conditions. Using a finite displacement method, we 

find that the Stark tuning rate in the grand-canonical condition closely aligns with experimental 

data. We also observe that numerical errors can accumulate readily in finite difference 

calculations. 

 

[1] N. G. Hörmann,O. Andreussi,and N. Marzari, The Journal of Chemical Physics 150, 041730 
(2019) 
[2] O. Andreussi, I. Dabo, and N. Marzari, The Journal of Chemical Physics 136, 064102 (2012) 
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Accurate determination of the equation of state of dense hydrogen is crucial for our under-
standing of planetary interiors [1]. In particular, there is still no consensus on the methods for
calculating the entropy, which result in qualitatively different predictions for Jupiter’s interior
models [2, 3, 4, 5]. Here, we closely investigate various aspects of the entropy calculation of
dense hydrogen based on ab initio density functional theory molecular dynamics simulations.
In particular, we use the recently developed flow matching method [6, 7, 8] to validate the
accuracy of traditional thermodynamic integration approach. This method employs a machine
learned invertible transformation on the configuration space to directly connect two phase points
of interest, thereby avoids any possible errors arising from the interpolation between them. This
then lays a solid foundation for us to construct an equation of state over a wide range of tem-
perature and pressure conditions in a fully thermodynamically consistent way, which agrees
well with both numerical and experimental data in various phase regions. Compared to previ-
ous works, our results are much more reliable and hold the promise to resolve long-standing
discrepancies in planetary science applications, as illustrated by a preliminary calculation for
the thermal profile of Jupiter [9]. Our work not only represents an essential step toward the
accurate description of dense hydrogen and giant planet interiors, but also shows a significant
methodological advance in free energy and entropy calculations, an area which has broad inter-
est within the condensed matter physics and material science community.

[1] R. Helled, G. Mazzola, R. Redmer, Nat. Rev. Phys. 2, 562–574 (2020).
[2] G. Chabrier, S. Mazevet, F. Soubiran, The Astrophysical Journal 872, 51 (2019).
[3] A. Becker, W. Lorenzen, J. J. Fortney, N. Nettelmann, M. Schöttler, R. Redmer, The Astrophysical

Journal Supplement Series 215, 21 (2014).
[4] B. Militzer, W. B. Hubbard, The Astrophysical Journal 774, 148 (2013).
[5] Y. Miguel, T. Guillot, L. Fayon, A&A 596, A114 (2016).
[6] M. S. Albergo, E. Vanden-Eijnden, in the eleventh International Conference on Learning Represen-

tations (2023).
[7] Y. Lipman, R. T. Q. Chen, H. Ben-Hamu, M. Nickel, and M. Le, in the eleventh International

Conference on Learning Representations (2023).
[8] L. Zhao, L. Wang, Chin. Phys. Lett. 40, 120201 (2023).
[9] H. Xie, S. Howard, G. Mazzola, to be submitted.
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Perpendicular magnetic anisotropy (PMA) has become a key focus in spintronics due to its in-

herent stability against thermal fluctuations, scalability, endurance, and low switching current

density, making it highly desirable for advanced technological applications. Despite its signif-

icance, the ability to efficiently control PMA remains a challenge, prompting ongoing research

to explore new ways to tune and obtain PMA in low-dimensional materials [1].

In this study [3], we predict an in-plane to out-of-plane transition in magnetic anisotropy

orientation in the two-dimensional (2D) multiferroic material CuCrP2S6 (CCPS) [2] upon iso-

valent doping with indium, where a linear increase in MCA with In concentration in the mixed

CuCr1�xInxP2S6 is observed based on first-principles calculations. We attribute this shift in

MCA to structural and chemical effects. The chemical effect comprises all the changes caused

by the substitution of Cr for In while preserving the pristine CCPS structure. We find it to be

related to the decrease in the near-valence-edge density of states of the in-plane majority spin

Cr-d orbitals through hybridization changes produced by isovalent doping with a nonmagnetic

element. The structural effect is analyzed in terms of the changes in the in-plane lattice pa-

rameter and the monolayer thickness upon the addition of In. Finally, we extend our findings

relative to the tuning of MCA towards more positive values to other non-magnetic dopants, iso-

valent with Cr
3+

and of atomic radius larger than that of Cr
3+

in 2D CCPS and related metal

thiophosphates.

[1] B. Huang, G. Clark, D. R. Klein, D. MacNeill, E. NavarroMoratalla, K. L. Seyler, N. Wilson, M. A.

McGuire, D. H. Cobden, D. Xiao, W. Yao, P. Jarillo-Herrero, and X. Xu, Nature Nanotechnology
13, 544 (2018).

[2] Y. Lai, Z. Song, Y. Wan, M. Xue, C. Wang, Y. Ye, L. Dai, Z. Zhang, W. Yang, H. Du, and J. Yang,

Nanoscale, (2019), 11, 5163.

[3] A.Yadav, N. Stojić, N. Binggeli, Phys. Rev. B, 110, 144404 (2024).
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The Wannier functions can be constructed from the Bloch functions using unitary 
transformation, and the hybrid Wannier function method is known as a localization method for 
only one axis [1]. Unlike ordinary Wannier functions, hybrid Wannier functions can be 
obtained without iterations for the most localized bases. In addition, based on the hybrid 
Wannier functions, a definition of layer polarization was obtained that corresponds to the 
contribution of each layer of electric polarization [2]. Thus, the hybrid Wannier function 
method is a powerful tool for visualizing the layer decomposition of physical quantities. 
In this study, we develop a calculation method to decompose the anomalous Hall conductivity 
(AHC) into the contributions of each layer in layered materials to bring the definition of “layer 
anomalous Hall conductivity”, which corresponds to the layer-by-layer contribution of AHC, 
based on the hybrid Wannier functions. We formulated a method for finding the anomalous 
Hall conductivity at the Wannier center by combining a local Berry phase method [3] with the 
hybrid Wannier function method [1]. It was reproduced that the even-layered antiferromagnetic 
MnBi2Te4 is an axion insulator exhibiting a surface anomalous Hall effect, where the 
conductivity is 1/2 in e2/h units at the surface. For charge-doped systems of van der Waals 
antiferromagnets, we also evaluated “layer transverse thermoelectric conductivity” related to 
the layer-by-layer insight of anomalous Nernst conductivity. Our calculation method for layer 
anomalous Hall conductivity is expected to be applied to a wide range of systems, including 
two-dimensional stacking materials and artificial superlattices. 
 
 
[1] N. Marzari, D. Vanderbilt, Phys. Rev. B 56, 12847 (1997). 
[2] X. Wu, O. Diéguez, K. M. Rabe, D. Vanderbilt, Phys. Rev. Lett 97, 107602 (2006). 
[3] H. Sawahata, N. Yamaguchi. S. Minami, F. Ishii, Phys. Rev. B 107, 024404 (2023). 
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Development of first-principles calculation method for spin Hall effect 
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In the calculation of the spin Hall conductivity (SHC), methods such as the Kubo 
formula and Maximally Localized Wannier Functions (MLWF) are commonly utilized. 
However, for materials containing impurities, a supercell-based calculation model is 
necessary, which leads to significantly high computational costs due to the inclusion of 
unoccupied states and/or the construction of MLWFs. In this study, we apply the 
method proposed by Prodan [1] for calculating the spin chern number, combined with 
methods for calculating the anomalous Hall conductivity using local Berry phases [2,3], 
to compute the intrinsic spin Hall conductivity. In the presentation, we will present 
detail the implementation of a method that directly computes the SHC through local 
Berry phases. We will also present results obtained for Pt and Au and discuss these 
findings in comparison with previous studies [4]. 

 

[1] E. Prodan, Phys. Rev. B 80, 125327 (2009). 

[2] T. Fukui, Y. Hatsugai, H. Suzuki, J. Phys. Soc. Jpn. 74, 1674 (2005). 

[3] H. Sawahata, N. Yamaguchi, S. Minami, F. Ishii, Phys. Rev. B 107, 024404 (2023). 

[4] G. Y. Guo, S. Murakami, T.-W. Chen, N. Nagaosa, Phys. Rev. Lett. 100, 096401 (2008).  
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Skyrmions are topological magnetic textures that emerge as classical objects in most 
experimental systems. However, the discovery of Skyrmions has generated interest in the 
quantum field on the nanoscale. Using a tight-binding Hamiltonian [1] 𝐻 = ∑ 𝑡𝑖𝑗c𝑖

†c𝑗ij −
𝐽 ∑𝒏𝑖 𝑐𝑖

†𝛔𝑐𝑖 , we study the two-dimensional Skyrmion lattice containing square lattice, 
Triangular lattice, and honeycomb lattice. 𝑐𝑖

†(𝑐𝑖) is the two-component (spin up and spin down) 
creation (annihilation) operator at the 𝑖  site, 𝑡𝑖𝑗  is the transfer integral between nearest-
neighbor sites, 𝐽 is the Hund’s coupling strength between the electron spin and background 
spin texture, 𝛔 denotes the Pauli matrix. The Chern number (𝐶) can characterize the Skyrmions 
states as a topological invariant. We calculated the Chern number by the Fukui-Hatsugai 
method [2] on each occupied energy band. Furthermore, Bianco and Resta [3] have shown that 
the 𝐶 can be mapped by a topological marker. The local Chern marker [4] is defined at the 
lattice site 𝐫𝑖, ℭ(𝐫𝑖) = −4𝜋Im [∑ ⟨𝐫𝑖|�̂�𝒬|𝐫𝑗⟩⟨𝐫𝑗|�̂�𝒫|𝐫𝑖⟩𝐫𝑗 ]. We compute the local Chern marker 
in the unit cell of different Skyrmion lattices and compare the topological properties of 
Skyrmion with periodic and open boundary conditions. 
To study more realistic skyrmion materials, we will present the implementation of this 
approach to density functional theory code, OpenMX. 

 

 
  
 
 
 

[1] K. Hamamoto, E. Motohiko, N. Nagaosa, Phys. Rev. B. 92, 115417 (2015). 
[2] T. Fukui, Y.Hatsugai, H. Suzuki, J. Phys. Soc. Jpn. 74, 1674-1677, (2005). 

[3] R. Bianco, R. Resta, Phys. Rev. B. 84, 241106 (2011). 
[4] A. He, et al. Phys. Rev. B. 100, 214109 (2019). 

Fig.1: A schematic of the spin 
configuration of skyrmion. 

Fig.2:  Local Chern marker ℭ(𝐫) 
of the Skyrmion. 
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Over the last decade, significant evidence has been gathered that points to feldspar minerals
as the most important ice nucleating particles in our planet’s atmosphere [1]. There have been
efforts to understand the formation of ice at feldspar surfaces using experimental tools such
as optical microscopy [2], electron microscopy [3], and atomic force microscopy (AFM) [4],
as well as computational tools such as density-functional theory (DFT) calculations [5], and
molecular dynamics (MD) simulations [6, 7]. In spite of these efforts, the microscopic char-
acteristics of the nucleation site and the atomic-scale mechanism of ice nucleation at feldspar
surfaces have not yet been fully elucidated.

Here, we develop a machine-learning potential (MLP) to model the interactions at the
water/microcline feldspar interface, using a dataset generated from density-functional theory
(DFT) calculations based on the SCAN exchange-correlation functional[8]. The MLP accu-
rately reproduces the energies and forces obtained from DFT calculations. We then performed
MD simulations, driven by the MLP, to investigate the structural and dynamic properties of
water on various fully hydroxylated terminations of the (100), (010), and (001) surfaces of mi-
crocline feldspar. With these simulations, we explore the effects of ions and surface structure
on ice nucleation. Our results provide important insights into the effects of solid-liquid inter-
face on the structure and dynamics of liquid water. These insights contribute to unravelling the
microscopic mechanism of ice nucleation on feldspar.

[1] Atkinson, J. D., et al., Nature 2013, 498 (7454), 355-358.
[2] Kiselev, A., et al., Science 2017, 355 (6323), 367-371.
[3] Whale, T. F., et al., Phys. Chem. Chem. Phys. 2017, 19 (46), 31186-31193.
[4] Franceschi, G., et al., J. Phys. Chem. Lett. 2024, 15 (1), 15-22.
[5] Pedevilla, P., et al., J. Phys. Chem. C 2016, 120 (12), 6704-6713.
[6] Soni, A.; Patey, G. N., J. Chem. Phys. 2019, 150 (21), 214501.
[7] Kumar, A.; Bertram, A. K.; Patey, G. N., ACS Earth Space Chem. 2021, 5 (8), 2169-2183.
[8] Piaggi, P.M, et al. , Faraday Discuss. 2024, 249, 98-113.
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Photocatalytic ammonia synthesis is a sustainable and promising alternative to the conventional 
Haber-Bosch process, which results in notable carbon footprint and requires high energy input 
to activate the inert and stable nitrogen molecule. Multiscale modelling of photocatalytic 
reactions is still in its infancy, as atomistic calculations mostly neglect excited states, leading 
to incomplete results.  In our study, we investigated a multiscale model of photocatalytic 
ammonia synthesis over TiO2 photocatalyst by combining first-principles calculations at the 
atomistic level and microkinetic modelling at the meso level of modelling [1,2]. 
 
We employed density functional theory (DFT) calculations to study the ground state nitrogen 
dissociation mechanism, while time-dependent density functional theory (TD-DFT) was used 
to account for excited states, which are crucial for studying the system under photocatalytic 
conditions. First-principles studies were carried out using GPAW [3] and VASP [4] software. 
All the calculations were performed using the plane-wave basis set, the PBE functional, the 
Grimme-D3 correction to account for Van der Waals interactions and the Hubbard-U 
correction to consider on-site Coulomb interactions. After obtaining the dissociative reaction 
mechanism at the atomistic level of modelling, we entered the parameters obtained from the 
first-principles modelling into a microkinetic model to investigate kinetic-related properties.  
 
Our results showed that it is necessary to consider excited state calculations to study the 
photocatalytic process, while the calculations performed in the excited states showed lower 
activation and reaction energies of all elementary steps during the full reaction mechanism. 
These results confirmed the feasibility of photocatalytic reactions that allow the study of a 
desired reaction under mild conditions. 
 
 
 
[1] T. Žibert, B. Likozar, M. Huš, Fuel. 334, 126451 (2023). 
[2] T. Žibert, B. Likozar, M. Huš, ChemSusChem. 17. 1-37 (2024). 
[3] J. J. Mortensen, A. H. Larsen, M. Kuisma et al, J. Chem. Phys. 160, 092503 (2024). 
[4] G. Kresse, J. Hafner, J. Phys.: Condens. Matter. 6, 8245 (1994). 
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screening of promising substrates by first-principles

Walter Zuccolin1, Maria Peressi1
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Single-layer hexagonal boron phosphide (h-BP) is a predicted graphene-structured semiconduc-

tor exhibiting interesting properties for photovoltaic and photocatalytic applications [1] and is

the most stable [2] between its proposed allotropes [3].

We investigate by ab-initio calculations the ground-state properties of h-BP on (111) surfaces of

different d-shell metals of groups X, XI and XII, with the aim of identifying suitable substrates

for its synthesis.

Due to the lattice parameter mismatch with the substrates, the h-BP overlayer generates Moiré

patterns that we describe using minimal simulation cells with a tolerance of about 3% for tensile

or compressive strain applied to the overlayer.

Adhesion energy, separation, and charge transfer between substrate and overlayer, projected

density of states indicate that the least interacting substrate is Ag, closely followed by Au. The

epitaxial h-BP monolayer assumes a buckled structure, with a buckling which is minimum on

Ag and maximum on Au.

We complete the investigation of h-BP on Ag(111) by considering also the formation of flakes

of finite, small size, that are typically more strongly anchored to the substrate through their

edges, zig-zag or Klein type.

[1] T. Suzuki, Applied Surface Science 598, 153844 (2022).

[2] H. Şahin et al., Phys. Rev. B 80, 155453 (2009).

[3] Z. Zhu et al., Appl. Phys. Lett. 109, 153107 (2016).
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Antiferromagnetic bilayers are said to be A-type when spins align ferromagnetically within
each layer but point in opposite directions in the two layers, resulting in a zero net magnetiza-
tion. The opposite orientation of majority spins in the two layers strongly suppresses interlayer
hopping and the electronic structure is not affected significantly by a change in interlayer dis-
tance. Nonetheless, an external magnetic field can drive a metamagnetic transition into a fully
ferromagnetic state, where spins in both layers are parallel, so that interlayer hopping is pos-
sible and energy bands are sensitive to the separation between the layers. This difference can
be exploited to manipulate the energy bands of an A-type antiferromagnetic bilayer by means
of the combined effect of pressure and magnetic field. Here we consider bilayer CrSBr as a
prototypical example and show using first-principles simulations that pressure affects the in-
terlayer distance, enhancing the interlayer hopping in the ferromagnetic state, and eventually
closes the energy gap, inducing a topological phase transition. Remarkably, depending on the
magnetization direction it is possible to tune the system either in a quantum anomalous Hall
insulating state when spins are out-of-plane or into a half Chern-Weyl semimetallic phase when
spins are in-plane, with the emergence in both cases of topological edge states. We expect this
phenomenon to be general to A-type antiferromagnetic bilayers, opening interesting perspec-
tives on the manipulation of their topological character towards applications in spintronics and
quantum computation.
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3277/2021-ECS 00000033-ECOSISTER-spk6.
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