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Ek =
~2k2
2m



The electron must overcome the 
sample work function φsample in order to 
reach the vacuum; afterwards its 
energy is changed by the difference in 
work function between the analyzer 
and the sample. So:
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The “three step model
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~! = h⌫
ℏω − ϕsample

ℏω − Eb − ϕanalyzer

ϕanalyzer

Emeas
k = ℏω−Eb−ϕanalyzer



Schematial representation of the 
three step model. The numbers 
denote: 
1 ) r e f r a c t i o n o f t h e 
electromagnetic wave at the 
surface
2) penetration of the photon into 
the solid
3) photoexcitation
4 ) p r o p a g a t i o n o f t h e 
photoelectron to the surface, 
5) diffraction of the electron wave 
at the surface. 

F3.6 Claus M. Schneider

Figure 4: Schematial represen-
tation of the three step model.
The numbers denote: (1) refrac-
tion of the electromagnetic wave
at the surface, (2) penetration of
the photon into the solid, (3) pho-
toexcitation, (4) propagation of
the photoelectron to the surface,
and (5) diffraction of the electron
wave at the surface.

qualitative interpretation of photoemission spectra. This can be most easily seen for atomic lev-
els, the wavefunctions of which can be expressed in terms of a radial part and a part containing
spherical harmonics Yl,m. As the operator ~e·~r can also be represented in terms of spherical har-
monics (e.g. Y1,0 for linearly polarized light, or Y1,±m for circularly polarized light), the matrix
element h f | ~e·~r | ii can be fully calculated by evaluating products of spherical harmonics. The
particular mathematics of spherical harmonics allows the matrix element to be nonzero only for
particular relations between lf , li,mf ,mi, which is the basis of the selection rules. Although
being only strictly valid for atomic systems, this approach has also been successfully extended
to approximately describe the behavior of electronic states at high symmetry points in solids.
A more general treatment of dipole selection rules in solids has been developed on the basis of
group theory [1].
It is useful to recall that the photoexcitation is only part of the entire photoemission process.
Once the electron has been excited into the upper level – which takes place on a timescale of
10�15 s – we call it a photoelectron. However, this highly energetic or “hot” photoelectron
must find a way to leave the crystal, which is only possible if the excitation occurs into states
above the vacuum level Evac. The proper quantum mechanical treatment of the photoemission
process is the so-called one-step model, which – at least in principle – permits a quantitative
interpretation of photoemission spectra. However, a more intuitive access to the underlying
physics is provided by the simpler three-step model which we will discuss in the following.

2.1 Three-Step Model of Photoemission
This model separates the photoemission of a single2 electron into subsequent processes dealing
with (i) the photoexcitation, (ii) the transport of the hot electron to the surface, and (iii) the
transmission of the electron through the surface into the vacuum (Fig. 4). On a quantum me-

2This single-electron picture is convenient, because it allows in many cases a qualitative interpreation of pho-
toemission spectra on the grounds of band structure calculations within the framework of density functional theory.
It neglects, however, electronic correlations in the electronic structure which can be significant in certain materials
or materials classes.



The total photoemission intensity from species i is obtained by integrating:

relevant for 
the choice 
of photon 
energy!

species i at xyz

incoming flux 
& absorption 

coefficient

electron mean 
free path

dNi ∝ (no. of atoms of species i at xyz)

×(photon flux at x,y,z) 
×(differential cross-section of relevant level of species i)
 ×(probability of no loss escape of electrons from x,y,z)
 ×(acceptance solid angle of electron analyzer)
 ×(detection efficiency)



 The incoming photons

• Laboratory sources (relatively cheap) use characteristic 
transition lines:

– noble gas discharge (e.g. HeIα=21.22 eV)
– LASER sources (few tens eV)
– solid target emission lines (AI Kα=1428 eV; Mg Kα=1253 eV 

• Synchrotron radiation (expensive!) gives tunable, 
polarized and bright radiation

UV to soft x-rays ( hν ~10 to ~1500 eV 
or  λ ~ 1240 to ~ 5 Å)



The spherical electron energy analyser

The pass energy E0 is the energy at which 
electrons follow a circular trajectory 
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Position sensitive detection



courtesy of A. Damascelli

State-of-the-art 



1015

1017

1019

1021

1023

1025

1027

1029

1031

1033
Pe

ak
 B

ril
lia

nc
e 

(P
ho

to
ns

/s
/m

m
2 /m

ra
d2 /0

.1
%

bw
)

100 101 102 103 104 105

Photon Energy (eV)

0.11101001000

Wavelength(nm)

U5.6

1
3

5
U12.5

FEU
W14.0

SCW

Short W15.0

Short U5.6 1
3 5

Bending Magnet

EUFELE

100 nm
40 nm

10 nm

Elettra
E=2 GeV
I=400 mA

FERMI@ELETTRA

Photon sources at Elettra



The electron must overcome the 
sample work function φsample in order to 
reach the vacuum; afterwards its 
energy is changed by the difference in 
work function between the analyzer 
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Photoemission atomic cross section
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The single particle Hamiltonian of an electron in an external electromagnetic field is:

where the electric and magnetic fields are given by:

Step 1: photoexcitation

H =
1

2m
⃗p + e

⃗A ( ⃗r, t)
c

2

− eϕ ( ⃗r, t) + V ( ⃗r)

⃗E = − ⃗∇ ϕ −
1
c

∂ ⃗A
∂t

⃗B = ⃗∇ × ⃗A



When no external charges or currents are present, is is customary to define vector and 
scalar potentials in the so called “transverse gauge”:

which, inserted into Maxwell’s equations give that the vector potential satisfies the 
equation:

Step 1: photoexcitation

⃗∇ ⋅ ⃗A = 0
ϕ = 0

∇2 ⃗A −
1
c2

∂2 ⃗A
∂t2

= 0



By expanding the hamiltonian, we can write the Schrödinger equation:

The square term in the vector potential can be neglected

≈0

Moreover because of the transverse gauge we have that 

So:

Step 1: photoexcitation

[ 1
2m

p2 +
e

2mc ( ⃗p ⋅ ⃗A + ⃗A ⋅ ⃗p) +
e

2mc2
A2 + V ( ⃗r)] ψ = Eψ

[ ⃗p, ⃗A ] = 0

[ 1
2m p2 + e

2mc ( ⃗p ⋅ ⃗A + ⃗A ⋅ ⃗p) + e
2mc2 + V ( ⃗r)] ψ = Eψ

⇓

[ 1
2m p2 + e

mc
⃗A ⋅ ⃗p + V ( ⃗r)] ψ = Eψ



Which means that we can write the hamiltonian in the form

in which H1 is the perturbation due to the external electromagnetic field, given by:

Since the vector potential satisfies the wave equation, it can be expressed as a 
superposition of plane waves:

Step 1: photoexcitation

H = H0 + H1

H1 =
e

mc
⃗A ⋅ ⃗p = −

ieℏ
mc

⃗A ⋅ ⃗∇

⃗A = ∑
ω

⃗A ωe−i( ⃗q ⋅ ⃗r − ωt) + c . c .



From the expression for the vector potential

and reminding that in our gauge

we get immediately

Step 1: photoexcitation

⃗A = ∑
ω

⃗A ωe−i( ⃗q ⋅ ⃗r − ωt) + c . c .

⃗E = −
1
c

∂ ⃗A
∂t

⃗E = ∑
ω

iω
c

⃗A ωe−i( ⃗q ⋅ ⃗r − ωt) + c . c .



The Fermi golden rule gives the transition probability per unit time from a the initial 
state i  to the final state f as:

The oscillating term is in the second order approximation

The modulus of the wave vector, |q| is given by 2π/λ . For example at 100 eV its value 
is |q|(ω=100eV)≈0.05Å-1: the scalar product is negligible in the region where the wave 
functions are significantly ≠ 0

Step 1: photoexcitation

Wf,i =
2π
ℏ ⟨f H1 i⟩

2

δ (Ef − Ei − ℏω)
= 2πℏ ( e

mc )
2

⃗A ω ⋅ ⟨f ei ⃗q⋅ ⃗r ⃗∇ i⟩
2

δ (Ef − Ei − ℏω)

ei ⃗q⋅ ⃗r = 1 + i ⃗q ⋅ ⃗r − ( ⃗q ⋅ ⃗r)2

2
+ O (( ⃗q ⋅ ⃗r)3)



We can therefore write the transition probability in the dipole approximation as:

Step 1: photoexcitation

Wf,i ≃ 2πℏ ( e
mc )

2
⃗A ω ⋅ ⟨f ⃗∇ i⟩

2

δ (Ef − Ei − ℏω)
=

2π
ℏ ( e

mc )
2

⃗A ω ⋅ ⟨f ⃗p i⟩
2

δ (Ef − Ei − ℏω)



dipole velocity

dipole acceleration

dipole length

Since |f〉 and |i〉 are eigenstates of the unperturbed hamiltonian and:

we can write

Step 1: photoexcitation

[ ⃗p, H0] = − iℏ ⃗∇ V ( ⃗r)
[ ⃗r, H0] = iℏ

⃗p
m

⃗Mf,i = ⟨f ⃗p i⟩
= −

1
Ef − Ei

⟨f [ ⃗p, H0] i⟩
=

iℏ
ωf,i ⟨f ⃗∇ V ( ⃗r) i⟩

= imωf,i ⟨f ⃗r i⟩



We define the photoionization cross section:

where P(ℏω) is the number of photons absorbed by one atom per unit time at photon energy 
ℏω (phot•s-1) and I(ℏω) is the incident photon flux (phot•s-1×cm-2)

For a medium with n atoms per unit volume and photons traveling a distance dx 

or

σ is generally measured in Megabarn (Mb, 1Mb=10-18cm2)

σ (ℏω) =
P (ℏω)
I (ℏω)

dI
I

= − nσdx

I (x) = I0e−nσx



Photoemission atomic cross section
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For a spherically symmetric system (isolated atom) the initial and final states can 
be expressed as product of a radial and angular part:

The 𝛹f can also be written as 

Ψi ( ⃗r) = Ri
li
(r) YLi ( ̂r)

Ψf ( ⃗r) = 4π∑
L

Y*L ( ̂kf) i−leiδlRf
l (r) YL ( ̂r)

Ψf ( ⃗r) = e−i ⃗kf⋅ ⃗r + f (Ef , ⃗kf) ei ⃗kf⋅ ⃗r

r



For spherically symmetric systems (free atoms) the well known selection rules (Δl=±1) 
apply. 
One can write the intensity for emission at a given angle 𝛾 from the polarization of the 
beam in the following form

This term controls the weight 
of Δl =+1 and Δl =-1 channels

-1≤β ≤ 2

At γ=54.7˚ (magic angle) P2=0: the measurement is independent of β
For l=0 (s levels) β≡2

dσnl (ℏω)
dΩ

=
σnl (ℏω)

4π [1 + βP2 (cos (γ))]

P2 (cos (γ)) =
3 cos2 (γ) − 1

2



For l=0 (s levels) β≡2

-1.0

-0.5

0.0

0.5

1.0

-1.0 -0.5 0.0 0.5 1.0

γ

The angular pattern of photoelectrons 
emitted from an s level is peaked along 
the polarisation direction and has a p 
level like shape

dσnl=0 (ℏω)
dΩ

=
σnl=0 (ℏω)

4π (cos (γ))
2



Example: the Ag 4d level
(from J.J. Yeh: “Atomic calculation of photoionization cross sections and asymmetry parameters”,Gordon Breach) 

Cooper minimum



The Cooper minimum 
is due to a node in the initial state

Δl=+1, Ek=0 (i.e. at threshold)

At some kinetic energy 
the integral will become 
positive!

DOI: https://doi.org/10.1103/PhysRev.128.681

https://doi.org/10.1103/PhysRev.128.681
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Application of the Cooper minimum effect to alloys

Left: series of normal emission spectra from a freshly cleaved i-Al–Pd–Mn sample recorded at normal emission for photon energies 
from 70 to 195 eV. The peak which is strongly suppressed at higher photon energies is attributed to emission form the Pd 4d level. 
Right: atomic photoionization cross sections σ(¯ hω) or the Al, Pd and Mn states, calculated within the Hartree–Fock–Slater scheme 
by Yeh and Lindau showing the strong Cooper minimum in the Pd 4d line 

438 K Horn et al
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Figure 2. Left: series of normal emission spectra from a freshly cleaved i-Al–Pd–Mn sample,
recorded at normal emission for photon energies from 70 to 195 eV. The peak which is strongly
suppressed at higher photon energies is attributed to emission form the Pd 4d level. Right: atomic
photoionization cross sections σ (h̄ω) or the Al, Pd and Mn states, calculated within the Hartree–
Fock–Slater scheme by Yeh and Lindau [30], showing the strong Cooper minimum in the Pd 4d
line.

in the radial distribution of the wavefunction, while the Mn 3d states have none. This node in
the Pd 4d wavefunction gives rise to the Cooper minimum [26] in the photoionization cross
section that is well known for d states with main quantum number n > 3. The strength of this
effect can be seen in the series of normal emission spectra from i-Al–Pd–Mn, recorded for
photon energies from 70 to 195 eV in figure 2. The peak centred at 4 eV is strongly suppressed
around photon energies of around 125 eV, before re-emerging at higher photon energies. The
Cooper minimum has been used to obtain information on the electronic structure of metals,
interfaces and alloys early on in photoemission with synchrotron radiation [27], for example
to study disordered Au–Pd alloys [28]. The photon energy at which the minimum occurs
has been found to be shifted with respect to the calculated value, lying around hν = 140 eV
in the Au–Pd alloy study, and this shift has been ascribed to spatial distortions of the Pd 4d
wavefunction in the Au–Pd alloy [29].

At around 125 eV the structure near the Fermi edge is enhanced. In fact, the line
shape in this region appears quite different from that at lower photon energies. The atomic
photoionization cross sections σ (h̄ω) of the valence Al, Pd, and Mn states, calculated within
the Hartree–Fock–Slater scheme by Yeh and Lindau [30] are shown on the right-hand side
of figure 2. From these data it is clear that the Pd 4d and Mn 3d emission should dominate
the valence level photoemission spectrum over other contributions by more than one order
of magnitude in the photon energy region of figure 2. The interesting point is the strong
difference in cross section between the Pd 4d and Mn 3d states. The former exhibits a strong
maximum around 50–60 eV kinetic energy, followed by a steep decline by almost two orders
of magnitude at around 110 eV, with a subsequent increase towards higher kinetic energies.
This behaviour causes a difference in intensity from the Pd and Mn states that gives rise to the
strong changes in the appearance of the spectra in figure 2.

K Horn et al 2006 J. Phys.: Condens. Matter 18 435



Electron mean free path



Valence band angle resolved 
photoemission (ARUPS)

• Bulk and surface states
• Band mapping



Schematic representation of the wave 
functions of initial states (a), (b) and (c), 
and final states (d), (e) and (f), involved in 
opt ica l t rans i t ions g iv ing r ise to 
photoelectron emission. States (c) and (f) 
correspond to bulk Bloch states hardly 
modified by the presence of the surface. 
States (b) and (e) are more strongly 
evanescent (surface resonances). States 
(a) and (d) have essentially no amplitude 
in the interior of the solid and correspond 
respectively to a true bound surface state 
and the case of band-gap emission.
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Example: the Ag 4d level
Valence band angle resolved 

photoemission (ARUPS)

• Bulk and surface states
• Band mapping
• Selection rules

– determination of the symmetry
– determination of adsorption geometry

Schematic representation of the wave 
functions of initial states (a), (b) and (c), 
and final states (d), (e) and (f), involved in 
opt ica l t rans i t ions g iv ing r ise to 
photoelectron emission. States (c) and (f) 
correspond to bulk Bloch states hardly 
modified by the presence of the surface. 
States (b) and (e) are more strongly 
evanescent (surface resonances). States 
(a) and (d) have essentially no amplitude 
in the interior of the solid and correspond 
respectively to a true bound surface state 
and the case of band-gap emission.
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In order to satisfy both energy and momentum conservation

Ef=Ei+hv  &   kf=ki+G



Direct transitions
In order to satisfy both energy and momentum conservation

Ef=Ei+hv  &   kf=ki+G
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At the surface the crystal symmetry is conserved in the surface plane but 
is broken perpendicularly to the surface: the component of the electron 
momentum parallel to the surface plane (k//) is conserved, but k_|_ is not 
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At the surface the crystal symmetry is conserved in the surface plane but 
is broken perpendicularly to the surface: the component of the electron 
momentum parallel to the surface plane (k//) is conserved, but k_|_ is not 
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hydrogen (c).

50 Å 50 Å 

50 Å 100 Å 
1/  (Å¬1)

a b c

d e f

¬0.05 0.00 ¬0.05
λ

50 Å 50 Å 50 Å

50 Å 100 Å

Figure 2 | STM images of hydrogen adsorbate structures following and preserving the Moiré pattern of graphene on Ir(111). a, Moiré pattern of clean
graphene on Ir(111) with the superlattice cell indicated. b–e, Graphene exposed to atomic hydrogen for very low dose, 15 s, 30 s and 50 s, respectively. The
data show the evolution of hydrogen structures along the bright parts of the Moiré pattern with increasing hydrogen dose. f, Fourier transform of the image
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superlattice periodicity.
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Bandgap opening in graphene induced by
patterned hydrogen adsorption
Richard Balog1, Bjarke Jørgensen1, Louis Nilsson1, Mie Andersen1, Emile Rienks2, Marco Bianchi3,
Mattia Fanetti4, Erik Lægsgaard1, Alessandro Baraldi3,4, Silvano Lizzit5, Zeljko Sljivancanin6,
Flemming Besenbacher1, Bjørk Hammer1, Thomas G. Pedersen7, Philip Hofmann2 and Liv Hornekær1*
Graphene, a single layer of graphite, has recently attracted
considerable attention owing to its remarkable electronic and
structural properties and its possible applications in many
emerging areas such as graphene-based electronic devices1.
The charge carriers in graphene behave like massless Dirac
fermions, and graphene shows ballistic charge transport,
turning it into an ideal material for circuit fabrication2,3.
However, graphene lacks a bandgap around the Fermi level,
which is the defining concept for semiconductor materials
and essential for controlling the conductivity by electronic
means. Theory predicts that a tunable bandgap may be
engineered by periodic modulations of the graphene lattice4–6,
but experimental evidence for this is so far lacking. Here, we
demonstrate the existence of a bandgap opening in graphene,
induced by the patterned adsorption of atomic hydrogen
onto the Moiré superlattice positions of graphene grown on
an Ir(111) substrate.

Several schemes have been proposed to open a tunable bandgap
in graphene4–8, but only few have been realized experimentally.
One example is substrate-induced gaps for graphene supported
on SiC but their existence is being heavily debated9,10. Another
approach is the creation of gaps through confinement, such as
in graphene nanoribbons11,12. At present, this approach is the
only proven way to induce a substantial bandgap in single-layer
graphene. Unfortunately, it is difficult to control the size of the
gap in nanoribbons because it is very sensitive to their width,
edge geometry13 and chemical functionalization13,14. An alternative
strategy would be the construction of periodic structures such
as antidot lattices15,16 or, as we propose here, regular patterns of
hydrogen-covered regions, resulting in a confinement potential
for the carriers in the pristine graphene regions, thus leading
to a bandgap opening. The rational for the latter idea is based
on density functional theory (DFT) calculations revealing that
hydrogenation of graphene leads to a bandgap opening: for
example, fully hydrogenated graphene, referred to as graphane,
has been shown to be a wide-bandgap semiconductor17, whereas
half-hydrogenated graphene has a bandgap of 0.43 eV (ref. 18) and
a single hydrogen atom in a 32-carbon-atom slab generates a gap of
about 1.25 eV (ref. 4). Furthermore, calculations have also shown
that hydrogen pairs arranged in lines can create semiconducting or
metallic waveguides through confinement effects5. A large bandgap
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opening in hydrogen-covered regions would lead to an effective
potential barrier for the electrons in the clean parts, in complete
analogy to the antidot lattice. Experimentally, both disordered
hydrogen adsorption and antidot lattices have been shown to
influence the transport properties in graphene through localization
effects16,19, but the physics behind this mechanism is altogether
different from a confinement-induced bandgap opening in the
single-particle band dispersion.

Although the experimental evidence to support the idea of a
confinement-induced gap so far is limited, the essential conditions
seem to be fulfilled: hydrogen has been shown to adsorb on free
graphene20, as well as on supported graphene layers21,22. Further-
more, scanning tunnelling spectroscopy has shown the expected
depletion of the local density of states nearby adsorbed hydrogen21.

Here, we demonstrate that patterned hydrogen adsorption on
graphene induces a bandgap of at least 450meV around the
Fermi level. A templated adsorption is mediated by the Moiré
superlattice in graphene/Ir(111), as revealed by scanning tunnelling
microscopy (STM). Angle-resolved photoemission spectroscopy
(ARPES) demonstrates the existence and size of the overall gap.
Calculations indicate that the observed gap opening is indeed due to
a confinement effect in the residual bare graphene regions: whereas
a surface that is entirely covered with hydrogen has a very large gap,
the observed gap in the graphene π-band stems from the remaining
hydrogen-free areas. The width of the gap is coverage dependent,
but reaches a well-defined value at a certain hydrogen dose owing
to the regular dimensions of the hydrogen pattern.

Figure 1a shows the photoemission intensity near the Fermi level
EF for a clean layer of epitaxial graphene on Ir(111). For simplicity,
we interpret this as a picture of the electronic band structure. The
data are recorded along the A–K–A� direction of the Brillouin zone,
as indicated in the inset. One clearly identifies theπ-band dispersion
associated with graphene and the pinning of the Dirac point close to
the Fermi level, in excellent agreement with previous results23. The
minigaps visible in the bare graphene π-band at a binding energy of
about 0.7 eV are related to the Moiré superstructure visible in low
energy electron diffraction and STM images23,24. Their observation
in ARPES is indicative of the excellent long-range ordering in the
graphene layer. Figure 1b,c illustrates the evolution of the π-band
for increasing exposures to atomic hydrogen. A comparison of
the ARPES results for the clean and hydrogenated graphene layer
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Graphene, a single layer of graphite, has recently attracted
considerable attention owing to its remarkable electronic and
structural properties and its possible applications in many
emerging areas such as graphene-based electronic devices1.
The charge carriers in graphene behave like massless Dirac
fermions, and graphene shows ballistic charge transport,
turning it into an ideal material for circuit fabrication2,3.
However, graphene lacks a bandgap around the Fermi level,
which is the defining concept for semiconductor materials
and essential for controlling the conductivity by electronic
means. Theory predicts that a tunable bandgap may be
engineered by periodic modulations of the graphene lattice4–6,
but experimental evidence for this is so far lacking. Here, we
demonstrate the existence of a bandgap opening in graphene,
induced by the patterned adsorption of atomic hydrogen
onto the Moiré superlattice positions of graphene grown on
an Ir(111) substrate.

Several schemes have been proposed to open a tunable bandgap
in graphene4–8, but only few have been realized experimentally.
One example is substrate-induced gaps for graphene supported
on SiC but their existence is being heavily debated9,10. Another
approach is the creation of gaps through confinement, such as
in graphene nanoribbons11,12. At present, this approach is the
only proven way to induce a substantial bandgap in single-layer
graphene. Unfortunately, it is difficult to control the size of the
gap in nanoribbons because it is very sensitive to their width,
edge geometry13 and chemical functionalization13,14. An alternative
strategy would be the construction of periodic structures such
as antidot lattices15,16 or, as we propose here, regular patterns of
hydrogen-covered regions, resulting in a confinement potential
for the carriers in the pristine graphene regions, thus leading
to a bandgap opening. The rational for the latter idea is based
on density functional theory (DFT) calculations revealing that
hydrogenation of graphene leads to a bandgap opening: for
example, fully hydrogenated graphene, referred to as graphane,
has been shown to be a wide-bandgap semiconductor17, whereas
half-hydrogenated graphene has a bandgap of 0.43 eV (ref. 18) and
a single hydrogen atom in a 32-carbon-atom slab generates a gap of
about 1.25 eV (ref. 4). Furthermore, calculations have also shown
that hydrogen pairs arranged in lines can create semiconducting or
metallic waveguides through confinement effects5. A large bandgap
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opening in hydrogen-covered regions would lead to an effective
potential barrier for the electrons in the clean parts, in complete
analogy to the antidot lattice. Experimentally, both disordered
hydrogen adsorption and antidot lattices have been shown to
influence the transport properties in graphene through localization
effects16,19, but the physics behind this mechanism is altogether
different from a confinement-induced bandgap opening in the
single-particle band dispersion.

Although the experimental evidence to support the idea of a
confinement-induced gap so far is limited, the essential conditions
seem to be fulfilled: hydrogen has been shown to adsorb on free
graphene20, as well as on supported graphene layers21,22. Further-
more, scanning tunnelling spectroscopy has shown the expected
depletion of the local density of states nearby adsorbed hydrogen21.

Here, we demonstrate that patterned hydrogen adsorption on
graphene induces a bandgap of at least 450meV around the
Fermi level. A templated adsorption is mediated by the Moiré
superlattice in graphene/Ir(111), as revealed by scanning tunnelling
microscopy (STM). Angle-resolved photoemission spectroscopy
(ARPES) demonstrates the existence and size of the overall gap.
Calculations indicate that the observed gap opening is indeed due to
a confinement effect in the residual bare graphene regions: whereas
a surface that is entirely covered with hydrogen has a very large gap,
the observed gap in the graphene π-band stems from the remaining
hydrogen-free areas. The width of the gap is coverage dependent,
but reaches a well-defined value at a certain hydrogen dose owing
to the regular dimensions of the hydrogen pattern.

Figure 1a shows the photoemission intensity near the Fermi level
EF for a clean layer of epitaxial graphene on Ir(111). For simplicity,
we interpret this as a picture of the electronic band structure. The
data are recorded along the A–K–A� direction of the Brillouin zone,
as indicated in the inset. One clearly identifies theπ-band dispersion
associated with graphene and the pinning of the Dirac point close to
the Fermi level, in excellent agreement with previous results23. The
minigaps visible in the bare graphene π-band at a binding energy of
about 0.7 eV are related to the Moiré superstructure visible in low
energy electron diffraction and STM images23,24. Their observation
in ARPES is indicative of the excellent long-range ordering in the
graphene layer. Figure 1b,c illustrates the evolution of the π-band
for increasing exposures to atomic hydrogen. A comparison of
the ARPES results for the clean and hydrogenated graphene layer
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Figure 4 |Hydrogen adsorbate structures, calculated band structures and bandgaps. a, Hydrogen atom adsorbate structures forming graphane islands
with hydrogen coverage ranging between 6% and 54% (corresponding to 3%–27% of the top sites) following the Moiré superlattice periodicity. b, Band
structures for graphane-like islands with medium and high hydrogen coverage. Filled and empty bands are shown in red and green, respectively. For
comparison, the band structure of intact graphene is shown in grey (dashed). c, Bandgap opening as a function of hydrogen coverage. A maximum of
0.77 eV is reached with 54% coverage (corresponding to 27% top site coverage). d, Adsorbate structures composed of increasing amounts of hydrogen
pairs in para and ortho dimer configurations. e, Band structures with and without ortho-hydrogen dimers. f, Bandgap opening as a function of hydrogen
coverage. At 23% coverage a bandgap opening as large as 0.73 eV is obtained. In b,c,e and f, numbers 1–5 refer to absorbate structures formed by
hydrogen atomes at all the positions marked by the corresponding numbers in a and d respectively.

In Fig. 4a such periodic structures of graphane patches reflecting
the hydrogen adsorbate structures observed in STM are shown.
Between 6% and 54% of the carbon atoms are bonded to
hydrogen, corresponding to hydrogen coverages of 3%–27% in
the experiment. The corresponding band structures are shown in
Fig. 4b. As for the experimental results, the dispersion is shown
along the A–K–A� line. For all structures investigated, a clear
bandgap is observed at K. The calculated band structures are flatter
than the observed dispersion curves at high energies. This is not
surprising owing to the approximations inherent in the DFTB
calculations. However, whereas the detailed dispersion can be less
reliable, the existence of a fundamental bandgap is expected to be
a stable feature in the theory. Figure 4c shows the evolution of the
gap with increasing hydrogen coverage. A hydrogen atom coverage
of 42% (corresponding to 21% coverage in the experiment) is
sufficient to produce a gap of 0.5 eV tallying with the experimentally
observed minimal gap opening but still small compared with the
3.5 eV gap of actual graphane.

TheARPESdata in Fig. 1 demonstrate that the observed bandgap
opening is stable towards the long-range disorder clearly present
in the hydrogen adsorbate structures shown in Fig. 2. A theoretical
investigation of the effects of long-range disorder goes beyond the
present work. However, the sensitivity of the bandgap opening
to local disorder was studied by randomly removing hydrogen
atoms from the adsorbate cluster. DFTB calculations show that the
resulting disorder introduces localized gap states and affects the
density of states at the gap edges (see Supplementary Information).
However, it does not affect the very existence of the gap.

Our experimental results and calculations demonstrate that
periodic structures of graphane-like islands are characterized by
distinct bandgaps. We also explore whether the same holds for
hydrogen adsorbate structures built from hydrogen dimer units—a

commonly found hydrogen structural entity on free-standing
graphene and graphene on other substrates21,22,27–30. Investigated
structures with hydrogen atoms in stable dimer positions on
nearest-neighbour sites (ortho) or on opposite sides of a carbon
hexagon (para; refs 21, 22, 27–30) are shown in Fig. 4d. To
facilitate comparison of the size of the bandgap opening with that
obtained for graphane islands, the periodicity given by the Moiré
superstructure was used. For all structures investigated, a clear
bandgap is observed at the K point (see Fig. 4e). At 23% coverage,
a bandgap opening as large as 0.73 eV was obtained (see Fig. 4f).
Hence, bandgap opening by patterned hydrogen adsorption is not
dependent on the formation of graphane-like islands, but could also
be realized in other graphene systems by, for example, patterned
hydrogen adsorption templated by a self-assembledmolecular layer.

Combining all of the experimental and theoretical results, a
consistent picture of the hydrogen-induced changes in the band
dispersion of graphene on Ir(111) evolves: locally, the adsorption
of atomic hydrogen leads to a re-hybridization from sp2 to sp3 and
hence to elimination of the π-band. For low hydrogen coverage,
this happens only near the adsorption sites defined by the Moiré
pattern. In between these sites, the graphene surface remains clean,
but as the relative area of these regions is decreasing, so is the
π-band emission intensity. The gap opening itself is explained by
the confinement as such and the broadening of the bands can be
understood by the fact that the very confinement gives rise to an
increased uncertainty in the crystal momentum k. It is difficult
to obtain a precise value of the k broadening because of the high
background and the vicinity of other bands. However, following
a 50 s hydrogen dose (corresponding to Fig. 1c), the resulting k
broadening is of the order of 0.2Å−1 and it is thus in reasonable
agreement with the Moiré periodicity of 25 Å observed for the
hydrogen adsorbate structures. The evolution of the gap opening
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Graphene, a single layer of graphite, has recently attracted
considerable attention owing to its remarkable electronic and
structural properties and its possible applications in many
emerging areas such as graphene-based electronic devices1.
The charge carriers in graphene behave like massless Dirac
fermions, and graphene shows ballistic charge transport,
turning it into an ideal material for circuit fabrication2,3.
However, graphene lacks a bandgap around the Fermi level,
which is the defining concept for semiconductor materials
and essential for controlling the conductivity by electronic
means. Theory predicts that a tunable bandgap may be
engineered by periodic modulations of the graphene lattice4–6,
but experimental evidence for this is so far lacking. Here, we
demonstrate the existence of a bandgap opening in graphene,
induced by the patterned adsorption of atomic hydrogen
onto the Moiré superlattice positions of graphene grown on
an Ir(111) substrate.

Several schemes have been proposed to open a tunable bandgap
in graphene4–8, but only few have been realized experimentally.
One example is substrate-induced gaps for graphene supported
on SiC but their existence is being heavily debated9,10. Another
approach is the creation of gaps through confinement, such as
in graphene nanoribbons11,12. At present, this approach is the
only proven way to induce a substantial bandgap in single-layer
graphene. Unfortunately, it is difficult to control the size of the
gap in nanoribbons because it is very sensitive to their width,
edge geometry13 and chemical functionalization13,14. An alternative
strategy would be the construction of periodic structures such
as antidot lattices15,16 or, as we propose here, regular patterns of
hydrogen-covered regions, resulting in a confinement potential
for the carriers in the pristine graphene regions, thus leading
to a bandgap opening. The rational for the latter idea is based
on density functional theory (DFT) calculations revealing that
hydrogenation of graphene leads to a bandgap opening: for
example, fully hydrogenated graphene, referred to as graphane,
has been shown to be a wide-bandgap semiconductor17, whereas
half-hydrogenated graphene has a bandgap of 0.43 eV (ref. 18) and
a single hydrogen atom in a 32-carbon-atom slab generates a gap of
about 1.25 eV (ref. 4). Furthermore, calculations have also shown
that hydrogen pairs arranged in lines can create semiconducting or
metallic waveguides through confinement effects5. A large bandgap
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opening in hydrogen-covered regions would lead to an effective
potential barrier for the electrons in the clean parts, in complete
analogy to the antidot lattice. Experimentally, both disordered
hydrogen adsorption and antidot lattices have been shown to
influence the transport properties in graphene through localization
effects16,19, but the physics behind this mechanism is altogether
different from a confinement-induced bandgap opening in the
single-particle band dispersion.

Although the experimental evidence to support the idea of a
confinement-induced gap so far is limited, the essential conditions
seem to be fulfilled: hydrogen has been shown to adsorb on free
graphene20, as well as on supported graphene layers21,22. Further-
more, scanning tunnelling spectroscopy has shown the expected
depletion of the local density of states nearby adsorbed hydrogen21.

Here, we demonstrate that patterned hydrogen adsorption on
graphene induces a bandgap of at least 450meV around the
Fermi level. A templated adsorption is mediated by the Moiré
superlattice in graphene/Ir(111), as revealed by scanning tunnelling
microscopy (STM). Angle-resolved photoemission spectroscopy
(ARPES) demonstrates the existence and size of the overall gap.
Calculations indicate that the observed gap opening is indeed due to
a confinement effect in the residual bare graphene regions: whereas
a surface that is entirely covered with hydrogen has a very large gap,
the observed gap in the graphene π-band stems from the remaining
hydrogen-free areas. The width of the gap is coverage dependent,
but reaches a well-defined value at a certain hydrogen dose owing
to the regular dimensions of the hydrogen pattern.

Figure 1a shows the photoemission intensity near the Fermi level
EF for a clean layer of epitaxial graphene on Ir(111). For simplicity,
we interpret this as a picture of the electronic band structure. The
data are recorded along the A–K–A� direction of the Brillouin zone,
as indicated in the inset. One clearly identifies theπ-band dispersion
associated with graphene and the pinning of the Dirac point close to
the Fermi level, in excellent agreement with previous results23. The
minigaps visible in the bare graphene π-band at a binding energy of
about 0.7 eV are related to the Moiré superstructure visible in low
energy electron diffraction and STM images23,24. Their observation
in ARPES is indicative of the excellent long-range ordering in the
graphene layer. Figure 1b,c illustrates the evolution of the π-band
for increasing exposures to atomic hydrogen. A comparison of
the ARPES results for the clean and hydrogenated graphene layer
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Figure 4 |Hydrogen adsorbate structures, calculated band structures and bandgaps. a, Hydrogen atom adsorbate structures forming graphane islands
with hydrogen coverage ranging between 6% and 54% (corresponding to 3%–27% of the top sites) following the Moiré superlattice periodicity. b, Band
structures for graphane-like islands with medium and high hydrogen coverage. Filled and empty bands are shown in red and green, respectively. For
comparison, the band structure of intact graphene is shown in grey (dashed). c, Bandgap opening as a function of hydrogen coverage. A maximum of
0.77 eV is reached with 54% coverage (corresponding to 27% top site coverage). d, Adsorbate structures composed of increasing amounts of hydrogen
pairs in para and ortho dimer configurations. e, Band structures with and without ortho-hydrogen dimers. f, Bandgap opening as a function of hydrogen
coverage. At 23% coverage a bandgap opening as large as 0.73 eV is obtained. In b,c,e and f, numbers 1–5 refer to absorbate structures formed by
hydrogen atomes at all the positions marked by the corresponding numbers in a and d respectively.

In Fig. 4a such periodic structures of graphane patches reflecting
the hydrogen adsorbate structures observed in STM are shown.
Between 6% and 54% of the carbon atoms are bonded to
hydrogen, corresponding to hydrogen coverages of 3%–27% in
the experiment. The corresponding band structures are shown in
Fig. 4b. As for the experimental results, the dispersion is shown
along the A–K–A� line. For all structures investigated, a clear
bandgap is observed at K. The calculated band structures are flatter
than the observed dispersion curves at high energies. This is not
surprising owing to the approximations inherent in the DFTB
calculations. However, whereas the detailed dispersion can be less
reliable, the existence of a fundamental bandgap is expected to be
a stable feature in the theory. Figure 4c shows the evolution of the
gap with increasing hydrogen coverage. A hydrogen atom coverage
of 42% (corresponding to 21% coverage in the experiment) is
sufficient to produce a gap of 0.5 eV tallying with the experimentally
observed minimal gap opening but still small compared with the
3.5 eV gap of actual graphane.

TheARPESdata in Fig. 1 demonstrate that the observed bandgap
opening is stable towards the long-range disorder clearly present
in the hydrogen adsorbate structures shown in Fig. 2. A theoretical
investigation of the effects of long-range disorder goes beyond the
present work. However, the sensitivity of the bandgap opening
to local disorder was studied by randomly removing hydrogen
atoms from the adsorbate cluster. DFTB calculations show that the
resulting disorder introduces localized gap states and affects the
density of states at the gap edges (see Supplementary Information).
However, it does not affect the very existence of the gap.

Our experimental results and calculations demonstrate that
periodic structures of graphane-like islands are characterized by
distinct bandgaps. We also explore whether the same holds for
hydrogen adsorbate structures built from hydrogen dimer units—a

commonly found hydrogen structural entity on free-standing
graphene and graphene on other substrates21,22,27–30. Investigated
structures with hydrogen atoms in stable dimer positions on
nearest-neighbour sites (ortho) or on opposite sides of a carbon
hexagon (para; refs 21, 22, 27–30) are shown in Fig. 4d. To
facilitate comparison of the size of the bandgap opening with that
obtained for graphane islands, the periodicity given by the Moiré
superstructure was used. For all structures investigated, a clear
bandgap is observed at the K point (see Fig. 4e). At 23% coverage,
a bandgap opening as large as 0.73 eV was obtained (see Fig. 4f).
Hence, bandgap opening by patterned hydrogen adsorption is not
dependent on the formation of graphane-like islands, but could also
be realized in other graphene systems by, for example, patterned
hydrogen adsorption templated by a self-assembledmolecular layer.

Combining all of the experimental and theoretical results, a
consistent picture of the hydrogen-induced changes in the band
dispersion of graphene on Ir(111) evolves: locally, the adsorption
of atomic hydrogen leads to a re-hybridization from sp2 to sp3 and
hence to elimination of the π-band. For low hydrogen coverage,
this happens only near the adsorption sites defined by the Moiré
pattern. In between these sites, the graphene surface remains clean,
but as the relative area of these regions is decreasing, so is the
π-band emission intensity. The gap opening itself is explained by
the confinement as such and the broadening of the bands can be
understood by the fact that the very confinement gives rise to an
increased uncertainty in the crystal momentum k. It is difficult
to obtain a precise value of the k broadening because of the high
background and the vicinity of other bands. However, following
a 50 s hydrogen dose (corresponding to Fig. 1c), the resulting k
broadening is of the order of 0.2Å−1 and it is thus in reasonable
agreement with the Moiré periodicity of 25 Å observed for the
hydrogen adsorbate structures. The evolution of the gap opening
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Core level photoemission (XPS or ESCA)

• Element specificity
• Sensitivity to chemical environment

– the core level shift
• Photoelectron diffraction
• Examples



Surface chemical analysis. 

In
te

ns
ity

 (
ar

bi
tr

ar
y 

un
its

)

1000 800 600 400 200 0
Binding Energy (eV)

Oxygen KVV Auger

Oxygen 1s

Aluminum 2s

Carbon 1 s

Aluminum 2p



Electron mean free path



Each element has a specific set of accessible core levels
Surface chemical analysis. 
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Comparison of experimental XPS C 
1s binding energies with those 
calculated via Koopman's theorem 
for C in a range of molecules. 
A l t h o u g h e x p e r i m e n t a l a n d 
theoretical values differ by 15 eV 
(associated with relaxation effects) 
the systematic comparison is 
excellent as indicated by the 
straight line of unity slope



The photoemission spectrum of 
a “dirty” aluminum sample is 
dominated by the oxygen 1s 
level . The core levels of 
oxidized aluminum show a shift 
with respect to the metal. 
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A particular case of core level shift: the 
surface core level shift
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The Doniach-Šunjić lineshape 
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Reactions on surfaces

•Distinguish 1 (CO on top) from 2 (CO on a 
bridge site) and from 3 (dissociated CO)

•Follow changes from 1 to 2 and/or to 3

O C
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The surface core level shift
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Identification of adsorbate bonding 
by changes in the substrate Surface 

Core level Shift

Evolution of the del SCLS of low Miller indices Rh surfaces 
as a function of O2 dose





Rh(111): evolution of the Rh 3d5/2 peak during exposure to O2
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Combination of XPS, NEXAFS, Raman and STM showing the 
correlation of structural changes at the graphene/ Ge(110) 
interface. In particular it was found that defects are formed upon 
annealing and that they are due to Ge(110) surface 
reconstruction upon release of H2  
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components has been observed for C atoms in graphene “lifted up” by 
gas molecules underneath, such as CO, O, H [37,38], or for C atoms in 
the graphene layer being subjected to modified core hole screening [39]. 

The lower panels in Fig. 1 show the evolution with temperature of 
the Ge 3d XPS peak. The characteristic 3d5/2 and 3d3/2 doublet of 
elemental germanium (distance in energy being 0.58 eV) is fitted to a 
Voigt profile for which the ratio of the Gaussian and Lorentzian func-
tions and the spin–orbit splitting were kept fixed (yellow curves labelled 
as Ge). The linewidth of this yellow Ge component is larger at 450 ◦C 
than at the other temperatures for which it remains roughly constant. 

The red component labelled as Ge:H in Ge 3d core levels, visible at 
100 ◦C and 450 ◦C and shifted by about 0.4 eV towards higher binding 
energy with respect to the main Ge peak, can be ascribed to the Ge 
surface atoms terminated by H with the formation of H-Ge bonds [25], 
in line with a H-passivation model proposed by Lee et al. for as-grown 
CVD graphene/Ge(110) [11]. 

At 100 ◦C, we observe small components at binding energies corre-
sponding to the Ge4+ (dark blue) and the Ge2+ (light blue) oxidation 
states, which we associate to the oxidized surface of germanium in the 
regions not covered by graphene. Besides, the germanium surface is 
likely not fully protected against oxidation at the boundary regions 
between graphene grains where oxygen could locally oxidize the 
germanium surface, penetrating from the graphene edges. Apart from 
these areas, the germanium surface fully covered by graphene should 
not be oxidized, as the graphene overlayer is known to provide a viable 
protection against the oxidation of Ge(110) at ambient pressure up to a 
year [40–43]. Concerning the germanium oxide, it is known that the 
native oxide layer consists of an interfacial GeOx layer (with dominant 
GeO stoichiometry) on which GeO2 grows over time when the surface is 
exposed to air [41]. In our data, the amplitude ratio of Ge2+/Ge4+ is 
about 0.6 at 100 ◦C, while at 450 ◦C the Ge2+ is the only visible 
component. This can be explained, in part, by the attenuation of the 
photoelectrons originated in the buried GeO layer and absorbed by the 
overlying GeO2 layer and, in part, by a progressive reduction of Ge4+ to 
Ge2+ during the annealing process in vacuum [44]. 

At 450 ◦C, we also observe a prominent component (evidenced in 

pink and labelled as Ge β) again at higher binding energy with respect to 
the bulk Ge XPS peak but shifted by about −0.2 eV with respect to the 
spectral feature of the H-passivated Ge surface. The relative energy 
position of the peak is compatible with the formation of the (6 × 2)- 
reconstruction on the Ge(110) surface [25]. For annealing to 650 ◦C, 
this component is still present and a new one shows up at −0.34 eV with 
respect to the bulk peak (bright green labelled as Ge γ), while the red 
component associated to the H-terminated Ge surface is lost. As it will be 
discussed in the next section, based on the analysis of STM data, we 
associate the bright green component to the γ surface reconstruction of 
germanium. 

Finally at 800 ◦C, only the bright green Ge γ spectral feature is pre-
sent together with the bulk Ge one. 

The same components and their evolution with temperature are 
observed at near-normal emission geometry but, as expected, the rela-
tive amplitudes of the Ge surface features are diminished (see Fig. S2 in 
Supplementary Information). 

We notice that the same evolution for C 1s spectra as in Fig. 1 has 
been also observed in a sample exposed to air for about one year where 
the initial oxidation of the germanium substrate is more severe (Fig. S3 
in Supplementary Information), thus confirming that the oxide features 
in the Ge 3d peaks are not directly related to the changes occurring in 
graphene. 

Fig. 2 reports the Raman spectroscopy characterization of each of the 
annealing stages probed by XPS. Data reported in the figure were ac-
quired on the same sample, on which we checked by XPS the presence at 
450 ◦C of the peculiar shoulder shifted of −0.39 eV with respect to the 
main C 1s peak (see Fig S4 in Supplementary Information). We also 
checked for the overall consistency over different samples of the 
behavior observed by Raman as a function of temperature (Fig. S5 in 
Supplementary Information). Data are collected from mapping the 
samples over areas of about 200 µm2 with a step of ~2 µm (Fig. S6 in 
Supplementary Information). The Raman spectra averaged out from the 
maps at the different annealing temperatures are displayed in Fig. 2(a). 
The spectral range includes the main peaks related to graphene, namely 
the 2D and G bands, which always satisfy the Raman selection rule [45], 

Fig. 1. XPS spectra measured at room temperature with a photon energy of 400 eV at emission angle 60◦ as a function of the annealing temperature for C 1s (upper 
panels) and Ge 3d core levels (lower panels). Experimental datapoints are shown as dots; green continuous lines are the fits to the experimental data obtained with 
the components displayed as colored shaded areas. The peak energy evolution of the fitting components with temperature for C 1s and Ge 3d is reported in Fig. S1 of 
Supplementary Information. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

L. Camilli et al.                                                                                                                                                                                                                                  

XPS spectra measured at room temperature with a photon energy of 400 eV at emission angle 60◦ as a function of the annealing temperature for 
C 1s (upper panels) and Ge 3d core levels (lower panels). Experimental datapoints are shown as dots; green continuous lines are the fits to the 
experimental data obtained with the components displayed as coloured shaded areas.



Photoemission microscopy: 
spatial+chemical information



Why Microspectroscopy and 
Spectromicroscopy?

• elemental resolution:

• chemical information:

• further information on:

• combination with other microscopy techniques

quantify composition of sample with lateral 
resolution

characterize chemical environment

Magnetism 
different type of bonding (e.g. π, σ bonds) 
orbital alignment 
electronic structure



Concepts to achieve spatial resolution
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Scanning versus full field imaging transmission 
microscopy

+  versatile detectors can be run 
simultaneously 

+  low demands in the optics setup 
+  SPEM possible 
-  long exposure times 
-   complex electronics

+  short exposure times 

+  access to X-ray tomography in 
combination with spectro-microscopy 

+ highest resolution due to static system   

-   complex optical alignment
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Scanning Photoemission Microscope
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Understanding carbide evolution and surface chemistry during deep 
cryogenic treatment in high-alloyed ferrous alloy 
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A R T I C L E  I N F O   

Keywords: 
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Atom probe tomography (APT) 
Scanning photoelectron microscopy (SPEM) 
Small angle neutron scattering (SANS) 

A B S T R A C T   

The study investigates the effect of deep cryogenic treatment (DCT) on a high-alloyed ferrous alloy (HAFA) and 
its effectiveness on carbide evolution and chemical shifts of alloying elements. With ex-situ and in-situ obser-
vations ranging from the microscopic to the nanoscopic level, we uncover the atomistic mechanism by which 
DCT affects carbide precipitation, resulting in a 50% increase in carbide volume fraction. Synchrotron-based 
scanning photoelectron microscopy provides insight into the agglomeration of carbon during exposure to 
DCT. We find that Mo plays a crucial role in DCT through its modification of chemical bonding states, which is 
postulated to originate from the loosely-formed primordial Mo2C carbides formed during exposure to cryogenic 
temperatures. These in turn provide energetically favorable nucleation zones that accelerate the formation of 
M7C3 carbides, which serve as intermediate states for the formation of M23C6 carbides, which most strongly 
impact the mechanical properties. These results are supported by atom probe tomography, showing the pref-
erential formation of Mo-rich M7C3 carbides in DCT samples, resulting from greater solute mobility. This work 
clarifies the fundamental mechanisms on how DCT affects HAFA, solving a long-elusive problem.   

1. Introduction 

Deep cryogenic treatment (DCT) is a type of heat treatment [1,2] or 
heat treatment technology [3] that has recently become popular due to 
its cost-effectiveness [4], simple application [5] and positive effect on 
surface and bulk materials properties. It can be applied to both ferrous 
and non-ferrous alloys, and can affect properties such as hardness, 
toughness, corrosion and wear resistance, prolonged material life, and 
magnetic properties, amongst others [1,2,6–10]. DCT procedures are 
thus important for many technologies and industries, such as medicine 
[11,12], robotics [13], materials science [14,15], the fuel and energy 
sectors [7], electronics [16], the aerospace, tool and steel industries 
[3,17,18], musical instruments [19] and automotive industry [7]. The 
changes in the material properties result from the chemical and physical 
changes in the microstructure during DCT and subsequent tempering 
(heating of material to induce carbide precipitation). The 

microstructural changes following DCT are (1) increased formation and 
precipitation of finer carbides [6], sometimes described as ε-carbides 
and η-carbides [6,20,21], (2) a more homogenous microstructure 
[20,22–25], (3) transformation of retained austenite into martensite 
[23,26,27], (4) formation of finer martensitic laths [28,29], (5) orien-
tation of newly formed martensitic laths in the [101] and [001] di-
rections [28], and (6) different oxidation dynamics on the surface 
[28,30]. However, despite intensive experimental and some theoretical 
research in the last decade, the underlying mechanisms for the strong 
effect of DCT remains unclear. 

Several theories have been proposed to describe how DCT affects the 
microstructure and material properties. Jaswin and Mohan Lal (2015) 
[23] and Kumar et al. (2016) [31] postulated that DCT increases the 
driving force for the carbide nucleation through lattice energy reduc-
tion, and finer martensite formation from transforming retained 
austenite, which together result in increased precipitation and finer 

* Corresponding author at: Max-Planck Institute for Iron Research, Max-Planck-Str. 1, 40237 Düsseldorf, Germany. 
E-mail addresses: p.jovicevic-klug@mpie.de, patricia.jovicevicklug@imt.si (P. Jovičević-Klug).  

Contents lists available at ScienceDirect 
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potentially obscured from detection through XPS before tempering, 
which is consistent with the lower contrast in the color-coded maps of 
DCT sample before tempering, presented in Fig. 5b. 

In both samples, Cr content of this HAFA results in M23C6 formation 
during tempering. A comparison between sample types confirms the 
higher content of Cr and V in CHT carbides compared with the DCT ones 
when normalized to the Fe3p peak, supporting the APT results presented 
in S5e-f. The W4f also changes after tempering, showing a + 0.3 eV shift 
for the DCT M23C6 carbides compared to the CHT ones. This is again 
considered to be related to the influence of the slight V alloying of the 
M23C6 carbides with CHT, since the chemical shift of the W in the M23C6 

carbides is similar to that of the M6C carbides (compare Fig. 5e to S5d). 
Furthermore, the separation distance between the two W peaks also 
changes by about 0.1 eV and the width of the peaks is broader for the 
DCT carbides. This may indicate another chemical state of W, which was 
not characterized yet in the manuscript. 

3.4. In-situ surface chemistry during deep cryogenic treatment 

The underlying mechanism of the C redistribution and chemical state 
changes of the different alloying elements is revealed using in-situ 
SPEM. Fig. 6a shows smaller carbides formed in the DCT sample 

Fig. 5. SPEM color-coded elemental maps of selected areas of (a) the CHT and (b) the DCT sample before (top) and after (bottom) tempering. The white circles 
indicate the exemplar positions probed for point-analysis with XPS. (c)-(e) XPS chemical spectra of the larger MC (top) and M6C (bottom) carbides before (dark color) 
and after (red color) tempering, for (c) C1s (d) V2p and (e) Fe3p, Cr3p, V3p and W4f. The data represents the chemical state of both carbide types for both CHT and 
DCT samples. 

P. Jovičević-Klug et al.                                                                                                                                                                                                                         

SPEM color-coded elemental maps of 
selected areas of (a) the CHT and (b) 
the DCT sample before (top) and after 
(bottom) tempering. The white circles 
indicate the exemplar positions probed 
for point-analysis with XPS. (c)-(e) XPS 
chemical spectra of the larger MC (top) 
and M6C (bottom) carbides before (dark 
color) and after (red color) tempering, 
for (c) C1s (d) V2p and (e) Fe3p, Cr3p, 
V3p and W4f. The data represents the 
chemical state of both carbide types for 
both CHT and DCT samples. 
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Domain Dependent Fermi Arcs Observed in a Striped Phase
Dichalcogenide

Takashi Mizokawa,* Alexei Barinov, Viktor Kandyba, Alessio Giampietri,
Ryoya Matsumoto, Yohei Okamoto, Kou Takubo, Koji Miyamoto, Taichi Okuda,
Sunseng Pyon, Hiroyuki Ishii, Kazutaka Kudo, Minoru Nohara, and Naurang L. Saini*

Solids undergoing symmetry breaking phase transitions commonly exhibit
domains of low symmetry phases with various sizes and morphological
shapes. Usually, the shapes of these domains are not directly related to the
nature of symmetry breaking. Here, an interesting example of a layered
dichalcogenide with a triangular lattice is shown, in which symmetry breaking
of electronic charge/orbital is accompanied by formation of striped domains
and exotic surface states with peculiar spin textures. Using angle-resolved
photoemission spectromicroscopy, the mesoscopic striped domains in the
layered IrTe2 are observed across the first order phase transition at ≈280 K.
Under further cooling down to 47 K, the striped domains evolve into
trijunction domains with electronic anisotropy in three directions. Each
domain harbors quasi 1D surface bands forming fragmented Fermi surfaces
(Fermi arcs) with peculiar spin polarization revealed by spin-resolved
photoemission spectroscopy. The Fermi arc corresponds to an edge state of
the 2D bulk electronic bands truncated at the surface, indicating an
interesting interplay between the symmetry breaking, surface electronic
structure, and the spin state.
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can be found under https://doi.org/10.1002/qute.202200029

DOI: 10.1002/qute.202200029

1. Introduction

Domain structures in bistable or polystable
electronic systems exhibit various mor-
phological shapes that have been one
of the subjects of frontier research in
fundamental science of advanced mate-
rials. Some fascinating examples include
the topological domain textures in multi-
ferroic YMnO3

[1,2 ] and antiferromagnetic
Fe2O3

[3 ] revealed by electron microscopy
and photoemission electron microscopy.
Other interesting examples are the anti-
ferromagnetic Nd2Ir2O7

[4 ] and multiferroic
BiFeO3

[5,6 ] showing domain wall properties
discovered, respectively, by scanning mi-
crowave impedance microscopy and con-
ductive atomic forcemicroscopy. In systems
showing Mott transitions and colossal mag-
netoresistance, metallic and insulating do-
mains have also been disclosed by photoe-
mission spectromicroscopy.[7,8 ] In general,

mesoscopic domain structures of symmetry-broken electronic
systems are not directly related to the nature of the broken sym-
metry itself but determined by the interfacial energy minimum.
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(a) Three directions of the striped charge ordering in the IrTe2 layer. (b) Three directions of the Fermi arcs in the Brillouin zone corresponding to 
the three directions of the striped charge ordering. The dotted curves schematically show the bulk Fermi surfaces. (c) Photoemission intensity 
image of the wide area at 250 K. (d,e,f) Photoemission intensity image of the selected area at 250 K, 120 K, and 47 K. (g, h) Domain textures at 
47 K visualized by different energy windows. All the images were taken at hν=27 eV with linear polarization (horizontal). (i, j, k) Domain textures 
at 250 K, 120 K, and 47 K. The solid lines indicate domain boundaries. The arrows indicate the directions of charge/orbital stripes. (l, m, n) 
Fermi surfaces of the three different domains at 47 K. The broken lines indicate Fermi arcs derived from the surface states. 



The principle of photoelectron diffraction

Modulations in the intensity of 
the photoemitted electron 
wave are measured. For a 
given arrangment of atoms, the 
intensity depends on the 
photon energy and on the 
emission angle
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order+same orientation at different sites

External plane wave source: 
single crystal (long range order)
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Probing the Atomic Arrangement of Subsurface Dopants in a Silicon
Quantum Device Platform
Hak̊on I. Røst, Ezequiel Tosi, Frode S. Strand, Anna Cecilie Åsland, Paolo Lacovig, Silvano Lizzit,
and Justin W. Wells*
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ABSTRACT: High-density structures of subsurface phosphorus dopants in silicon
continue to garner interest as a silicon-based quantum computer platform;
however, a much-needed confirmation of their dopant arrangement has been
lacking. In this work, we take advantage of the chemical specificity of X-ray
photoelectron di!raction to obtain the precise structural configuration of P
dopants in subsurface Si:P δ-layers. The growth of δ-layer systems with di!erent
levels of doping is carefully studied and verified using X-ray photoelectron
spectroscopy and low-energy electron di!raction. Subsequent di!raction measure-
ments reveal that in all cases, the subsurface dopants primarily substitute with Si
atoms from the host material. Furthermore, no signs of carrier-inhibiting P−P
dimerization can be observed. Our observations not only settle a nearly decade-long debate about the dopant arrangement but also
demonstrate how X-ray photoelectron di!raction is surprisingly well suited for studying subsurface dopant structure. This work thus
provides valuable input for an updated understanding of the behavior of Si:P δ-layers and the modeling of their derived quantum
devices.
KEYWORDS: delta-layers, quantum electronic devices, quantum computing, photoemission, photoelectron di!raction

■ INTRODUCTION
Over the past decade, the e!ort to realize a silicon-based,
complementary metal oxide semiconductor (CMOS)-compat-
ible quantum computer has been intensifying,1−3 and several
significant breakthroughs have been achieved.4−6 One
common factor in this development is the so-called Si:P δ-
layer platform,7,8 i.e., an ultrasharp and narrow layer of
phosphorus dopants placed beneath the silicon surface, which
can be patterned with atomic precision.9,10 The δ-layer
platform can be used for quantum dots and tunnel barriers,11
metallic interconnects,12 and other key components required
for quantum device engineering.1 This, in turn, has required it
to be thoroughly studied and understood.13−26 Despite these
intense e!orts and the great progress which has been made,
one key question has remained unanswered: What is the
arrangement of the dopants within the δ-layer? The answer is of
central importance for the performance of δ-layer-derived
devices because the dopant arrangement is understood to
directly impact key electronic properties: for example, the
energy separation (i.e., “valley-splitting”) of the supported
quantum well states.27−29

There may be multiple reasons why the atomic arrangement
is not known, but we conjecture that it is primarily because,
until now, a suitable probing method had not been identified.
Traditional X-ray di!raction methods are unsuitable because of
the atomically thin nature of the δ-layer.30 High-angle annular
dark-field imaging with an electron microscope is also

exceptionally challenging because of the similarity in atomic
weight of Si and P.31 Recent studies have shown that the
quantum confinement of the δ-layer can be ascertained by
means of ellipsometry,32 but the in-plane coordination of the
dopant atoms has remained elusive.
In this work, we demonstrate that the neighborhood around

the dopants can be directly probed using X-ray photoelectron
di!raction (XPD), in which a chemically specific di!ractive
image is formed by utilizing subtle core-level energy shifts that
are concomitant with the coordination of a dopant.33,34
Although XPD is primarily used as a probe of surface
structure,35−37 we demonstrate here that it also has great
potential for determining the local arrangement of subsurface
atoms and, therefore, is perfectly suited for solving the long-
standing mystery of the Si:P δ-layer structure.

■ RESULTS AND DISCUSSION
The growth of δ-layers has been studied and refined over the
recent years, not least of all to maximize the density of P atoms
within the dopant plane.23,38,39 The basic preparation approach
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Angle-dependent photoelectron spectroscopy from a “double-dosed”, Si-encapsulated δ-layer. (a) XPS of the P 2p peak, measured with hν = 
350 eV at normal (θ = 0°) and grazing (θ = 70°) emission and an integrated half-angle acceptance of ≤5°. P1 comes from P in the δ-layer, and 
P2 and P3 from P near the Si surface. Both spectra have been scaled to the intensity of P2. (b–d) The measured (orange) and calculated (gray) 
XPD patterns for the peaks P1–P3 from the double-dosed δ-layer system shown in (a). (e) The measured and calculated XPD from the 
corresponding Si 2p core level. (f) The measured XPD from P1 at hν = 250 eV, compared with XPD simulations of P–Si bonding (i.e., 
substitutional doping) within the δ-layer. (g) The measured XPD of P1 at hν = 350 eV from (b), compared with XPD simulations of P–P bonding 
(i.e., dimerization) within the δ-layer.



Forward scattering 
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Polar scan
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SCLS induced by CO on Pd(110) 
A. Locatelli  et al., Phys. Rev. Lett. 73, 90 (1994)

W4f XPS spectra from the W(110)-(1x1)-O surface as excited by Al K' radiation. The triangles represent a
bulk-sensitive spectrum taken with emission normal to the surface. The circles represent data taken at a
maximally surface-sensitive direction (/,!)=(12°,26°), where / is the take-off angle with respect to the
surface and ! is measured with respect to [001].The surface-sensitive spectrum is fitted well by the solid
curve composed of two pairs of peaks having the same shape and separation. The dashed curve is that for
normal emission and the dotted curve derived from this peak fitting we associate with electrons from the
first-layer ‘‘oxide’’ W atoms which are directly bound to oxygen. The latter exhibit a core-level shift of 0.73
eV due to charge transfer from W to oxygen.
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• Basics
– Photoelectric effect
– Sources and electron analyzers
– A bit of quantum mechanics
– Photoemission cross section&Cooper minimum

• Valence band angle resolved photoemission
– momentum conservation
– band mapping

• Core level photoemission
– Element specificity
– Sensitivity to chemical environment
– Photoelectron diffraction
– Time evolution
– Microscopy


